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Building further upon the high spatial resolution offered by ultrasonic imaging and the high optical 
contrast yielded by laser excitation of photoacoustic imaging, and exploiting the temperature 
dependence of photoacoustic signal amplitudes, this paper addresses the question whether the 
rich information given by multispectral optoacoustic tomography (MSOT) allows to obtain 3D 
temperature images. Numerical simulations and experimental results are reported on agarose 
phantoms containing gold nanoparticles and the effects of shadowing, reconstruction flaws, etc. 
on the accuracy are determined. 

 

Keywords: photoacoustic imaging, multispectral optoacoustic tomography, absorption coefficient, 
finite difference 

 

1. Introduction 

In the framework of cancer treatment, hyperthermia therapy can improve the therapeutic outcome 
of radiotherapy and chemotherapy by synergistic combination of heating and radiation based 
attack of malignant cells and antineoplastic drug cytotoxicity. Meanwhile, through modulation of 
immune activity, hyperthermia can elicit a cellular immune response [1-3]. If the temperature 
increase is pushed high enough, as in thermal ablation approaches, then the heating can be used 
to destroy tumor cells. In order to tune the heating dosage and optimize the outcome of the 
treatment while minimizing side effects, non-invasive, real-time monitoring of temperature with 
high contrast and resolution during therapy is of essential importance. 

Until now, many techniques used for anatomical imaging have been investigated for their potential 
extension to real-time temperature imaging with high resolution and sensitivity. Thermocouples 
are commonly used in temperature measurement in view of their low cost and ease of use.  
However, direct contact with the tissue is necessary, making this approach quite invasive [4]. 
Infrared thermography allows real-time and high-resolution temperature measurement, but it only 
provides superficial detection [5]. Ultrasound (US) imaging can penetrate tissue up to several 
centimeters depth because long wavelength acoustic waves are only slightly affected by 
scattering. However, US image contrast is determined by the strength of gradients in the 
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mechanical properties of tissues [6], which only weakly depend on temperature. Attempts to 
exploit the temperature dependence of the speed of sound have been explored, but it is quite 
challenging to extract the very small related effects from US images with high spatial resolution 
[7]. MRI offers the advantage of high sensitivity and spatial resolution, but it is rather time-
consuming, which puts some constraints on its use for real-time monitoring [8]. Moreover, MRI 
remains a costly method, which limits its use to a limited number of large scale clinical facilities. 

Photoacoustic imaging (PAI), also called optoacoustic imaging, was initially considered to 
overcome the diffusion limit encountered in pure optical imaging. This emerging method combines 
the strong contrast of optical imaging with the high spatial resolution and deep penetration of US 
imaging [9-17]. It has been demonstrated that PAI is able to provide functional imaging [18-25] 
through excitation of hemoglobin and DNA&RNA. Moreover, with the help of exogenous contrast 
agents, PAI can even target reporter genes and biomarkers to achieve molecular imaging [26-31].  

PAI has also been used for temperature measurements [32-39]. By exploiting the roughly linear 
temperature dependence of the Grüneisen parameter, which expresses the thermomechanical 
conversion efficiency and thus the photoacoustic (PA) signal magnitude, PA amplitude changes 
are associated with temperature-induced Grüneisen parameter variations, and thus with 
variations of the tissue temperature. Although recently quite promising results have been obtained 
using this approach [40-43], it also has some limitations. Beyond 50 oC, due to protein 
denaturation and coagulation, the linear relation between the Grüneisen parameter and 
temperature does not hold anymore and tissue optical properties are altered [43]. Also, the 
Grüneisen parameter is tissue dependent, so that a calibration on one tissue cannot be applied 
to a different one. In principle, tissues of different patients can also exhibit different Grüneisen 
parameters, in spite of being of the same type.  In addition, the local laser light fluence varies with 
the depth and position probed, leading to spatial heterogeneities in energy deposition. As a 
consequence, the absolute magnitude of the PA signal cannot be used to extract temperature 
information, and acquisition of a reference PA image at a known temperature is necessary. In 
summary, further steps are needed to establish an efficient and cost-effective absolute 
temperature monitoring for deep tissue. 

In this article, we investigate to what extent the unique possibilities MSOT can be exploited to 
achieve temperature monitoring, without the above-mentioned limitations. We exploit the 
difference in temperature dependence of the optical absorption coefficient at different optical 
wavelengths, rather than making use of the temperature dependence of the Grüneisen coefficient. 
In this way, provided that sufficient knowledge on this dependence is available, differences 
between PAI images obtained at different optical excitation wavelengths can be translated into 
temperature images.  In case of uniform illumination, such relative images are independent of the 
absolute magnitude of the PA signal, and thus independent of the concentration of chromophore 
and laser light fluence. 

In the following, we verify to which extent MSOT can be applied to temperature imaging without 
the need of a reference image, and how accurately the resulting temperature images compare to 
the ones obtained using single wavelength PAI.  

A numerical analysis is performed in which finite difference (FD) simulations are used to generate 
artificial ultrasonic signals in a tomographic transducer array. FD is also used to reconstruct PA 
source images from transducer signals. All simulations are done for different optical wavelengths, 
assuming temperature dependences of the optical absorption coefficient at different wavelengths 
comparable to that observed in experimental data.   

MSOT experiments in the wavelength range 670nm - 1255 nm are carried out on an agarose 
phantom containing gold nanoparticles.  PA signals from a quasi-circular array of 256 transducers 
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are used to reconstruct PA images at different optical wavelengths, and therefrom temperature 
images. The actual accuracy of the method is assessed, the reasons for its current limitations are 
sought, and the possibilities for future improvements are suggested. 

2. Temperature and wavelength dependence of the PA signal 

When matter is illuminated by laser light, a part of the energy is converted to heat by optical 
absorption and followed by relaxation via non-radiative pathways. The sudden thermal expansion 
resulting from pulsed light illumination generates acoustic waves: this is referred to as the PA 
effect. Typically, the excited initial PA pressure signal, p0 [Pa] can be expressed as 

       0 , , , , , , ,ap x y z T T T F x y z                                               (1) 

where η [-] is the fraction of absorbed light that is converted to heat (the rest is re-emitted as 

fluorescent/phosphorescent light),  ,a T   [m-1] is the optical absorption at wavelength [nm] 

and temperature T [oC], and  , , , effF x y z   [J.m-2] is the local laser fluence at position (x,y,z).  

(T)=β/(кCv) is the dimensionless Grüneisen parameter, which, for water has been shown to 

vary with temperature T [oC], with a variation of about 2.7%/oC with respect to 36 oC [43], i.e., 
body temperature: 

  0.0043 0.0053T T                                                        (2) 

with β [oC-1] the volume thermal expansion coefficient, к [Pa-1] the isothermal compressibility,  

[kg/m3] the density and Cv [J.kg-1.oC-1] the specific heat capacity at constant volume.   

The proportionality of the PA signal with the Grüneisen parameter has been exploited to extract 
temperature information from the PA signal magnitude, by extrapolating the validity of Eq.(2) to 
body tissue. However, as stated above, protein denaturation and coagulation above 50oC affect 
Eq.(2), absorption and scattering coefficients, thus limiting the accuracy of the temperature 
monitoring techniques beyond this point.  

When multiple signals are acquired at multiple laser excitation wavelengths (e.g. two wavelengths, 

1 and 2), assuming that the quantum yield and the thermoelastic conversion efficiency are equal 

for both acquisitions, the ratio between the signals is then determined by the ratio of the respective 
optical absorption coefficients and the local light fluence: 

 

 

   

   
2 2 2

1 1 1

, , , , , ,

, , , , , ,
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a

p T F x y z T T

p T F x y z T T

   

   
                                                (3) 

If the ratio of the local light fluence at two wavelengths is independent of temperature, and if an 
exogeneous chromophore is sufficiently encapsulated so as not to be chemically influenced by 
its biological environment, while still sensing the temperature of the surrounding tissue, then the 
temperature of the PA ratio depends (quasi) only on the temperature dependence of the local 
absorption characteristics of the chromophore, allowing for temperature measurement with a 
simple calibration without the aforementioned drawbacks. In case of PA imaging, if the above 
conditions are fulfilled, then Eq.(3) can be used for every location (x,y,z), so that the temperature 
image can be calculated from the ratio of the PA images obtained at the different wavelengths. 
Moreover, the more images at different wavelengths are available, the more effective the 
wavelength and temperature dependence of PA images can be exploited, leading in turn to a 
more accurate and robust reconstruction of temperature images.  In the following, we assess the 

ACCEPTED M
ANUSCRIP

T



feasibility of the proposed temperature imaging method. Effects of wavelength dependent 
shadowing of the fluence in deep regions due to temperature and wavelength dependent optical 
absorption in shallow regions (so that the fluence ratio in Eq.(3) on deep regions becomes affected 
by the shadowing by more shallow regions) are addressed.  For the sake of clarity, we first present 
a simulation-based analysis, which allows to illustrate the essentials of the method and of 
shadowing related artefacts and ways to deal with them in a straightforward and systematic way.  

3. Description and optical characterization of model sample  

The goal of this work is to verify by means of numerical simulations and an experimental case 
study, to which extent the feasibility of the proposed approach is confirmed. We also assess to 
which extent deviations from the assumptions enabling Eq.(3) affect the temperature 
reconstruction accuracy on ideal, simulated data, and on experimental data. For the sake of clarity 
and simplicity, a cylindrical agarose gel phantom (1 wt% Agar from Sigma-Aldrich® in ultrapure 
water), with a diameter of 24 mm, encapsulated in a 4 mm thick polydimethylsiloxane (PDMS) 
cylinder. The phantom size is similar to the adult mouse main body cross-section. PDMS was 
chosen because of its good acoustic impedance match with water (ZPDMS=1.08 MRayl, Zwater=1.57 
MRayl), which reduces acoustic reflections at the interfaces with the enclosed hydrogel and the 
surrounding water bath, as well as reducing the alterations the water would have on the gel. Gold 
nanorods (GNRs) were used as exogeneous chromophores, in order to increase the optical 
absorption and thus PA excitation efficiency in a short wavelength range, and to enrich the 
spectral variability of the temperature dependence of the optical absorption coefficient, and thus 
maximize the temperature sensitivity of the PA ratio in Eq.(3). GNRs were synthesized following 
a seed-mediated protocol. All syntheses were carried out using aqueous solutions. A gold seed 
solution was prepared by vigorous mixing of 4.7 mL of 0.1 M CTAB solution and 25 μL of 50 mM 
HAuCl4 with 300 μL of 10 mM NaBH4 at 30 °C. The seed solution was kept at 25 °C for 2 hours 
prior to further use. The GNR growth solution was prepared by mixing 45 mL of 0.2 M CTAB with 
9 mL of 5 mM HAuCl4 solution and 112.5 μL of 0.1 M AgNO3. After 10 minutes of stirring, 5.25 
mL of 10 mM ascorbic acid was added to the solution. This was followed by an additional 10 
minutes stirring before addition of 21 μL of the seed solution under vigorous stirring. The resulting 
solution was aged for 12 hours at 25°C, before purification of the nanorods by three rounds of 
centrifugation at 8000 rpm and re-dispersion in 5mM CTAB. 

Four hundred milligrams of agarose together with 40 mL of ultrapure water were added to a sealed 
vial and heated in a 90oC water bath until complete agarose dissolution. After this, 200 µL of 
concentrated GNR solution were mixed with 40 mL of the hot agarose solution and this 
suspension was used to completely fill the PDMS cylinder.  The cylinder was then left to cool in a 
20 oC water bath for 30 minutes to allow complete gelification.  

 PC 

SpectrometerWhite light source Lens
Temperature 

Control
Unit
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Fig. 1. Schematic representation of the optical transmission setup used to determine the 
temperature dependence of the optical absorption spectrum of the sample. 

According to Eq.(1), at a given temperature and light fluence, taking into account that the quantum 

yield of gel and GNRs is 0% so that =1, the PA signal at a given wavelength is simply proportional 
to the optical absorption coefficient. In view of this, anticipating the MSOT experiment, we have 
measured the optical absorption of the involved materials, the GNR - agarose sample material 
using a simple optical transmission setup. Measurements were performed at different 
temperatures by combining a white light source, a temperature controller and an Ocean Optics 
USB4000® spectrometer as shown in Fig. 1. In the experiment, the light from an Ocean Optics 
HL2000® lamp exiting a broadband emission fiber was collimated by a lens and sent through a 
1x1 cm2 Sevenlight® quartz cuvette that contained the sample material. The cuvette was placed 
in a copper holder that contained a platinum resistor and a resistive heater for monitoring and 
controlling the temperature with 0.1 oC resolution, by making use of a Red Lion TCU® temperature 
control unit, which was operated by a homemade National Instruments Labview® program with 
resolution of 0.1 oC. The program synchronized the acquisition of the spectrum of the transmitted 

light Itransmitted(,T) with the temperature control. Additional empty cuvette measurement 

Iempty(,T=22 oC) was performed to correct for the absorption and reflection of the empty cell, and 
to determine the incident light power. The optical absorption coefficient µa [m-1] of the sample was 
then determined as: 

 
( , )1

, ln
( , 22 )

transmitted
a o

empty

I T
T

d I T C


 



 
     

                               (4) 

with d=10 mm, the optical path length of the light transmitted through the sample. 

 

  

Fig. 2. (a) Optical absorption spectra of the GNRs phantom sample measured at different 
temperatures (varied between 25 and 40 oC in steps of 1 oC). A larger variation is observed around 
965 nm for water molecules than for the longitudinal surface plasmon resonance peak of gold 
nanorods at 700 nm. (b) Ratio between absorption coefficients at 965 nm and 700 nm as a 
function of temperature.  

Fig. 2(a) shows the temperature-dependent absorption spectra of the GNRs – agarose phantom 
calculated based on Eq.(4) from 25 to 40 oC with a step of 1 oC. The peak at ~700 nm arises from 
the longitudinal surface plasmon resonance (LSPR) of the GNRs while the second peak results 
from water absorption. The LSPR peak is very stable and shows almost no variation with 
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temperature, while the absorption of water monotonically increases with increasing temperature. 
The ratio R between the absorption coefficients 965 nm (~water peak) and 700 nm (~Au peak) 
increases linearly with temperature (Fig. 2(b)). The line fitted through R(T) has a slope of 0.005 
and intercept of 0.43. A sensitivity s=0.82%/oC can be determined with respect to ratio at 36oC.  

If all conditions validating Eq.(3) are satisfied, this implies that the temperature of this material 
can be mapped by taking the ratio of the PA signal values at the two wavelengths. The expected 

temperature reconstruction uncertainty for an image reconstruction accuracy of say p=1% is 

then expected to be p/s=1.2 oC. This implies that, among other aspects discussed further in this 
paper, the future clinical implementation of temperature tomography is mainly determined by the 
magnitude of the difference in temperature sensitivity at different experimentally accessible 
wavelengths. 

The magnitudes of the optical absorption coefficients, between 0.1 cm-1 and 0.4 cm-1 are such 
that sufficiently large PA signals can be expected, while the signal to noise ratio (SNR) is not 
hampered by reduction of the intensity of the excitation light reaching central regions, due to 
shadowing by more eccentric regions.   

4. Numerical simulation based analysis of the feasibility of PA thermotomography 

Combining Eq.(3) with the linear temperature dependence of the ratio of the PA signals at 1=700 

nm and 2=965 nm, in ideal circumstances, temperature images could be obtained as  

2 2

1 1

1 ( , , , , ) ( , , , ,36 )
( , , ) 36 1

( , , , , ) ( , , , ,36 )

o
o

o

p x y z T p x y z C
T x y z C

p x y z T p x y z Cs

 

 

 
   

 
                            (5) 

In Eq.(5), the human body temperature 36 oC was chosen ad hoc as reference temperature, and 
s=0.82%/oC, is the temperature coefficient evaluated at 36 oC. In the following, by performing 
numerical simulations, we systematically verify to what extent real life, non-ideal conditions affect 
the validity of Eq.(5), and the accuracy of the resulting temperature map. The investigated 
influential factors are: 

 Image reconstruction errors 

 Non-equal and temperature dependent light fluence between the two PA signals 

The numerical study was performed by considering a 2D gel disk with 20 mm diameter, with the 
optical characteristics of Fig. 2, surrounded by water, and based on a FD approach and time 
reversal (TR) image reconstruction.   

Considering that PA amplitudes generated in vivo are relatively small and typically in the order of 
10 kPa, wave behavior within the soft tissue can be described by three basic linear equations of 
motion, continuity and state, 

0

0

2

1
p

t

t

p c









   




  


 



u

u                                                                         (6) 
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with u [m/s],  [kg/m3], and p [Pa] respectively the photoacoustically induced change of the 

velocity vector, the density and the pressure. 0 is the ambient density, and c is the speed of 

sound accordingly. The speed of sound and density of sample are approximated by the ones of 

water. For the FD emulation, these equations were discretized (index i in the x-direction and j in 

the y-direction) as the following update equation for the discretized velocity and pressure field: 

1, ,

, , , ,

0

, 1 ,

, , , ,

0

, , , 1, , , , , 12

, , 0

1

1

i j i jt t t
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   

                               (7) 

The photoacoustic source was modeled via the starting condition: 

( , , 0)

( , , 0)

ap x y t F

x y t

   


 u 0
 

The size of the calculation domain was 70x70 mm2, with 1061x1061 pixels and the sample disk 

centered in the middle. The boundaries were modeled as perfectly matching layers (PMLs) of 7 

mm thickness. The time step was taken to be t=20 ns, thus respecting the stability condition 

t0.5min[x/c,y/c].  

In the actual experiment, a MSOT small animal imaging system (inVision 256-TF; iThera Medical 

GmbH) was used [44]. Briefly, a tunable optical parametric oscillator (OPO) pumped by a Nd:YAG 

laser provided excitation pulses with a duration of 9 ns at wavelengths comprised between 660 

nm and 1300 nm at a repetition rate of 10 Hz with a wavelength tuning speed of 10 ms and a 

peak pulse energy of 90 mJ at 720 nm. Ten arms of a fiber bundle provided even illumination of 

a ring-shaped light strip of approx. 8 mm width. For ultrasound detection, a ring detector, 

consisting of 256 toroidally focused ultrasound transducers with a center frequency of 5 MHz (60% 

bandwidth, filtered between 500 kHz to 7 MHz), organized in a concave array of 270-degree 

angular coverage and a radius of curvature of 4 cm, were used. The spatial resolution of images 

reconstructed by the inVision 256-TF is 150 microns. The sample was placed in the center of the 

transducer array, immersed in water, and water temperature was varied between, in the setup, 

25 oC and 37 oC in steps of 1 oC. 

In the forward numerical simulations, the laser illumination was assumed to originate from around 
the sample, in concordance with the experiment, and was set to have a uniform angular 
distribution. The local light fluence was modeled according to Lambert-Beer law, by setting the 
initial PA pressure distribution (t=0) to decay exponentially within the sample diameter, as 
depicted in Fig. 3(a).  For the sake of simplicity, optical absorption by the water surrounding the 
sample and light scattering were neglected. In accordance with the real life 256-element imaging 
ring array, throughout the FD-calculation, the pressure signals at the 256 transducer positions, pk

l 
with k=1…N the time index and l=1…256 the transducer index, were recorded for later use in 
reconstruction calculations. As mentioned above, the absorption coefficients used in the FD 
calculations were taken from the temperature-dependent optical absorption measurement at 700 
nm and 965 nm (Fig. 2).  
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A TR algorithm [45, 46] was used to reconstruct images simulated in different scenarios.  In short, 
the 256 signals recorded in the forward FD calculation were time reversed and implemented 
synchronously as time dependent pressure conditions at the respective transducer locations.  
Given the number of time steps used in the forward calculation, N, the TR-FD-calculated pressure 
pattern after N steps was taken as the PA source reconstruction. Each reconstruction (one per 
wavelength and temperature) was done on the basis of one laser shot, within the time between 2 
laser shots (100ms).   

Fig. 3(b) shows the resulting TR-FD reconstructed image, based on the signals of 256 virtual 
transducers, recorded during the forward FD calculation with the PA source strength distribution 
p(x,y,t=0) of Fig. 3(a). The virtual transducers are indicated as white point circles in Fig. 3(a) and 
(b). In view of determining the feasibility of MSOT-based temperature mapping, we have 
performed forward simulations at 16 temperatures (spaced by 1 oC) between 25 oC and 40 oC, 
and at 965 nm and 700 nm wavelength. For each forward calculation, virtual transducer signals 
were recorded and used for a TR-FD reconstruction. Next, the ratio of reconstructed PA source 
strength maps at 965 nm and 700 nm was then taken for each temperature. For each position, 
linear regression was done, yielding the intercept and slope of the best linear fit of R(T) the ratio 
versus temperature function. The fitted slope (Fig. 3(c)) and intercept values (Fig. 3(d)) 
(corresponding to the ratio at 0 oC) are position dependent. The R(T) slope values are distributed 
in the range of 0.0045-0.005, while the R(T) intercepts are spread from 0.43 to 0.55 as compared 
to the fitted slope 0.005 and intercept 0.43 shown in Fig. 2(b). In this case, the temperature 
coefficient is between 0.63-0.82%/oC at 36 oC, as compared to 0.82%/oC, the coefficient obtained 
through the fitted line in Fig. 2(b).     

Looking at Eq.(5), the discrepancies between the TR-extracted temperature sensitivity (slope and 
intercept) values and the original ones are most likely due to a spatially non-uniform temperature 
dependence of the ratio between the light fluence values at the two wavelengths. This can be 
caused by deeper regions in the sample being partially shadowed by shallower regions, with an 
associated position dependent shadowing attenuation that is determined by Lambert-Beer law, 
and by the temperature dependences of the optical absorption coefficient at the two wavelengths.  

Fig. 3(e) shows the reconstructed temperature, spatially averaged over the 20 mm diameter disk 
region. The temperature was obtained by applying the R(T) slope and intercept shown in Fig. 3(c) 
and (d). In spite of the location, temperature and wavelength dependence of the light fluence, the 
correspondence with the true temperature is very good, with maximum standard deviations 
smaller than 0.02 oC. For the considered angle independent geometry, the temperature and 

wavelength dependent shadowing effect can be estimated by the factor exp(-a(T,1)(Rc-r))/exp(-

a(T,2)(Rc-r)), with Rc=10 mm, the cylinder radius and r, the radial coordinate at the considered 
location. Correcting for this factor, the temperature reconstruction error can be pushed further 
down to below 0.002 oC.  However, it should be mentioned that for real life conditions with non-
uniform distributions of endogenous thermochromic entities with strong optical absorption in the 
wavelength range of interest, and for non-uniform distribution of the illumination, this kind of 
correction is not possible due to a lack of symmetry and a priori knowledge about those 
distributions.   

As an alternative to the above approach, temperature maps can also be extracted by using the 
spatial average of the R(T) slope over the 20 mm diameter disk region in Fig. 3(c) and the image 
ratio R(Tref) at a known reference temperature Tref. Using Tref=36 oC, the body temperature, would 
be a logical choice for temperature mapping to monitor hyperthermia treatment, before the start 
of the treatment of a patient. In this way, the intercept error is largely cancelled.   
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Implementing this procedure forces the spatially averaged temperature reconstruction error to 
zero at 36 oC. The error for other temperatures is found to be increasing with around 0.023  oC 
per degree distance from 36 oC (Fig. 3(f)). 

 

   

   

Fig. 3. (a) Illustration of the assumed angle independent and radially exponential decaying 

distribution of PA-source strength at 25 oC and 700 nm (a=0.4295 cm-1) used for forward FD-
calculations. (b) TR-FD-reconstructed source strength distribution extracted from 256 virtual 
transducer signals at the indicated locations (white circles) corresponding to Fig. 3(a).  (c) and (d) 
Maps of the slope and intercept of the temperature dependence of the ratio of the TR-FD-
reconstructed maps at 965 nm and 700 nm.  Without shadowing effect, the slope and intercept 
values are 0.005 and 0.43 respectively. (e) and (f) Evolution of the spatial average of the 
reconstructed temperature map with the set temperature used in the forward calculations, with (e) 
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implementation of local slope and local intercept and (f) mean slope over the sample region and 
a calibration based on a reference measurement at 36 oC.   
 

5. Measurement based analysis of the feasibility of photoacoustic thermotomography 

PA images were acquired at 120 wavelengths between 660 nm and 1255 nm and at 13 
temperatures between 25 oC and 37 oC. For each wavelength, one image was acquired at a rate 
of 10 fps without averaging after the setting temperature was reached. The laser was then 
scanned to the next wavelength. Since the tuning of laser wavelength to any desired one in the 
range can be completed within less than 100 ms and does not affect 10 Hz laser trigger rate, 
multispectral images at 10 fps can be guaranteed. In practice, with promising nanoparticles and 
ratio obtained at 2 wavelengths at 200 ms, temperature reconstruction can be acquired within one 
second. In order to remove possible influences of laser intensity fluctuations, every image was 
normalized by the laser intensity, which was measured synchronously with the ultrasound signal 
acquisition.  

Fig. 4(a) shows a PA source strength map on the Au nanoparticle dispersed PDMS contained 
agarose gel sample obtained by pulse illumination at 670 nm, recording of 256 transducer signals, 
and ViewMSOT v3.8 software (iThera Medical) image reconstruction. The temperature of the 
water surrounding the sample was maintained at 30 oC. The elliptic lines in the image are other 
non-uniformities originate mainly from the absence of transducers along a sector of 90 degrees 
non-uniform illumination and from shadowing for central sample regions by optical attenuation of 
light trespassing more eccentric regions. The dashed red circle highlights roughly the boundaries 
of the sample region and is here defined as region of interest (ROI), over which some of the 
quantities are spatially averaged in the analysis that followed. The SNR in this case is about 4.5.  
This value was determined as the ratio between the average signal in the ROI and the standard 
deviation in circular region with radius from 16.8 mm to 24 mm.  Given a concentration of GNR in 
the sample of 38 pM, this gives a noise equivalent sensitivity of around 9 pM.  

In Fig. 4(b), the normalized spatial average over the ROI of the PA amplitude of the reconstructed 
images obtained between 660 nm and 1000 nm at 30 oC is compared with the respective 
normalized optical absorption coefficients obtained from optical transmission measurements at 
the same temperature. According to Eq.(3), in the absence of shadowing effects, the PA spectrum 
should be isomorphic with the spectrum of the optical absorption coefficient of the sample. This 
is clearly not the case. From the PA signal spectra in the water surrounding the phantom, PDMS 
and phantom sample (Fig. 4(c)), which were determined by analyzing the spatially averaged 
spectrum in the respective regions (268 mm2 annular region for PDMS, 20 mm2 rectangular region 
close to the bottom laser fiber for water, and 452 mm2 ROI region for sample) at 30 oC, it is obvious 
that the dip in the PA spectrum in the sample region between 870 nm to 930 nm coincides with 
the peak in the PA spectrum in the PDMS region, and thus is caused by shadowing due to strong 
absorption by PDMS. Although other temperature dependent shadowing effects, e.g. of inner 
regions by outer regions within the same material, are less obvious, they can have some 
disrupting effects on the extraction of temperature values from PA signal ratios.       
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Fig. 4. (a) Experimentally obtained PA signal image at 670 nm and 30 oC. The dashed circle 
highlights roughly the boundary of the phantom sample which is taken as region of interest (ROI). 
(b) Comparison of the absorption spectrum (blue) and PA spectrum (red) between 660 nm to 
1000 nm. Both spectra were normalized for the sake of easier comparison. The PA spectrum was 
obtained by calculating the mean value inside of the dashed circle, ROI. (c) Comparison between 
PA spectra of the sample, PDMS and water. The dip at 920nm in the PA spectrum in the sample 
is clearly caused by shadowing of the surrounding PDMS container, which has a spectral peak at 
that wavelength. 

The nature of the PA spectrum is quite different from the dual peak (670nm and 965nm) optical 
transmission spectrum that was used as a basis for the straightforward temperature mapping 
based on simulated data. We believe that this can be attributed to the difference in photoacoustic 
energy conversion between the gel and the nanoparticles. In order to assess the reliability of using 
features of the PA spectrum to reconstruct a temperature map with reduced sensitivity to detailed 
image noise, additional preprocessing of the data and a different choice of wavelengths was 
needed.  First each of the PA images ROI was divided into 300 regions of equal surface, obtained 

by cross-sectioning 30 angular sectors (index ) of 12 o angular width and 10 rings (index r) of 1.5 
mm2 surface. For each region, the spatial average of the PA spectrum was determined. In order 
to suppress stochastic fluctuations further and to assess trends of interest we rearranged the 4D 

data matrix P(,r,,T) into a matrix of spectra P(X,), with X(r,,T) an index that is representative 
for the position and temperature at which the spectrum was obtained. We then performed principal 
component analysis (PCA) to extract the mean spectrum and the eigenspectra [47]. We know 
from Fig. 4 that the PA spectrum of the GNR-agarose sample was affected by the absorption of 
water and PDMS, but the shadowing of the phantom sample region by the surrounding water and 
PDMS only has a minor influence on the temperature dependent character analysis by PCA.     

ACCEPTED M
ANUSCRIP

T



For each spectrum, the principal component that accounted for the largest common variability, 
84%, across temperatures and positions, was determined. Fig. 5(a) shows PCA determined mean 
PA spectrum for all regions and temperatures, and illustrates how the determined PA spectrum 

(mean PA spectrum + first eigen PA spectrum) for the sector region with =[0,12o] and r=[0,3.8 
mm], and for 25 oC and 36 oC represents the essential features of the original spectrum while 
removing the noise. The difference in magnitude of the PCA spectra at 25 oC and 36 oC can be 
mainly attributed to the temperature dependence of the Grüneisen parameter. Their less 
pronounced shape difference results from the difference in temperature dependence of the 
absorption at different wavelengths. For every temperature and wavelength, also the spatially 
averaged value for the 300 subregions in the ROI was determined. Fig. 5(b) illustrates that the 
PCA-processed PA spectra are monotonically increasing with increasing temperature for every 

wavelength. The overall increase is about (2.20.5)%/oC (evaluated at 36 oC), which is of the 
order of the temperature coefficient of the Grüneisen parameter of water (2.7% at 36 oC, cfr Eq.(2)). 
Fig. 5(c) shows that the temperature dependence of the PCA-processed PA amplitude for 
wavelengths in the range 670 nm – 870 nm is roughly linear. In view of finding a spectral 
parameter that is linked to the ratio rather than to the average amplitude of the PA signal spectrum, 
we have also determined the temperature dependence of the ratio between the principle 
component of the PA spectra at the two extremes of the reliable part of the spectrum, 670 nm and 
840 nm (many of the PA images above 840 nm were distorted because of too high absorption or 
too much shadowing), as shown in Fig. 5(d). Therefore, unlike the simulation based analysis in 
section 4, which made use of the ratio between images at 965nm and 700nm wavelength, here 
we have made use of the R(T) image ratio between 840 nm and 670 nm.  Fig. 5(e) shows the 
statistics of that ratio at 25 and 36 oC.  The spatial averages, in the ROI, inside the red dashed 
circle as in Fig. 4(a) and excluding the outlier tails of the distributions, are different by about 6.3% 

(per 36-25=11 oC, with an average of R=0.610.01 at 25 oC and R=0.650.01 at 36 oC). This 
validates the possibility to use the ratio to determine absolute temperature. Note that the 
temperature sensitivity of R of 0.52% per degree with respect to the ratio at 36 oC is of the same 
order but not equal to the one that was used in the simulation study (0.77% per degree for 
wavelengths 965nm and 700nm). This is because (i) the simulation made use of different 
wavelengths, and, (ii) in the simulation it was assumed that the PA signal magnitude was 
proportional to the optical absorption coefficient as derived from optical transmission data.  

Figs. 6(a) (c) and 6(b) (d) show respectively the statistical and spatial distribution of the slope and 
intercept of linear fits of the temperature dependence of the ratio, R(T). In the northeast and 
southwest regions, outliers appear due to the image reconstruction artefacts as discussed above. 
In order to discard these regions from the evaluation, from hereon, we limit the analysis to the 75% 
most frequently occurring points of reconstructed data in ROI and consider the remaining 25% as 
outlier zones. The green curves shown in Figs. 6(a) and (b) represent the best fitting Student t-
distribution, which we have chosen because of its suitability to characterize the ratio of random 
quantities, where denominator variations due to outliers may be amplified, leading to longer tails. 
The black lines demarcate the interval of the 75% most frequently occurring values (from hereon 
referred to as the 75% region). The white cross hatched regions in Fig. 6(c) and (d) depict the 
discarded outlier regions. The same procedure was applied to the temperature coefficient, 
determined from the R(T) slope and the image ratio at 36 oC. The used slope was averaged over 
the 75% region as described in Fig. 6(c). Fig. 6(e) compares the statistical variation of the obtained 
temperature coefficients within the 75% region, in which the temperature coefficient is found to 
vary between 0.51%/oC and 0.55%/oC while the coefficient in whole ROI is changing between 
0.51%/oC and 0.66%/oC (for comparison: in the simulation study, the coefficient is between 
0.63%/oC and 0.82%/oC). Fig. 6(f) shows the spatial distribution of the temperature coefficient. 
White hatching is used to depict the discarded 25% outlier regions. In this case, the spatial 
average of the temperature coefficient is around 0.52%/oC, with a standard deviation is 0.01%/oC. 
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The standard deviation on the temperature coefficient in the ROI including the outlier zones is 
0.02%/oC, with a spatial average of 0.53%/oC. While in the simulated case, standard deviation of 
0.05%/oC and average of 0.77%/oC are obtained. Larger average value is extracted because of 
more temperature sensitive wavelength selection at 965 nm in the simulation. 

In order to make the analysis more tangible, we have analyzed temperature reconstructions using 
the local slope and local intercept in Figs. 6(c) and 6(d). Figs. 7(a) and (b) show temperature 
images for the water bath at 25 oC and 37 oC. In the reconstructed region without outliers, the 
reconstructed temperature is deviating between 0.5-1 oC from the bath temperature. Fig. 7(c) and 
(d) compare the spatially averaged reconstructed temperature values with the bath temperature 
and depicts the standard deviation within the determined 75% better reconstructed points. In most 
of the temperature cases, the match is better than 0.5 oC.   

In clinical implementations it would not be feasible to perform a spatially resolved calibration as 
the one used to perform the image reconstructions in Figs.7(a-d). One can imagine that in practice 
a quick calibration to obtain the slope of the ratio versus temperature curve, averaged over the 
best reconstructed part of the region of interest is performed in a limited temperature range that 
is not harmful for the tissue. Alternatively, a calibration over a large temperature range could be 
done on a specimen from a tissue bank, which has similar characteristics as the tissue of interest.  
In order to test this approach, we have determined the average slope of the above data in the 75% 
region. Next, based on a reference image at 36oC and taking the same approach as the one used 
to obtain the simulated result in Fig. 3(f), the ratio between PA signal maps at 670 nm and 840 
nm was converted into a temperature map. Fig. 8(a) shows the obtained temperature map for a 
bath temperature of 26oC.  In the 75% region, the temperature prediction is quite uniform and 
acceptable. The root mean square reconstruction error is about 1.2 oC at 26 oC (Figs. 8(b-c)) and 
tends to 0 oC as the temperature approaches the reference temperature 36 oC.  

For the technique to be suitable for thermotherapy monitoring, an accuracy of 1 oC seems feasible:  
tissue coagulation typically occurs at 50-55 oC [32, 43], and irreversible damage to tissue is 
expected to occur when it is heated to 50 oC for 6-12 minutes or longer [48, 49] Nevertheless, for 
more refined applications, such as detection of locally increased or decreased metabolism due to 
tumor growth or inflammation in organs, 3D temperature tomography with an accuracy of 0.1 oC 
would be needed. Moreover, since the experimental results presented were obtained on an ideal 
sample in terms of uniformity of material composition, optical density and temperature, it is 
important to understand the cause of the imperfections in the above temperature reconstructions. 
In the simulation section we already discussed the effect of wavelength and temperature 
dependent shadowing of incoming light in deep regions as a consequence of temperature and 
wavelength dependent absorption by shallow regions. This effect is difficult to correct for, but it 
can be minimized by choosing a thermochromic material with a low absorption to avoiding 
shadowing effects and with a large difference in temperature coefficient between two wavelengths 
in a wavelength range for which the tissue is as transparent as possible. Also imaging artefacts, 
e.g. caused by a not perfectly symmetric transducer geometry, should be avoided.  A translucent 
ring of scattering material could be placed around the sample in order to provide a more uniform 
distribution of incoming laser light.   

For the sake of completeness, we have also performed “traditional” photoacoustic temperature 
mapping, based on a single wavelength, and thus exploiting the temperature dependence of the 
product of the Grüneisen parameter and the optical absorption coefficient at that wavelength. The 
average slope over the 75% region and a reference image at a temperature of 36 oC were used 
to predict temperature images in the range 25-37 oC. Fig. 9 shows that the average resulting 
reconstruction accuracy at 26 oC is limited to 0.8 oC. Discarding the 25% of outlier regions, with 
which the standard deviation on the reconstructed temperature is about 3.6 oC at 26 oC, the 
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reconstruction uncertainty is about 1.2 oC in the 75% region of the spectrally resolved method 
depicted in Fig. 8. In spite of this, we are convinced that spectrally resolved information can be 
more robust under many real-life circumstances, mainly in cases of non-uniform tissue 
composition and thus variability in Grüneisen parameter properties in the region of interest and 
for hyperthermia therapy going beyond 50 oC. In the latter cases, the temperature dependence of 
the PA amplitudes is affected, while the temperature dependence of the ratio of PA amplitudes at 
different optical wavelengths remains reliable. Moreover, by designing thermochromic entities 
with non-trivial temperature induced spectral changes[50, 51], neural network recognition of the 
full spectrum can be used to give additional robustness to the reconstructed temperature images 
[52-54].  
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Fig. 5. (a) Comparison between the mean PCA spectrum, the PA spectra at 25 and 36 oC, spatially 

averaged over one region (=[0,12 o] and r=[0,3.8 mm]), and their largest principal component. 
(b) PCA-processed spectra in this region at different temperatures. (c) Corresponding amplitude 
variation with temperature at selected wavelengths. (d) PA ratio between 840 and 670 nm 
variation with temperature. (e) Statistical distribution of the PA ratio after PCA at 36 oC and 25 oC.  

  

  

  

Fig. 6. (a), (b), (c), (d) Statistical (a, b) and spatial (c, d) distribution of the R(T) slope (a, c) and 
intercept (b, d) within the gel cylinder. The green curves in (a) and (b) are t-distribution fits to the 
75% most frequent values indicated by the black dashed lines. (e), (f) Statistical (e) and spatial (f) 
distribution of the temperature coefficient, based on the spatially averaged value of the R(T) slope 
and the local image ratio at 36 oC. The slope is spatially averaged over the 75% region. The white 
hatching in (c), (d) and (f) indicates the 25% outlier region. 
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Fig. 7. Pseudo color temperature maps obtained at 25 oC (a) and 37 oC, within the gel cylinder (b). 
Plots of (c) spatially average reconstructed temperature versus set water bath temperature and 
(d) reconstructed temperature deviation distributions.  The figures were obtained from the local 
slope and intercept of R(T), as shown in Figs. 6(c) and 6(d) respectively. The error bars in (c) and 
deviation in (d) are based on the 75% most frequently occurring values, excluding the outlier 
regions that are indicated by white hatching in (a) and (b). 
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Fig. 8. Pseudo color temperature map obtained at 26 oC (a). Plots of (b) spatially averaged 
reconstructed temperatures versus set water bath temperature and (c) reconstructed temperature 
deviation distributions. The curves were obtained from the slope average over its 75% most 
frequent values in the ROI and with a reference temperature of 36 oC. For figures 7(d), 8(c) and 
9(b), a bin size of 0.5 oC was used to calculate the distributions, and the black line at the base of 
the plots indicates a 0 oC deviation. 

  

Fig. 9. Plots of (b) reconstructed average temperatures versus bath temperatures and (c) 
reconstructed temperature error distributions based on the PA signal at 670 nm as in a traditional 
Grüneisen parameter-based thermography approach. The analysis was done in the region of 75% 
most frequently occurring values. 

6. Conclusion 

A novel temperature imaging method was proposed, based on multi-wavelength laser excitation 
and PA amplitude ratio calculation. The possibilities and limitations of the method are assessed, 
both on the basis of a simulation and of experimental data, by using the ratio between the PA 
signal magnitudes at two optical wavelengths.  

Despite limitations introduced by ultrasonic imaging imperfections and temperature and 
wavelength dependent shadowing effects due to the setup, and although the experimentally 
accessible temperature control range was limited to the range 25 oC - 37 oC, the experimental 
results show a promising potential for this MSOT method in the context of pre-clinical applications 
and clinical monitoring during hyperthermia therapy, complementary to conventional Grüneisen-
parameter-based photoacoustic temperature tomography. For the experimental results on a 
phantom sample containing GNRs, PCA was applied for noise reduction and a temperature 
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reconstruction was obtained based on the photoacoustic signal ratio between 840nm and 670nm. 
The temperature reconstruction error at 26 oC was found to be of the order of 1.2 oC and 0.3 oC, 
respectively with and without using of a reference ratio map at 36 oC, which was 0.22 oC and 0.01 

oC in the simulation respectively. These experimental values were determined after excluding the 
25% most deviating values that occur in regions containing image reconstruction artefacts.  

The above results were obtained with a limited amount of time averaging. Relaxing the acquisition 
rate thus gives room for further improvement of the accuracy. Further research is needed to find 
thermomarkers with a highly temperature-sensitive shape of the optical absorption spectrum. By 
making use of response surfaces and neural network recognition, multiple wavelengths can be 
used to increase the robustness of the information on temperature. Thermomarkers should also 
exhibit high optical contrast with other absorbers so that dependence of the temperature 
reconstruction parameters on the optical properties of the tissue can be minimized.   

The main intrinsic limitation of the current approach is that the light fluence in deep regions (further 
from the light source) is influenced by temperature dependent optical absorption in more shallow 
regions (closer to the light source).  This issue can be compared to the problem of shadowing in 
ultrasound echography imaging, where the echoes coming from deeper layers are weakened due 
to reflection of energy at more shallow layers.  One can envisage to correct the reconstruction of 
deeper layers by using the PA magnitude and temperature at the shallow layers that affect the 
fluence, but further research is needed to validate the feasibility.  

One feature of the method that limits its applicability in clinical applications is that it relies on a 
calibration of the temperature dependence of the PA spectrum. The question is whether 
calibration on a particular sample tissue would remain valid for other tissues or similar tissue of 
other patients. 

In order to cope with this, region of interest targeting nanoparticles with high optical absorption 
with respect to the tissue of interest are needed. In that way, the PA amplitude is dominantly 
determined by the known nanoparticles, and less influenced by the particular tissue.  If moreover 
the nanoparticles have a strong and linear temperature sensitivity, then a calibration of their 
temperature dependence in a limited temperature range (e.g. within a harmless temperature 
increase of 1 degree) can be extrapolated to higher temperatures.  The uncertainty on the 
extrapolation can be used to set a sufficient safety margin on the monitored temperature in case 
of hyperthermia treatment monitoring.  

For 3D photoacoustic temperature tomography, encapsulation of the thermomarkers will also be 
needed, so that their optical absorption remains insensitive to their biochemical environment. We 
note that also without encapsulation and with the tissue itself as optical absorber, multispectral 
photoacoustic imaging can still be used for early detection of tissue damage, via the 
accompanying changes in features of the optical absorption spectrum. 

Conflict of interest 

The authors declare that there are no conflicts of interest. 

ACKNOWLEDGMENTS 

The authors are grateful to KU Leuven Research Council for financial support 
(C14/16/063 OPTIPROBE).  L.M. acknowledges the support from the China scholarship Council 
(CSC) for his scholarship (Grant No.201503170257). Special thanks goes to Dr. Thomas Sardella, 
Dr. Peter Burgholzer, Dr. Thomas Berer, Prof. Günther Paltauf, Prof. Mladen Franko, Prof. Jan 
D’hooge, Prof. Uwe Himmelreich, Prof. Eduardo Sanmartin and Prof. Mikhail Proskurnin for 

ACCEPTED M
ANUSCRIP

T



contributing to the OPTIPROBE project in different stages. The authors appreciate fruitful 
discussions with Dr. Alexander Oraevsky and Dr. Thomas Sardella.   

  

ACCEPTED M
ANUSCRIP

T



 

References 

[1] B. Hildebrandt, P. Wust, O. Ahlers, A. Dieing, G. Sreenivasa, T. Kerner, R. Felix, H. Riess, The cellular and 
molecular basis of hyperthermia, Crit Rev Oncol Hemat 43(1) (2002) 33-56. 
[2] H.G. Zhang, K. Mehta, P. Cohen, C. Guha, Hyperthermia on immune regulation: A temperature's story, 
Cancer Lett 271(2) (2008) 191-204. 
[3] D. Jaque, L.M. Maestro, B. del Rosal, P. Haro-Gonzalez, A. Benayas, J.L. Plaza, E.M. Rodriguez, J.G. Sole, 
Nanoparticles for photothermal therapies, Nanoscale 6(16) (2014) 9494-9530. 
[4] F. Manns, P.J. Milne, X. Gonzalez-Cirre, D.B. Denham, J.M. Parel, D.S. Robinson, In situ temperature 
measurements with thermocouple probes during laser interstitial thermotherapy (LITT): Quantification 
and correction of a measurement artifact, Laser Surg Med 23(2) (1998) 94-103. 
[5] A.C.R.E. Corte, A.J. Hernandez, Application of Medical Infrared Thermography to Sports Medicine, Rev 
Bras Med Esporte 22(4) (2016) 315-319. 
[6] E.S. Ebbini, C. Simon, D.L. Liu, Real-Time Ultrasound Thermography and Thermometry, Ieee Signal Proc 
Mag 35(2) (2018) 166-174. 
[7] K. Fuzesi, N. Ilyina, E. Verboven, K. Van Den Abeele, M. Gyongy, J. D'hooge, Temperature dependence 
of speed of sound and attenuation of porcine left ventricular myocardium, Ultrasonics 82 (2018) 246-251. 
[8] L. Winter, E. Oberacker, K. Paul, Y.Y. Ji, C. Oezerdem, P. Ghadjar, A. Thieme, V. Budach, P. Wust, T. 
Niendorf, Magnetic resonance thermometry: Methodology, pitfalls and practical solutions, Int J Hyperther 
32(1) (2016) 63-75. 
[9] P. Beard, Biomedical photoacoustic imaging, Interface Focus 1(4) (2011) 602-631. 
[10] P.K. Upputuri, M. Pramanik, Recent advances toward preclinical and clinical translation of 
photoacoustic tomography: a review, J Biomed Opt 22(4) (2017). 
[11] G. Paltauf, J.A. Viator, S.A. Prahl, S.L. Jacques, Iterative reconstruction algorithm for optoacoustic 
imaging, J Acoust Soc Am 112(4) (2002) 1536-1544. 
[12] A.A. Oraevsky, A.A. Karabutov, S.V. Solomatin, E.V. Savateeva, V.G. Andreev, Z. Gatalica, H. Singh, R.D. 
Fleming, Laser optoacoustic imaging of breast cancer in vivo, Proc Spie 4256 (2001) 6-15. 
[13] P. Burgholzer, T. Berer, U. Gruber, G. Mayr, Super-resolution thermographic imaging using blind 
structured illumination, Appl. Phys. Lett. 111(3) (2017). 
[14] G.A. Pang, E. Bay, X.L. Dean-Ben, D. Razansky, Three-dimensional optoacoustic monitoring of lesion 
formation in real time during radiofrequency catheter ablation, J Cardiovasc Electrophysiol 26(3) (2015) 
339-45. 
[15] T.F. Fehm, X.L. Dean-Ben, P. Schaur, R. Sroka, D. Razansky, Volumetric optoacoustic imaging feedback 
during endovenous laser therapy - an ex vivo investigation, J Biophotonics 9(9) (2016) 934-941. 
[16] X.H. Jian, Y.Y. Cui, Y.J. Xiang, Z.L. Han, Adaptive optics multispectral photoacoustic imaging, Acta Phys 
Sin-Ch Ed 61(21) (2012). 
[17] X.H. Jian, Y.Y. Cui, Y.J. Xiang, Z.L. Han, T.M. Gu, T.J. Lv, Adaptive optics photoacoustic spectroscopic 
imaging, Opt Commun 286 (2013) 383-386. 
[18] X.Q. Li, C.D. Heldermon, L. Yao, L. Xi, H.B. Jiang, High resolution functional photoacoustic tomography 
of breast cancer, Med Phys 42(9) (2015) 5321-5328. 
[19] A. Hariri, E. Tavakoli, S. Adabi, J. Gelovani, M.R.N. Avanaki, Functional photoacoustic tomography for 
neonatal brain imaging: developments and challenges, Proc Spie 10064 (2017). 
[20] W. Song, Q. Wei, W.Z. Liu, T. Liu, J. Yi, N. Sheibani, A.A. Fawzi, R.A. Linsenmeier, S.L. Jiao, H.F. Zhang, 
A combined method to quantify the retinal metabolic rate of oxygen using photoacoustic ophthalmoscopy 
and optical coherence tomography, Sci Rep-Uk 4 (2014). 
[21] E.I. Galanzha, V.P. Zharov, Photoacoustic flow cytometry, Methods 57(3) (2012) 280-296. 

ACCEPTED M
ANUSCRIP

T



[22] M. Seeger, A. Karlas, D. Soliman, J. Pelisek, V. Ntziachristos, Multimodal optoacoustic and 
multiphoton microscopy of human carotid atheroma, Photoacoustics 4(3) (2016) 102-111. 
[23] G. Langer, B. Buchegger, J. Jacak, T.A. Klar, T. Berer, Frequency domain photoacoustic and 
fluorescence microscopy, Biomed Opt Express 7(7) (2016) 2692-2702. 
[24] C. Martel, J.J. Yao, C.H. Huang, J. Zou, G.J. Randolph, L.V. Wang, Photoacoustic lymphatic imaging with 
high spatial-temporal resolution, J Biomed Opt 19(11) (2014). 
[25] Y. He, L.D. Wang, J.H. Shi, J.J. Yao, L. Li, R.Y. Zhang, C.H. Huang, J. Zou, L.H.V. Wang, In vivo label-free 
photoacoustic flow cytography and on-the-spot laser killing of single circulating melanoma cells, Sci Rep-
Uk 6 (2016). 
[26] C. Kim, E.C. Cho, J.Y. Chen, K.H. Song, L. Au, C. Favazza, Q.A. Zhang, C.M. Cobley, F. Gao, Y.N. Xia, L.H.V. 
Wang, In Vivo Molecular Photoacoustic Tomography of Melanomas Targeted by Bioconjugated Gold 
Nanocages, Acs Nano 4(8) (2010) 4559-4564. 
[27] A. De La Zerda, C. Zavaleta, S. Keren, S. Vaithilingam, S. Bodapati, Z. Liu, J. Levi, B.R. Smith, T.J. Ma, O. 
Oralkan, Z. Cheng, X.Y. Chen, H.J. Dai, B.T. Khuri-Yakub, S.S. Gambhir, Carbon nanotubes as photoacoustic 
molecular imaging agents in living mice, Nat Nanotechnol 3(9) (2008) 557-562. 
[28] L.M. Nie, X.Y. Chen, Structural and functional photoacoustic molecular tomography aided by 
emerging contrast agents, Chem Soc Rev 43(20) (2014) 7132-7170. 
[29] S. Mallidi, T. Larson, J. Tam, P.P. Joshi, A. Karpiouk, K. Sokolov, S. Emelianov, Multiwavelength 
Photoacoustic Imaging and Plasmon Resonance Coupling of Gold Nanoparticles for Selective Detection of 
Cancer, Nano Lett 9(8) (2009) 2825-2831. 
[30] Y.D. Jin, C.X. Jia, S.W. Huang, M. O'Donnell, X.H. Gao, Multifunctional nanoparticles as coupled 
contrast agents, Nat Commun 1 (2010). 
[31] S.T. Lin, A. Shah, J. Hernandez-Gil, A. Stanziola, B.I. Harriss, T.O. Matsunaga, N. Long, J. Bamber, M.X. 
Tang, Optically and acoustically triggerable sub-micron phase-change contrast agents for enhanced 
photoacoustic and ultrasound imaging, Photoacoustics 6 (2017) 26-36. 
[32] I.V. Larina, K.V. Larin, R.O. Esenaliev, Real-time optoacoustic monitoring of temperature in tissues, J. 
Phys. D-Appl. Phys. 38(15) (2005) 2633-2639. 
[33] S. Sethuraman, S.R. Aglyamov, R.W. Smalling, S.Y. Emelianov, Remote temperature estimation in 
intravascular photoacoustic imaging, Ultrasound Med Biol 34(2) (2008) 299-308. 
[34] S.M. Nikitin, T.D. Khokhlova, I.M. Pelivanov, Temperature dependence of the optoacoustic 
transformation efficiency in ex vivo tissues for application in monitoring thermal therapies, J. Biomed. Opt. 
17(6) (2012). 
[35] Y.S. Chen, W. Frey, C. Walker, S. Aglyamov, S. Emelianov, Sensitivity enhanced nanothermal sensors 
for photoacoustic temperature mapping, J Biophotonics 6(6-7) (2013) 534-542. 
[36] E.V. Petrova, A.A. Oraevsky, S.A. Ermilov, Red blood cell as a universal optoacoustic sensor for non-
invasive temperature monitoring, Appl. Phys. Lett. 105(9) (2014). 
[37] C.H. Li, L.H.V. Wang, Photoacoustic tomography and sensing in biomedicine, Phys. Med. Biol. 54(19) 
(2009) R59-R97. 
[38] J. Shah, S. Park, S. Aglyamov, T. Larson, L. Ma, K. Sokolov, K. Johnston, T. Milner, S.Y. Emelianov, 
Photoacoustic imaging and temperature measurement for photothermal cancer therapy, J. Biomed. Opt. 
13(3) (2008). 
[39] G. Schule, G. Huttmann, C. Framme, O. Roider, R. Brinkmann, Noninvasive optoacoustic temperature 
determination at the fundus of the eye during laser irradiation, J. Biomed. Opt. 9(1) (2004) 173-179. 
[40] H.X. Ke, S. Tai, L.H.V. Wang, Photoacoustic thermography of tissue, J Biomed Opt 19(2) (2014). 
[41] X.H. Feng, F. Gao, Y.J. Zheng, Photoacoustic-Based-Close-Loop Temperature Control for Nanoparticle 
Hyperthermia, Ieee T Bio-Med Eng 62(7) (2015) 1728-1737. 
[42] X.H. Feng, F. Gao, C.Y. Xu, G.M. Li, Y.J. Zheng, Self temperature regulation of photothermal therapy 
by laser-shared photoacoustic feedback, Opt Lett 40(19) (2015) 4492-4495. 

ACCEPTED M
ANUSCRIP

T



[43] F.J.O. Landa, X.L. Dean-Ben, R. Sroka, D. Razansky, Volumetric Optoacoustic Temperature Mapping in 
Photothermal Therapy, Scientific Reports 7 (2017). 
[44] S. Morscher, W.H.P. Driessen, J. Claussen, N.C. Burton, Semi-quantitative Multispectral Optoacoustic 
Tomography (MSOT) for volumetric PK imaging of gastric emptying, Photoacoustics 2(3) (2014) 103-110. 
[45] Y. Hristova, P. Kuchment, L. Nguyen, Reconstruction and time reversal in thermoacoustic tomography 
in acoustically homogeneous and inhomogeneous media, Inverse Probl. 24(5) (2008). 
[46] B.T. Cox, B.E. Treeby, Artifact Trapping During Time Reversal Photoacoustic Imaging for Acoustically 
Heterogeneous Media, IEEE Trans. Med. Imaging 29(2) (2010) 387-396. 
[47] S. Tzoumas, A. Nunes, I. Olefir, S. Stangl, P. Symvoulidis, S. Glasl, C. Bayer, G. Multhoff, V. Ntziachristos, 
Eigenspectra optoacoustic tomography achieves quantitative blood oxygenation imaging deep in tissues, 
Nat Commun 7 (2016). 
[48] J. Heisterkamp, R. van Hillegersberg, J.N.M. Ijzermans, Critical temperature and heating time for 
coagulation damage: Implications for interstitial laser coagulation (ILC) of tumors, Lasers Surg. Med. 25(3) 
(1999) 257-262. 
[49] S.N. Goldberg, G.S. Gazelle, E.F. Halpern, W.J. Rittman, P.R. Mueller, D.I. Rosenthal, Radiofrequency 
tissue ablation: Importance of local temperature along the electrode tip exposure in determining lesion 
shape and size, Acad Radiol 3(3) (1996) 212-218. 
[50] A. Seeboth, D. Lotzsch, R. Ruhmann, O. Muehling, Thermochromic Polymers-Function by Design, 
Chem Rev 114(5) (2014) 3037-3068. 
[51] W.N. Harrington, M.R. Haji, E.I. Galanzha, D.A. Nedosekin, Z.A. Nima, F. Watanabe, A. Ghosh, A.S. 
Biris, V.P. Zharov, Photoswitchable non-fluorescent thermochromic dye-nanoparticle hybrid probes, Sci 
Rep-Uk 6 (2016). 
[52] L.W. Liu, S. Creten, Y. Firdaus, J.J.A.F. Cuautle, M. Kouyate, M. Van der Auweraer, C. Glorieux, 
Fluorescence spectra shape based dynamic thermometry, Appl. Phys. Lett. 104(3) (2014). 
[53] L.W. Liu, K. Zhong, T. Munro, S. Alvarado, R. Cote, S. Creten, E. Fron, H. Ban, M. Van der Auweraer, 
N.B. Roozen, O. Matsuda, C. Glorieux, Wideband fluorescence-based thermometry by neural network 
recognition: Photothermal application with 10 ns time resolution, Journal of Applied Physics 118(18) 
(2015). 
[54] T. Munro, L.W. Liu, C. Glorieux, H. Ban, CdSe/ZnS quantum dot fluorescence spectra shape-based 
thermometry via neural network reconstruction, Journal of Applied Physics 119(21) (2016). 

 

 

  

ACCEPTED M
ANUSCRIP

T



Author Biography 

 

Lei Meng is currently a Ph.D. student from Soft Matter and Biophysics in KU Leuven. He is now 

working on the development of novel methods for photoacoustic thermotomography. His 

research interests include photoacoustic imaging, acoustic metamaterials, and non-destructive 

testing. 

 

Lei Meng 

 

Olivier Deschaume obtained his MSc in Physical and Materials Chemistry from the Université 
de Bourgogne, Dijon, France in 2002. He then moved to the group of Prof. Carole C. Perry at 
NTU, Nottingham, UK to work in the field of Bio-inspired Materials Chemistry, first as a PhD 
student and then as a postdoctoral researcher. In 2009, he worked on topics closer to biosensing, 
surfaces and related characterisation techniques in the groups of Prof. Alain M. Jonas (UCL, 
2009-2011) and Carmen Bartic (KUL, 2011 onwards), both located in Belgium. He is now 
instrument specialist in the Soft Matter Physics and Biophysics unit of KU Leuven, with research 
interests spanning the fields of biophysics, biosensors, surface science, scanning probe 
microscopies and bioinspired/bio-assisted materials synthesis. 

 

Olivier Deschaume 

 

Lionel Larbanoix obtained his PhD degree in Biomedical Sciences in 2010 from the University 
of Mons-Hainaut, Belgium. He worked for two years in the DIAPath (Digital Image Analysis in 
Pathology) unit within the Center for Microscopy and Molecular Imaging (CMMI). His activity was 
focused on the development of immunohistochemistry protocols and on the identification, 
characterization and validation of protein biomarkers. He joined the In Vivo Pole of the CMMI in 

ACCEPTED M
ANUSCRIP

T



2013 in which he manages the Optical Imaging. He performed several bioluminescence and 
fluorescence preclinical imaging studies in collaboration with academic researchers and industrial 
partners. In 2016, he became the lab manager of the Nonionizing Molecular Imaging (NiMI) team 
of the In Vivo Pole of the CMMI. Recently, he implemented and developed the photoacoustic 
imaging. 

 

Lionel Larbanoix 

 

Eduard Fron obtained his PhD in physical chemistry from KU Leuven in 2007. From 2007 to 
2009, he was a postdoc of KU Leuven with focusing on femtosecond laser spectroscopy, 
molecular dynamics, and time resolved transient absorption. Now, he is a research scientist in 
Laboratory for Photochemistry and Spectroscopy, KU Leuven. His research interest includes 
chemistry (incl. biochemistry and phtochemistry), molecular biophysics, electromagnetism, optics, 
and acoustics. 

 

Eduard Fron 

 

Carmen Bartic obtained the PhD in Physics from the KU Leuven in collaboration with imec in 
June 2002 based on her work on organic-based field-effect transducers for bioanalytical 
applications. Between 2002 and 2009 she was leading the Neuroelectronics research team of 
imec. From October 2009, she is full time associate professor in the Soft Matter and Biophysics 
Unit at KU Leuven and is coordinating the Nanobiophysics team. Her research focuses on 
investigation of the properties of nanomaterials and their interactions with biomolecules and cells 
in the context of biosensing applications. She has participated or coordinated several national 

ACCEPTED M
ANUSCRIP

T



and international funded projects and has published more than 100 peer-reviewed research 
articles with 6 granted patents and 5 patent applications pending. 

 

Carmen Bartic 

 

Sophie Laurent obtained her PhD in 1993 from the University of Mons-Hainaut (UMH), 

Belgium, where she was successively appointed assistant, lecturer, associate professor and 

Professor. Her research interests encompass the development (synthesis and physicochemical 

characterization) of contrast agents (paramagnetic lanthanide complexes and 

superparamagnetic iron oxide nanoparticles) for magnetic resonance imaging (MRI). She is co-

author of more than 260 publications in international journals such as Chemical Reviews and 

more than 450 abstracts in international conferences. She collaborates actively with the center 

for Microscopy and Molecular Imaging (CMMI) in Gosselies, Belgium. Since October 2016, she 

is the head of General, Organic and Biomedical Chemistry Unit in the University of Mons and of 

the UMONS part of the CMMI. 

 

Sophie Laurent 

 

Mark van der Auweraer obtained his PhD at KU Leuven in 1981 on photo-induced electron 
transfer processes in the group of Frans De Schryver. As postdoc he stayed with Alexander von 
Humbodt fellowship in the group of prof. Frank Willig at the Fritz Haber Institute of the Max Planck 

ACCEPTED M
ANUSCRIP

T



Gesellschaft where he became familiar with organic electronics. He returned as a research fellow 
of the FWO Vlaanderen to the KU Leuven where he became a full professor in 2006. His research 
interests are in the application of fast spectroscopic techniques to study excitation transfer and 
photo induced electron transfer in organic and hybrid materials relevant for OLEDS and 
photovoltaics. He is author of about 320 papers.  

 

Mark Van der Auweraer 

 

Christ Glorieux obtained his PhD degree in 1994 on the topic “Depth profiling of 

inhomogeneous materials and study of the critical behavior of gadolinium by photoacoustic and 

related techniques,” from KU Leuven. Now he is an Associate Professor at the Laboratory of 

Soft Matter and Biophysics, KU Leuven. His research interests include photothermal 

applications and laser ultrasonics for the fundamental study of the thermophysical properties of 

complex soft and heterogeneous matter, the development of measurement techniques for 

characterization and depth profiling of thin (sub-micron) layered structures, non-destructive 

evaluation, physical acoustics, room acoustics, building acoustics and environmental acoustics. 

In April 2018, 237 articles (co-)authored by him were listed on Web of Science. 

 

Christ Glorieux 

ACCEPTED M
ANUSCRIP

T


