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1. Introduction

Electron-transfer reactions are fundamental processes in many
scientific fields.[1] In particular, they are responsible for the con-
version of light into chemical energy in photosynthetic sys-
tems.[2] They also play a key role in the emerging field of or-
ganic photovoltaics, which aims at producing electricity at low
cost and with a large conversion efficiency to fulfill the need
for renewable sources of energy.[3,4]

An organic solar cell is fabricated by sandwiching an organic
layer between two electrodes of different nature [typically,
indium tin oxide (ITO) and aluminum]. The organic layer is
made of two different materials: a p-electron-donating materi-
al (D) characterized by a low ionization potential and a p-elec-
tron-accepting material (A) characterized by a high electron af-
finity. The conversion of light into an electrical current relies on
four successive steps:[3] 1) The incident photons are absorbed
by the donor and/or acceptor units (D!D* and/or A!A*); in
a simple one-electron picture, an electron is then promoted
from the HOMO (highest occupied molecular orbital) to the
LUMO (lowest unoccupied molecular orbital) of the excited
compound to generate an electron–hole pair ; these Coulombi-
cally bound species are particularly stable, with a binding
energy on the order of a few tenths of an electronvolt,[5]

owing to the low dielectric constants characteristic of organic
materials. 2) The electron–hole pair diffuses to reach the inter-
face between the donor and acceptor domains. 3) At the inter-
face, the electron promoted into the LUMO level of the excited
donor (LD) is transferred to the lower-lying LUMO level of the
acceptor (LA) though a photoinduced electron transfer (PET)
process, with the hole remaining on the donor (Figure 1). The
same final charge-separated state (D+A�) is reached upon pho-
toexcitation of the acceptor by a photoinduced hole (PHT)

transfer from the HOMO level of the acceptor (HA) to the
HOMO level of the donor (HD). In both cases, the dissociation
is thermodynamically favorable if the energy gained during
the transfer compensates the reduction of the binding energy
of the intramolecular electron–hole pair.[6] 4) The generated
charges escape from their mutual Coulomb attraction and mi-
grate in opposite directions towards the electrodes, typically
by hopping from molecule to molecule under the influence of
the built-in potential.

The dynamics of electron-transfer processes strongly impact
the overall performance of organic solar cells. A high conver-
sion efficiency requires the electron–hole pair dissociation to
be faster than any intramolecular radiative or nonradiative
decay channel (with a rate generally around 109 s�1). Moreover,
the geminate charge carriers have to escape their mutual Cou-
lomb attraction before a charge-recombination (CR) process to
the ground state occurs by transferring the electron from the
LUMO of the acceptor to the HOMO of the donor (Figure 1).
Once separated, the charges are still subject to possible recom-
bination mechanisms, which, according to the Langevin re-
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[**] A Quantum-Chemical Insight

We estimate, at a full quantum-chemical level, the various molec-
ular parameters governing the rate of photoinduced charge gen-
eration and charge recombination in model organic structures
containing a donor and an acceptor unit in view of the possible
use of such systems in organic solar cells. The rate of through-
space excitation dissociation, as predicted in the framework of
the Marcus–Levich–Jortner theory, is found to be low in compari-
son to intramolecular decay processes when the donor and ac-

ceptor molecules are lying in a head-to-tail arrangement and
high when the donor and acceptor molecules are superimposed
in a cofacial arrangement. The charge separation rates for side-
by-side donor–acceptor dyads are significantly increased by pro-
moting through-bond interactions in covalently linked donor and
acceptor units. This has motivated a detailed quantitative analy-
sis of the influence of the nature, size, and conformation of the
bridging moiety on the calculated transfer rates.
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combination model,[7] are less likely in the case of mobile
charge carriers. The charge carriers can also yield triplet polar-
on pairs that decay into intramolecular triplet excited states.[8]

These considerations have triggered a large number of experi-
mental studies of charge generation and recombination dy-
namics in well-defined donor–acceptor complexes in solu-
tion.[2,9–14] In such model systems, the donor is generally bound
covalently to the acceptor by means of a bridging (B) unit,
thus implying that the dynamics are governed both by the
nature of the D, B, and A units and by their relative positions
(which are further modulated by the vibrations of the
system[15]). However, it is not straightforward to assess the
actual contribution of the bridge to the dynamics of the vari-
ous processes in such structures.

At the theoretical level, the rate of an electron-transfer reac-
tion can be estimated in the framework of Marcus theory and
is expressed in the semiclassical limit as in Equation (1):[16]

kif ¼
2p
�h

Vifj j2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkBT

p exp � DG� þ lð Þ2=4lkBT½ 
 ð1Þ

where Vif represents the electronic coupling between the initial
and final states, DG8 is the free enthalpy of the reaction, and l

is the total reorganization energy that includes an internal (li)
and an external (ls) contribution. We have recently developed
a theoretical procedure based on semiempirical Hartree–Fock
approaches to evaluate all parameters entering the Marcus ex-
pression and hence the transfer rates without the need of ex-
perimental or fitted parameters.[17] This method offers a unique
tool to investigate quantitatively on the basis of model sys-
tems the relationship between the relative position of the
donor and acceptor units and the corresponding charge gen-
eration and recombination rates as well as the impact of bridg-
ing units. In this context, this approach is applied herein to a
model system involving a pentacene molecule as the donor
(that has been used in some organic solar cells[18,19]) and a pen-
tacene molecule substituted by four cyano groups as the ac-
ceptor (chemical structures in Figures 2a and b). This donor–

acceptor pair yields a driving
force for exciton dissociation (on
the order of 0.7–1 eV depending
on the polarity of the solvent) of
the same order of magnitude as
that typically found for the
supramolecular systems investi-
gated experimentally ;[9, 14] the
actual nature of the donor–ac-
ceptor units and of the sur-
rounding medium has no major
impact on the main conclusions
drawn from this study.

Herein, we first compare the
rate of charge generation and
recombination when the donor
and acceptor units are superim-

posed versus when they lie in the same plane. In the latter
case, the results show that the electron–hole pair dissociation
rate is low compared to the typical decay rate of intramolecu-
lar excitations, on the order of 109 s�1 (the radiative decay rate
in pentacene has been estimated to be around 108 s�1).[20] This
finding implies that the photoinduced charge transfer between
one stack of donor molecules and an adjacent stack of non-
bonded acceptor molecules is a relatively inefficient process.
However, the calculations further illustrate that these rates can
be significantly improved by covalently bridging the donor
and acceptor units. To do so, we have connected here the two
molecules by means of linear saturated and unsaturated hy-
drocarbon chains, and we have assessed the influence of the
size and conformation of these chains. The electronic coupling
associated with charge-transfer processes in bridged systems
has been widely investigated at the theoretical level in cases
where the donor and acceptor units are identical (see, for in-
stance the reviews in refs. [21] and [22]) but much less often in
systems presenting different moieties.[23–30] Moreover, the mo-
lecular parameters appearing in Equation (1) have been rarely

Figure 1. Energy diagram of a donor–acceptor (D--A) complex and representation of a) the photoinduced elec-
tron-transfer process; b) the photoinduced hole-transfer process; c) the charge-recombination process. *, elec-
trons; *, holes; L=LUMO, H=HOMO.

Figure 2. a) Chemical structure of the donor molecule. b) Chemical structure
of the acceptor molecule. c) Structure of the D–B–A system with a planar
bridge (top) and a bridge in a staircase geometry (bottom).
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addressed in parallel to access a full theoretical estimate of the
transfer rates, as it is the case herein.

2. Theoretical Methodology

We have optimized the geometry of the isolated donor and ac-
ceptor units in the relevant states (D, D+ , D*, A, A� , and A*)
with the semiempirical Hartree–Fock Austin Model 1[31] method
coupled to a full configuration interaction scheme (AM1-CI), as
implemented in the AMPAC package.[32] The size of the active
space (typically 10–20 active orbitals) has been chosen in all in-
stances to ensure the convergence of the geometric parame-
ters. The saturated and unsaturated bridges have been intro-
duced in an all-trans configuration without geometry optimiza-
tion. The C�C and C�H bond lengths are fixed at 1.54 and
1.12 K, respectively, for the saturated bridges and at 1.45 K for
single C�C bonds, 1.35 K for double C�C bonds, and 1.10 K for
the C�H bonds in the polyenic bridges, as suggested by AM1
calculations on alkanes and butadiene. Two different structures
have been considered in particular (Figure 2c): 1) a planar ge-
ometry for which the carbon atoms of the bridge are lying in
the same plane as the pentacene molecular backbones; and
2) a staircase geometry for which the carbon atoms of the
bridge are lying in a plane perpendicular to that defined by
the pentacene molecular backbones.

In order to account for possible tunnelling effects across ac-
tivation barriers that are neglected in the semiclassical limit,
the transfer rates have been estimated with the Marcus–
Levich–Jortner formalism that treats the intramolecular vibra-
tional modes at a quantum-mechanical level. When consider-
ing that a single effective mode (with an energy �hw set to
0.2 eV) assists the electron transfer, the corresponding expres-
sion is given by Equation (2):[33]

kif ¼
2p
�h

V2
if

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plskBT

p X
u

e�S Su

u!
exp � DG� þ ls þ u�hwð Þ2

4lskBT

� �

ð2Þ

where S the Huang–Rhys factor, is directly related to the inter-
nal reorganization energy (S=li/�hw), and u refers to the
number of the vibrational level.

The free enthalpy of the reaction DG8 has been estimated as
the difference between the energies of the initial and final
states when neglecting entropy effects. DG8 for the D*A!
D+A� process can be formulated as in Equation (3):

DG� ¼ E Dþð Þ þ E A�ð Þ � E D*ð Þ � E Að Þ þ ECoulomb ð3Þ

with [Eq. (4)]:

ECoulomb ¼ 1
4pe0es

X
Dþ

X
A�

qDþqA�

rDþA�
�
X

D�

X
A

qD�qA

rD�A

 !
ð4Þ

where E(D*), E(D+), E(A), and E(A�) represent the total energies
of the isolated donor in the equilibrium geometries of the
lowest excited state and of the cationic state and the total en-
ergies of the isolated acceptor in the equilibrium geometries

of the ground state and of the anionic state, respectively. The
Coulomb term describes the change in the electrostatic inter-
actions between the two molecules when going from the ini-
tial to the final state; this term is dominated by the contribu-
tion arising from the charge-separated state. qD and qA corre-
spond to the Mulliken atomic charges on the donor and ac-
ceptor units, respectively, in their relevant states, and rDA the
separation between them. The choice of the simple Mulliken
charge partitioning scheme is motivated by the fact that the
amplitude of the Coulomb term in Equation (4) is hardly affect-
ed by the details of the charge distributions over the donor
and acceptor units. The sum runs over all atoms of the two in-
dividual molecules. es is the static dielectric constant of the
medium; we have used the dielectric constant of tetrahydro-
furan (THF; es=7.52), which is generally used as a good sol-
vent for the characterization of supramolecular systems in so-
lution. The total energies and atomic charges have been esti-
mated on the basis of the frozen AM1-CI geometries, with an
explicit account of the medium effects via the COSMO solva-
tion model,[34] as implemented in AMPAC.[32] This approach has
been found to yield driving forces in good quantitative agree-
ment with corresponding experimental values.[35]

The internal reorganization energy li mostly reflects the
changes in the geometry of the donor and acceptor units be-
tween the two states. This parameter can be estimated as li1

corresponding to the difference between the energy of the re-
actants in the geometry characteristic of the products and that
in their equilibrium geometry or as li2 corresponding to the
difference between the energy of the products in the geome-
try characteristic of the reactants and that in their equilibrium
geometry.[17] li1 is equal to li2 when the two potential energy
surfaces describing the reactants and products have the same
curvature; when this is not the case, li is estimated as the
average of li1 and li2.

[16] In the case of an electron–hole pair
dissociation, the two terms can be written as Equations (5) and
(6):

li1 ¼ ED�

geoDþ þ EA
geoA� � ED�

geoD� � EA
geoA ð5Þ

li2 ¼ EDþ

geoD� þ EA�

geoA � EDþ

geoDþ � EA�

geoA� ð6Þ

where EDþ

geoD� represents the energy of the isolated positively
charged donor in the geometry of the neutral molecule in its
first singlet excited state, as calculated at the AM1-CI/COSMO
level. li does not depend on the relative position of the donor
and acceptor units and is assumed to be unaffected by the
presence of the bridge. Internal reorganization energies of
0.040 eV (0.009 eV for D*$D+ and 0.031 eV for A$A�), 0.045
(0.044 eV for D$D+ and 0.001 eV for A*$A�) and 0.075 eV
(0.044 eV for D$D+ and 0.031 eV for A$A�) have been ob-
tained for the PET, PHT, and CR processes, respectively. Small
individual contributions indicate that the geometry of the mol-
ecule is very similar in the initial and final states. The calculated
polaronic relaxation energy for pentacene (lrel ¼ EDþ

geoD � EDþ

geoDþ )
that appears within the CR process compares very well to the
corresponding experimental value extracted from gas-phase
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UPS (ultraviolet photoelectron spectroscopy) spectra (0.044 eV
vs 0.050 eV[36]).

The external part of the reorganization energy ls reflects the
inertial contribution to the response from the solvent mole-
cules upon going from the initial to the final state.[16] It has
been estimated by adapting the classical dielectric continuum
model initially used by Marcus for electron-transfer reactions
between spherical ions in solutions.[16] Our expression takes
into account the atomic charge distribution over the donor
and acceptor units [Eq. (7)]:

ls ¼
1

8pe0

1
RD

þ 1
RA

� 2
X

D

X
A

qDqA

rDA

 !
1
eopt

� 1
es

� �
ð7Þ

where es is the static dielectric constant of the medium and
eopt its optical dielectric constant (eopt=1.98 for THF). qD and qA

are the atomic charges on the donor and acceptor units in the
charge-separated state, respectively, as obtained at the AM1-
CI/COSMO level. RD (3.24 K) and RA (3.68 K) are the effective
radii of the donor and acceptor units estimated as the radius
of the sphere having the same surface as the solvent-accessi-
ble surface of the molecule provided by COSMO.

The electronic coupling Vif reflects the strength of the inter-
action between the two states. When the donor and acceptor
units are the same (i.e. in a self-exchange reaction), Vif is gener-
ally assimilated within a one-electron picture to a transfer inte-
gral related to charge-carrier transfer between two orbitals (i.e.
between the HOMOs of the two units for hole transfer and be-
tween the LUMOs for electron transfer). The transfer integral is
generally estimated within the Koopman approximation as half
the splitting of the HOMO [LUMO] level in the neutral dimer
for hole [electron] transfer between two identical mole-
cules.[26, 37–39] For sake of comparison, the transfer integrals for
hole and electron transfer in the ground state (HT and ET)
have been calculated hereafter for systems containing two
pentacene molecules as D and A units, using the semiempirical
Hartree–Fock INDO (intermediate neglect of differential over-
lap) Hamiltonian.[40] The same approach could be applied to a
system with different D and A units by explicitly taking into ac-
count the energy difference between the HOMO/LUMO levels
of the isolated molecules.[41] However, the evaluation can be
severely hampered by electrostatic and polarization effects
that lead to an offset between the electronic levels in the
dimer prior to the interaction of the two units[42] (such effects
are also operative in asymmetric dimers formed by two identi-
cal molecules) ; this can be corrected by promoting a full reso-
nance between the two electronics levels with the help of an
electric field applied along the charge-transfer direction.[24, 43]

Note that our theoretical procedure relies on two different
semiempirical Hartree–Fock methods due to the fact that AM1
has been specifically parameterized to deal with geometric
structures while INDO has been developed to describe spectro-
scopic properties suitably.

We have used two different approaches exploiting the INDO
method to calculate Vif for the PET, PHT, and CR processes on
the basis of the geometry of the reactants (D*/A for ET, D/A*
for HT, and D+/A� for CR). The first approach is based on the

two-state generalized Mulliken–Hush (GMH) formalism, which
expresses the electronic coupling as given in Equa-
tion (8):[27,30,44–46]

Vif ¼
mifDEifffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dmifð Þ2þ4 mifð Þ2
p ð8Þ

where DEif is the energy difference, Dmif the variation in the
permanent dipole, and mif the transition dipole moment (pro-
jected along the Dmif direction) between the initial and final
states. Since all states of interest have a dominant one-electron
character in our model system (D*A is mostly described by a
HD!LD transition, DA* by a HL!LL transition, and D+A� by a
HD!LA transition), the three parameters have been calculated
by means of INDO calculations coupled to a single configura-
tion scheme (SCI) incorporating, besides the ground-state de-
terminant, the dominant configuration describing the involved
excited states (i.e. D*A and D+A� for the photoinduced elec-
tron transfer, DA* and D+A� for the photoinduced hole trans-
fer, and only D+A� for the charge-recombination process). In-
troducing additional configurations would generate additional
states, which could interact with the states of interest and rule
out the use of a two-state model.[47,48] We stress that INDO has
been found to provide couplings that compare very well to
corresponding ab initio Hartree–Fock values.[49,50]

When the two states involved in the process under consider-
ation have a dominant one-electron character and vary by a
single orbital, as it is the case here, another approach to esti-
mate Vif is to compute directly the transfer integral between
the two orbitals (i.e. between LD and LA for the photoinduced
electron transfer, HD and HA for the photoinduced hole transfer,
and between LA and HD for the charge-recombination process).
The coupling between molecular orbitals f1 and f2 (belonging
to molecules i and j, respectively) can be recast in an atomic
orbital basis set as given in Equation (9):

Vif ¼ �1 hj j�2h i ¼
X
m

X
n

C1mC2n cm hj jcn
� 	

ð9Þ

where C1m and C2n correspond to the LCAO (linear combination
of atomic orbitals) coefficients of the atomic orbitals cm and cn
in the molecular orbitals f1 and f2, respectively. The matrix ele-
ment <cm jh jcn> is implemented in the INDO method as
Equation (10):

cm hj jcn
� 	

¼ 1
2

bA þ bBð Þ�Smn
ð10Þ

where bA and bB are parameters that depend on the nature of
atoms A and B, �Smn is the overlap factor between the atomic
orbitals cm and cn, corrected by empirical factors.[40]

We have applied the two different approaches to the calcu-
lation of the electronic coupling associated with charge gener-
ation (D*A!D+A�) in a dimer, where the D and A molecules
are aligned along their molecular axis, with a distance between
their centers of mass of 17 K. The couplings are found to very
similar (0.78 cm�1 with the direct method and 0.72 cm�1 with
GMH). We have also applied a static electric field (with an am-
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plitude up to 107 Vcm�1) along the charge-transfer direction to
tune the location of the charge-transfer state and assess the
impact on the electronic coupling; this electric field reflects in
a first approximation an increase in the solvent polarity, since
both modifications stabilize charge-transfer states. Applying an
electric field up to 107 Vcm�1 shifts the energy of the charge-
transfer state from 3 eV down to 0.5 eV. Yet, the application of
the electric field hardly changes the amplitude of the transfer
integral obtained by the direct method (reduction by only 2%
over the range of applied electric fields). This small variation
arises from the fact that the orbitals get slightly polarized over
the molecule when the electric field is increased, thus reducing
the electronic density in the overlapping region. In contrast,
the coupling provided by the GMH approach displays strong
and irregular variations. In particular, a sharp peak is observed
around 106 Vcm�1, leading to electronic couplings as high as
300 cm�1 (Figure 3). This peak is observed when the LUMO

level of the donor is in resonance with the LUMO+1 level of
the acceptor. This situation promotes a delocalization of the
LUMO level of the donor over the acceptor and is accompa-
nied by a significant increase in the transition dipole moment
appearing in the expression of the electronic coupling in Equa-
tion (8); this is further evidenced in Figure 3 by the field evolu-
tion of the extent of delocalization of LD over the acceptor (es-
timated as the sum of the squares of the LCAO coefficients of
LD over the atoms of the acceptor unit). In view of the very
weak couplings calculated from the direct method, this deloc-
alization is likely to be left when accounting for the vibrational
dynamics of the molecules and their environment and thus ap-
pears as an artifact of the GMH approach.[51] We are thus led to
the conclusion that the two-state GMH formalism can provide
strongly overestimated couplings when an accidental reso-

nance between electronic levels of the donor and acceptor
units occurs. We have checked that all couplings provided
hereafter are not deeply affected by such delocalization ef-
fects.

3. Results and Discussion

We first consider two model structures where the donor and
acceptor molecules are exactly superimposed or are aligned in
the same plane. We report in Figure 4 the evolution of the cal-

culated electronic coupling for the photoinduced electron-
and hole-transfer processes and for the charge-recombination
process as a function of the intermolecular separation in the
superimposed structures and of the distance separating the
terminal carbon atoms in the aligned structures. Figure 4 also
collects the transfer integrals obtained for holes and electrons
when the D and A units are both a pentacene molecule. In all
cases, the electronic coupling has been calculated from the
direct evaluation of the relevant transfer integral. The results
show for all processes an exponential decrease of the electron-
ic coupling with the distance [Eq. (11)]:

Vif ¼ V0 exp �bVdð Þ ð11Þ

where bV is the decay factor characterizing the distance de-
pendence of the electronic coupling; bV should be as small as
possible to allow for charge-transfer processes at long distan-
ces. This behavior is rationalized by the fact that the strength
of the interaction reflects the degree of overlap between the
p-atomic orbitals, whose wavefunctions decrease exponentially
with increasing distance from the nuclei. Similar couplings are
obtained for the photoinduced electron and hole transfer in
the D–A complex and the ground-state electron and hole
transfer in the D–D complex; this result is rationalized by the
fact that the LCAO pattern of the frontier orbitals of pentacene

Figure 3. Evolution of the delocalization of the LUMO of the donor over the
acceptor (*, %) and of the electronic coupling associated with the photoin-
duced electron transfer as estimated with GMH (~, cm�1) as a function of
the amplitude of the electric field in a dimer where the D and A molecules
are aligned along their molecular axis, with a distance between their centers
of mass of 17 K. The energy-level diagrams schematically depict the relative
energies of the relevant orbitals at different electric fields; L=LUMO.

Figure 4. Distance dependence of the calculated electronic couplings for
photoinduced electron (&, &) and hole (^, ^) transfer, charge recombination
(*, *), and ground-state hole (~, ~) and electron (!, !) transfer processes.
Filled symbols correspond to superimposed structures and open symbols to
aligned structures.
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is weakly perturbed upon cyano substitution. In the following,
we will no longer consider ground-state hole- and electron-
transfer processes in systems with two pentacene molecules.

The electronic coupling for the charge-recombination pro-
cess is lower than the charge separation by up to four orders
of magnitudes in both structures. The amplitude of the CR
electronic coupling is actually related to the degree of elec-
tronic overlap between the HD and LA levels. Since the HD and
LA levels have different parities, there is full compensation be-
tween the bonding versus antibonding interactions in the
overlapping region of the superimposed structure, which
translates into virtually zero coupling (Figure 5). The LCAO pat-

terns of the two molecular orbitals (MOs) also, for similar sym-
metry reasons, lead to a vanishingly small coupling in the
aligned structures. In contrast, the MOs involved in the other
processes have the same symmetry, thus promoting larger
electronic couplings. Such symmetry constraints are often
broken when the relative position of the donor and acceptor
units is modulated.[17] The electronic couplings are systemati-
cally smaller (by about two to three orders of magnitude) in
the aligned structures than in the superimposed structures ;
this effect is intuitively understood by the fact that the mole-
cules are only interacting through their two terminal carbon
atoms. The slightly larger coupling calculated for electron
transfer is once again driven by the shape of the orbitals. As a
matter of fact, Figure 6 illustrates that the interaction between
the LUMO orbitals is fully bonding in the overlapping region,
while there is a mixing of bonding and antibonding interac-
tions for the HOMO levels.

The rates estimated for the various processes when inserting
the calculated Vif, li, ls, and DG8 values into Equation (2) are
plotted in Figure 7 as a function of the intermolecular distance
for both the cofacial and the aligned structure. In all cases, the
transfer rate can be fitted to a single exponential decay when
the distance is varied, as expected from the exponential de-
pendence of the electronic coupling. Table 1 collects the
b decay value associated with the transfer rate for each pro-
cess and twice the bV value associated with the electronic cou-
pling [in view of the square dependence in Eq. (2)] . The close
similarity between b and 2bV demonstrates that the distance
dependence of the transfer rate is mostly driven by the elec-

tronic coupling; the difference between b and 2bV originates
from the distance dependence of the Coulomb terms appear-
ing in ls and DG8. The aligned structures provide the closest
match between b and 2bV, since these parameters do not fluc-
tuate very much in the range of separation between the cen-
ters of mass that we have considered. In contrast, the evolu-
tion is much more pronounced at the shorter distances found
in the superimposed structures.

For both structures, the largest transfer rates are calculated
for the PHT and PET processes; the rates for ground-state hole
and electron transfer are smaller, since in those cases we have
not accounted for a possible driving force induced by the ap-
plication of a static electric field (DG8=0) that would shift the
rate towards the maximum of the Marcus parabola. The small-
est transfer rate is obtained for the recombination process,

Figure 5. Shape of the HD and LA levels showing the full compensation of
bonding versus antibonding interactions in the superimposed structure. The
size and color of the spheres are representative of the amplitude and sign
of the LCAO coefficients, respectively.

Figure 6. Shape of the frontier electronic levels of the D and A units show-
ing that the interaction between the LUMO levels (bottom) is fully bonding
in the overlapping region, while the interaction between the HOMO levels
(top) displays a mixing of bonding and antibonding interactions. The size
and color of the spheres are representative of the amplitude and sign of the
LCAO coefficients.

Figure 7. Distance dependence of the calculated transfer rates for photoin-
duced electron (&, &) and hole (^, ^) transfer, charge recombination (*, *),
and ground-state hole (~, ~) and electron (!, !) transfer processes. Filled
symbols correspond to superimposed structures and open symbols to
aligned structures.
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which is driven mostly by the small associated electronic cou-
pling. Strikingly, the aligned structures yield, whatever the pro-
cess, a rate much lower than the typical radiative decay rate of
an excitation on a conjugated molecule,[20] except for in the
case of small molecular separations. This finding indicates that
electron–hole pair dissociation cannot compete with intramo-
lecular processes in solar cells for supramolecular architectures
in which the donor and acceptor units are in the same molecu-
lar plane. This is the case for adjacent stacks of donor and ac-
ceptor units, which are attractive because they promote good
charge-transport properties along one-dimensional columns,
especially when the separation between molecules is large
owing to the presence of substituents. In contrast, the rates
are sufficiently high to allow for efficient charge generation in
the cofacial structures, although the absolute values are ex-
pected to be modulated by slight fluctuations in the geometric
arrangement.[17]

The previous results have motivated us to introduce a
bridge between the donor and the acceptor in the aligned
structures to allow for through-bond electron transfer in addi-
tion to the through-space contribution considered so far. Im-
provements in the electronic coupling between a donor and
acceptor unit upon introduction of a saturated bridge have
been documented in several experimental[12,15,33, 49,52,53] and
theoretical[24–31] studies. Our work builds on this knowledge
and adds a new contribution by introducing a theoretical ap-
proach that provides quantitative estimates of the transfer
rates; this method allows us in turn to assess, in model and
actual structures, the influence of several parameters (such as
the bridge size and conformation) that cannot be easily ac-
cessed at the experimental level.

Figure 8 shows the evolution of the PET, PHT, and CR elec-
tronic couplings (Figure 8a) and rates (Figure 8b) obtained
with the GMH approach as a function of the number of carbon
atoms in a saturated bridge for both the planar and staircase
geometries; note that only the GMH approach is applicable
when the donor and acceptor units are covalently bound. The
electronic couplings for the unbridged systems with the donor
and acceptor units lying in exactly the same position are at
least three orders of magnitude lower. The exponential decay
of the electronic coupling (and thus of the rate) with distance
is maintained upon introduction of the bridge; however, the

electronic couplings are significantly enhanced and the
b decay values (almost equal to 2bV in the aligned structures)
strongly reduced. Table 2 collects the b and 2bV values (as well
as the corresponding values expressed per number of carbon
atoms in the bridge) for the three processes for the two differ-
ent geometries of the bridge. The large electronic couplings
and smaller b values (around 1.2–1.4 K�1) calculated for elec-
tron–hole pair dissociation in the staircase geometry allow for
fast charge generation in systems where the donor and ac-
ceptor units are separated by a large distance; this effect
might prove very attractive for solar cells, since the generated
charges are less weakly bound by Coulomb interactions and
could thus easily separate before recombining, to yield free
carriers. Note, however, that the rates for charge generation
and charge recombination are comparable in the presence of
the saturated bridge, which thus lifts the symmetry constraints
associated with through-space transfer. Such symmetry con-
straints are expected to be recovered if the two pentacene de-
rivatives are connected by a double-strand bridge made of

Table 1. Decay factors associated with the transfer rate (b) and the elec-
tronic coupling (bV) for the various processes in cofacial and aligned
structures.

Structure Process b [K�1] 2bV [K�1]

Cofacial ET 4.20 4.91
HT 4.53 4.86
CR 4.51 4.84
hole transport 5.41 4.87
electron transport 5.52 4.91

Aligned PET 5.18 5.15
PHT 5.53 5.44
CR 5.02 5.05
HT 5.57 5.44
ET 5.27 5.15

Figure 8. Evolution of a) the electronic coupling and b) the transfer rate for
the photoinduced electron (&, &) and hole (^, ^) transfer and charge-recom-
bination (*, *) processes as a function of the number of carbon atoms in
the saturated bridge in both the staircase and planar geometries. Filled sym-
bols correspond to staircase structures and open symbols to planar struc-
tures.
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two parallel saturated chains like in norbornyl bridges.[54] On
the other hand, the improvement brought by the planar
bridge still appears to be too low for charge generation to
compete efficiently with intramolecular processes (note that
the large variations in the b values among the three processes
are attributed to through-space contributions that are still
active in the planar geometry) ; the rate is further deteriorated
when cutting the bridge to mimic a complex in which the
donor and acceptor units are substituted by saturated chains
that are in contact. The b values calculated for the PET process
with the bridge in the staircase geometry are slightly larger
than those reported experimentally (0.75–0.98 K�1)[21] for
double-strand saturated hydrocarbon bridges displaying a sim-
ilar conformation.

We have further analyzed the influence of the conformation
of the bridge by evaluating the evolution of the PET rate as a
function of the number of carbon atoms in the saturated
bridge when modulating the torsion angle between the plane
defined by the carbon atoms of the bridge and the molecular
planes of the pentacene backbones between 0 and 908,
(Figure 9). The evolution of the bV values extracted from an ex-
ponential fit of these results as a function of the torsion angle
is plotted separately in Figure 10. Note that fitting the curves
with a single exponential decay is an approximation, since the
bV values are likely to be weakly bridge-size dependent,[22] and

since the results might be slightly affected by delocalization ef-
fects in the GMH approach. The bV values do not change sig-
nificantly at large torsion angles (1.31 K�1 and 1.64 K�1 for tor-
sion angles of 90 and 458, respectively) and increase when
going towards small torsion angles. Similarly, the electronic
couplings are large and slightly reduced when departing from
908 but drop significantly when reaching small angles. The am-
plitude of the electronic couplings and bV values can be better
understood on the basis of the McConnell model developed in
a tight-binding formalism.[22,49,55] In this framework, the elec-
tronic coupling can be expressed as in Equation (12):

Vif ¼
VDBVBA

D

n

D


 �m�1 ð12Þ

where m is the number of identical units in the bridge, n the
transfer integral between the repeating units of the bridge, D
the energy gap between the frontier electronic levels of D and
A with respect to the bridge orbitals (an average value should
be considered when D and A are different), and VDB and VBA

the transfer integrals between the orbital of the first repeating
unit of the bridge that assists the transfer and the p-orbital on
the connected atom of D and A, respectively; this implies that
the bridge should be attached to an atom bearing significant
electron density in the relevant molecular orbitals. When
n/D!1, as is the case with saturated bridges, Vif decreases ex-
ponentially as a function of the distance between D and A
with a decay factor given by Equation (13):

bV ¼ ln
D

n

����
���� ð13Þ

The amplitude of VDB and VAB increases as a function of the
sine of the torsion angle, since the largest interaction is pro-
moted at 908 (i.e. in the staircase geometry) when the s orbi-
tals of the C�C bonds of the bridge are almost parallel to the
p orbitals of the pentacene molecules (Figure 1). For instance,
VDB and VAB are reduced by a factor

ffiffiffi
2

p
/2 going from 90 to 458,

thus implying from Equation (12) that the electronic coupling

Table 2. Decay factors (b in K�1 and per carbon atom) for the ET, HT, and
CR processes upon introduction of a saturated bridge in both the planar
and staircase geometries.

Structure Process b [K�1/per carbon] 2bV [K�1/per carbon]

Planar PET 2.16/2.72 2.13/2.68
PHT 1.62/2.04 1.53/1.93
CR 2.52/3.17 2.54/3.21

Staircase PET 0.97/1.22 0.98/1.23
PHT 0.90/1.13 0.95/1.19
CR 0.91/1.15 0.84/1.05

Figure 9. Evolution of the electronic coupling for the PET process as a func-
tion of the number of carbon atoms in the saturated bridge for different tor-
sion angles between the D–B and B–A units.

Figure 10. Evolution of bV (per carbon atom) as a function of the torsion
angle between the donor/acceptor units and the bridging unit for the satu-
rated chain (*) and the polyenic segment (&).
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is in turn reduced by a factor of two, in full agreement with
the theoretical data. The evolution of bV originates from a
change in the nature of the bridge orbitals promoting the
through-bond transfer as a function of the torsion angle. As a
matter of fact, whereas the p orbitals of the pentacene mole-
cules are most strongly coupled to the s orbitals of the C�C
bonds of the bridge at 908, this interaction is fully cancelled at
08, where the electronic overlap vanishes for symmetry rea-
sons; it is actually the s orbitals associated with the C�H
bonds that assist the transfer in the planar geometry. Since the
transfer integral n between s orbitals associated with C�C
bonds is larger than that associated with C�H bonds (D is not
expected to vary significantly among the s orbitals), the
bV value is smaller in the former case according to Equa-
tion (13), in full agreement with our theoretical results. The
two sets of s orbitals (i.e. those associated with the C�C or the
C�H bonds) are active for intermediate torsion angles, and the
coupling with the C�C bonds dominates until small angles are
reached. When a DBA system has an equilibrium structure that
does not allow for efficient PET or PHT processes, the vibration-
al dynamics can thus prove useful by promoting faster rates
via the modulation of the torsion angles, which has been refer-
red to as conformational gating.[15] To date, this issue has not
often been addressed, and it clearly deserves particular atten-
tion in future experimental and theoretical studies.

We have reported in Figure 11 the electronic couplings as a
function of the torsion angle when replacing the saturated
bridge by a polyenic segment; the corresponding bV values are
reported in Figure 10 (we have not incorporated the value ob-
tained for 758, since large fluctuations are observed in the elec-
tronic couplings; such fluctuations are wiped out at small
angles since the couplings become much stronger). The com-
parison of the bV values calculated for polyenic bridges to cor-
responding experimental b values (with b�2bV) is not
straightforward, since the latter are strongly system-depen-
dent. However, our theoretical results (2bV=0.30–0.38 K�1 be-
tween 0 and 608) lie in the range of the experimental values
reported for conjugated bridges (b=0.04–0.4 K�1).[21] At small

angles, the polyenic bridge generates electronic couplings
(and hence transfer rates) larger than the highest values ob-
tained with the saturated chain at 908 (523.2 cm�1 for four
carbon atoms in the polyenic segment at 08 compared to
39.4 cm�1 for four carbon atoms in the saturated chains at
908). This is rationalized by the fact that the p orbitals of the
bridge are coupled significantly to the p orbitals of the donor
and acceptor units at small angles and by the significant re-
duction in the energy gap D between the relevant orbitals
[see Eq. (12)] ; this effect is also accompanied by a significant
reduction of the bV value (down to 0.18 per carbon atom), in
full consistency with Equation (13). In the case of the polyenic
segment, the bV value increases going from 0 to 908, in con-
trast to the evolution prevailing for the saturated chain. This
trend is again explained by a change in the nature of the
bridge orbitals assisting the transfer, that is, from p orbitals to
s C�C orbitals, when going from 0 to 908. This analysis is fur-
ther supported by the fact that the bV values obtained for the
saturated versus polyenic bridges converge towards the same
value around 908.

4. Conclusions

We have estimated at a quantitative level the rates of photoin-
duced charge generation and charge recombination in model
organic donor–acceptor structures, in view of the possible use
of such systems in organic solar cells This task has been ac-
complished by first computing the key molecular parameters
at a quantum-chemical level and then inserting them into a
rate expression derived from Marcus theory. The rate of photo-
induced charge generation is quite low when the donor and
acceptor units are lying in the same molecular plane. Thus,
charge generation cannot efficiently compete with the intra-
molecular decay channels of the generated excitations. The
charge generation and recombination rates are significantly in-
creased by covalently connecting the donor and acceptor
units though a bridging unit. When saturated hydrocarbon
chains are introduced, the rate is maximized for a given chain
length when the s C�C orbitals of the bridge are lying parallel
to the p orbitals of the donor and acceptor moieties. In con-
trast, charge transfer is optimized with polyenic spacers when
the overlap between the p orbitals of the bridge and those of
the donor and acceptor units is maximized. In both cases, the
rate typically decreases exponentially with the size of the
bridge, with a decay factor b reduced to 0.18 per carbon atom
with the polyenic bridging units. The present results are of
general applicability and demonstrate the interest of inserting
bridging units in the donor–acceptor blends used in organic
solar cells in order to allow for 1) charge transfer between ad-
jacent stacks of donor and acceptor units; and 2) long-range
charge-transfer processes that limit the Coulomb attraction be-
tween the generated charges in the final state and hence favor
the generation of free charge carriers.

Figure 11. Evolution of the electronic coupling for the PET process as a func-
tion of the number of carbon atoms in the polyenic bridge for different tor-
sion angles between the D–B and B–A units.
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