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• Decomposition of non-negative
matrices by Non-negative Matrix
Factorization (NMF).

• Regularized by log-determinant
which promote “minimum volume”.

• Goal : develop fast and flexible
algorithm for the log-determinant
constrained non-negative matrix
factorization.

Overview

• Determinant ≈ “volume”.

• Log-det : log prevents 𝜆𝑀𝑎𝑥
dominating the volume expression.

• Log-det regularized NMF :

𝐹 𝑊,𝐻 = 𝑓(𝑊,𝐻) + 𝛽𝑔(𝑊)

𝑔 𝑊 = logdet(𝑾𝑻𝑾+ 𝛿𝐈)

• 𝛽 ≥ 0 balances the error fitting
term and regularization term.

• 𝛿 ≥ 0 lower bounds the log function.

Problems of the log-det constraint :

• logdet(𝑾𝑻𝑾+ 𝛿𝐈) is not convex 
nor concave in 𝑾.

• Proximal operator for 
logdet(𝑾𝑻𝑾+ 𝛿𝐈) cannot be 
easily computed.

Log-det constrained NMF

• Brain Computer Interface
The NMF method can be applied on
the spectrum data in BCI for feature
extraction.

• Human facial data applications. E.g.
compression and recognition.

• Non-negative Tensor Factorization

Applications and extensions

Introduction to Non-negative 
Matrix Factorization (NMF)

• NMF problem : given data matrix

𝐗 ∈ ℝ+
𝑝×𝑛

, find two smaller matrices

𝐖 ∈ ℝ+
𝑝×𝑟

, 𝐇 ∈ ℝ+
𝑟×𝑛 such that 𝐗 ≈

𝐖𝐇, with 𝑟 ≪ min{𝑚, 𝑛}.

𝑿 𝑾 𝑯

• The optimization problem

min𝑊,𝐻𝑓 𝑊,𝐻 = 𝑿 −𝑾𝑯 𝜙
2

where 𝜙 ∈ {𝐹, 1 ≤ 𝑝 ≤ 2}.

• Why NMF : Interpretation and part-
based representation of data. The
basis matrix 𝑾obtained can be used
for data characterization.

• Solution of NMF is non-unique →
need further constraints on 𝑾
and/or 𝑯.

• Separability condition : one way to
turn NMF from NP-hard to tractable
problem. It assumes all data points
are spanned by a set of generators
within the dataset.

• Algebraically 𝐖 = 𝑿:A ∈ ℝ+
𝑝× A

,
where 𝐴 is a column index set with
𝐴 = 𝑟.

• As 𝑄𝑤 = ℎ𝑖 2
2 + 𝛽 𝐼𝑚 is always

non-singular, the quadratic sub-
problems always have unique
solution.

• The expression 𝑾𝑯 does allow
either 𝐖 or 𝑯 to grow very large.
Normalization is needed.

• An simulation example shows the
algorithm converges.

Simulation

• Key point : a logdet-trace inequality
logdet A ≤ Tr(𝐴 − 𝐼)

⇒ logdet 𝑾𝑻𝑾+ 𝛿𝐈 ≤ Tr(𝑾𝑻𝑾+ (𝛿 − 1)𝐼)

⇒ 𝐹 𝑊,𝐻 ≤ 𝑓(𝑊,𝐻) + 𝛽Tr(𝑾𝑻𝑾+ (𝛿 − 1)𝐼)

After some algebra, the function 𝐹 (defined
above) on one column 𝑤𝑖 of the matrix 𝑾 is

𝐹 𝑤𝑖 ≤ 𝑤𝑖𝑄𝑤𝑤𝑖 + 𝑝𝑤
𝑇𝑤𝑖 + 𝑐𝑤

where

• 𝑄𝑤 = ℎ𝑖 2
2 + 𝛽 𝐼𝑝

• 𝑝𝑤 = −2ℎ𝑖
𝑇𝑋𝑖

𝑇

• 𝑋𝑖 = 𝑋 − σ𝑗≠𝑖𝑤𝑗ℎ𝑗

• 𝐹 ℎ𝑖 : the function 𝐹 on ℎ𝑖 of the
matrix 𝑯, has a similar expression.

Log-determinant constrained NMF
Coordinate Descent Algorithm

INPUT : 𝐗 ∈ ℝ+
𝑝×𝑛

, desired r

Initialization of 𝑾 and 𝑯

FOR 𝑘 = 1 𝑡𝑜 𝑘𝑀𝑎𝑥 iteration

FOR 𝑖 = 1 𝑡𝑜 𝑟 iteration

Update 𝑤𝑖 by minimizing 𝐹 𝑤𝑖

Update ℎ𝑖 by minimizing 𝐹 ℎ𝑖

END FOR

END FOR

Solving log-det NMF by 
Coordinate Descent


