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Abstract 

A measurement of the A++ ( 1232) inclusive production in hadronic decays of the Z at LEP is presented, based on 1.3 
million hadronic events collected by the DELPHI detector in the 1994 LEP running period. The DELPHI ring imaging 
Cherenkov counters are used for identifying hadrons. The average A ++( 1232) multiplicity per hadronic event is 0.079 f 
0.015 which is more than a factor of two below the JETSET, HERWIG and UCLA model predictions. It agrees with a 
recently proposed universal mass dependence of particle production rates in e+e- annihilations. 

1. Introduction 

The LEP experiments have presented analyses of 

the inclusive production of various baryons ’ belong- 
ing to the SU(3) octet and decuplet, including pro- 

tons [l-3],A [4-6,8-10],X**” [6,7], E- [5,6,8,9], 
Z*( 1385) [6,8,9], 5’ (1530) [6,8,9] fi- [7-91 and 

corresponding antibaryons. 
The detection of A++( 1232) in the prf invariant 

mass spectrum is difficult because it is a broad reso- 
nance with mass close to the peak in the phase space 

’ Unless otherwise stated, antiparticles are implicitly included. 
of pm+ pairs and because of the large combinatorial 
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background. Therefore proton (antiproton) identifi- 
cation is essential for A++( 1232) detection. Even at 
lower energies, where the combinatorial background 
is smaller, the A++( 1232) production rate in efe- an- 
nihilation has been measured only by ARGUS [ 111 at 
10 GeV and an upper limit has been given by TASS0 
[ 121 at 35 GeV. OPAL [ 131 has recently published 
results on the A++( 1232) production from Z decays. 

In this paper, results on A++( 1232) inclusive pro- 
duction at LEP are presented. The data were collected 
by the DELPHI experiment in 1994 at centre of mass 
energies around the Z pole, and correspond to about 
1.3 million hadronic decays in total. The DELPHI 
Ring Imaging Cherenkov (RICH) detectors were fully 
operational allowing particle identification. 

After a brief description of the DELPHI detector 
and the selection of hadronic Z decays, the charged 
particle identification procedure and the fitting proce- 
dure used for extraction of the A++( 1232) signal from 
the p& invariant mass distribution are described. The 
A++( 1232) average multiplicity and its differential 
cross section are presented and compared with the ex- 
pectations of the JETSET 7.4 PS [ 14,151, HERWIG 
5.8 [ 16,171 and UCLA 7.44 [ 181 models and with the 
regularities in particle yields observed in Ref. [ 191. 

2. Experimental procedure 

2.1. Event and particle selection 

A detailed description of the DELPHI detector can 
be found in Refs. [ 20,211. Here, only the specific 
properties relevant to the present analysis are summa- 
liZed. 

The charged particle tracks are measured in the 1.2 
T magnetic field by a set of tracking detectors. The 
average momentum resolution for charged particles in 
hadronic final states is in the range Ap/p N O.OOlp to 
0.01~ (p in GeVlc), depending on which detectors 
are included in the track fit. 

A charged particle is required to satisfy the follow- 
ing criteria: momentum greater than 0.2 GeV/c; Ap < 
p; polar angle 8 with respect to the beam axis between 
25” and 155O; measured track length in the Time Pro- 
jection Chamber (TPC) greater than 50 cm and im- 
pact parameter with respect to the nominal crossing 
point within 5 cm in the transverse (xy) plane and 10 

cm along the beam direction (z-axis). 
Hadronic events are then selected if there are at 

least 5 charged particles, if the total energy of charged 
particles (assumed to be pions) in each of two hemi- 
spheres (0 above and below 90’) exceeds 3 GeV, if 
the total energy of all charged particles is greater than 
15 GeV, if the polar angle of the sphericity axis is be- 
tween 40“ and 140” and if the information from the 
RICH detectors is available for at least one charged 
particle. The contamination from events due to beam- 
gas scattering and to 77 interactions is estimated to be 
less than 0.1% of the accepted events. 

The sample of 846,627 events selected with the 
above cuts will be referred to below as the one with 
the weak cuts. However, in order to ensure a better 
signal-to-background ratio for the A++( 1232) in the 
p’~+ invariant mass spectrum, stronger restrictions on 
the track impact parameters with respect to the nom- 
inal crossing point were imposed: within 0.3 cm in 
the transverse plane and 2 cm along the beam direc- 
tion. The sample selected with these additional cuts 
amounts to 820,375 events and will be referred to be- 
low as the one with the strong cuts. 

2.2. Particle identification 

Particle identification in this analysis is mainly pro- 
vided by the RICH detectors. They enable identifica- 
tion of protons over the momentum range 1.5 5 p 5 
25 GeV/c. The RICH relies on external tracking for 
the determination of the particle momentum and im- 
pact point. The Barrel RICH, which plays the most 
important role in particle identification in this study, 
due to imposed restrictions on the polar angle 0 of the 
particles, is placed between the TPC, the main track- 
ing device of DELPHI, and another tracking detector, 
the Outer Detector (OD) . For the veto mode of the 
RICH, requiring a track segment in the OD removes 
particles which were scattered or lost due to an in- 
teraction in the RICH. It also improves the quality of 
the track extrapolation. This is specially important for 
the liquid radiator, where the center of the Cherenkov 
ring is given by the impact point of the track. There- 
fore, the track of the selected particle was required to 
be detected in the OD. 

Above the emission threshold, the Cherenkov an- 
gle 0, depends on the velocity p of the particle, via 
the relation cos Bc = 1 /n/3, where n is the refractive 



212 DELPHI Collaboration/Physics Letters B 361 (1995) 207-220 

index of the radiator medium. The number of pho- 
tons emitted is proportional to sin* 8,. For a track of 
known momentum, the expected Cherenkov signal can 
be computed in the pion * , K and p mass hypotheses. 
It is characterised by the value of Cherenkov angle, 
its width and the number of photoelectrons. 

The particle identification is based on the compari- 
son between the measured Cherenkov angle with that 
expected for each mass hypothesis. This is called the 
ring identification mode (for more details, see [21] 
and refs. therein). The raw photoelectron distributions 
were described as the sum of the expected Cherenkov 
signal and a flat unknown background and their prob- 
ability to come from rr, K and proton calculated. For 
particles below the Cherenkov threshold, /3 < l/n, 
no light is emitted. This property is used in order to 
separate kaons and protons in the momentum range 
where these are below the threshold while lighter par- 
ticles emit photons. This is called the veto identifica- 
tion mode. 

For particles with momentum p 5 1.5 GeV/c, the 
corresponding probabilities were also calculated us- 
ing the measurement of the ionization, dEldx, in the 
TPC. These probabilities were combined to give the 
likelihood that the particle was a ?T, K or a proton. 

The aim of the tagging algorithms was to provide 
a mass tag for individual particles. The identification 
performance was evaluated by means of the detec- 
tor simulation program DELSIM [ 2 11. In DELSIM, 
about 1.8 million events were generated using the JET- 
SET program [ 151 with the DELPHI default param- 
eters [ 2 11. The particles were followed through the 
detector and the simulated digitizations obtained were 
processed with the same reconstruction programs as 
the experimental data. The fraction of protons, kaons 
and pions which satisfied the weak cuts on the charged 
particle selection and were selected as protons by the 
RICH and TPC measurements are presented as a func- 
tion of their momentum in Fig. 1. This figure shows 
that the efficiency of the proton identification is rather 
momentum independent and about 35% on average. 
In order to check the compatibility of the proton iden- 
tification efficiencies in simulation and data, protons 
from reconstructed A decays were used. It was found 
that around 99% of such protons satisfied the weak 

*The muon and pion masses are so close that they cannot be 
distinguished. 

charged particle selection criteria. The average ra- 

tio between the proton identification efficiencies in 
data and simulation was found to be (90 f 3) %. The 
A++( 1232) cross section determined in this analysis 
was corrected for this difference taking into account 
its small dependence on proton momentum. The corre- 
sponding uncertainties, taken conservatively equal to 
f9%, were accounted for in the systematic errors for 
the A++( 1232) cross sections (see below). The frac- 
tion of pions identified as protons is smaller than 0.8% 
over the whole momentum range and much smaller at 
the lowest momenta (Fig. 1). The fraction of kaons 
identified as protons is largest for the momentum range 
between 4.5 and 8.5 GeVlc, where it amounts to about 
20% on average, but drops significantly below 10% in 
other momentum intervals. Thus, applying the proton 
selection significantly reduces the combinatorial back- 
ground under the A++( 1232)) with relatively small 
loss of the signal. Only those particles satisfying the 
proton selection were used as protons in the calcu- 
lation of the p& invariant mass. All other particles 
were assigned the pion mass. 

It is necessary to stress that particle identification 
provided by the DELPHI detector is the most im- 
portant element in the experimental procedure for 
A++( 1232) detection. It was explicitly checked using 
the procedure described below that without parti- 
cle identification, the signal-to-background ratio for 
xp > 0.03 (xp = p (p& ) /ham) drops from 0.040 
to 0.0039 in the p& mass range from 1.14 to 1.32 
GeV/c* so that no A++( 1232) detection would be 
possible. 

2.3. Treatment of detector impetjection and jit 
procedure 

Particle identification inefficiencies as well as other 
detector imperfections, such as limited geometrical ac- 
ceptance, particle interactions in the detector material 
etc, and different kinematical cuts imposed for charged 
particles and event selections, were taken into account 
by applying the approach described in Ref. [221. 

In the present analysis a vector, a, of parameters 
was used in the definition of the anticipated distribu- 
tion function, f( M, a), of the invariant mass M. This 
function was composed of two parts: 

fR(M,a) =alW(M) .BW(M,az,as), (1) 
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Fig. 1. The fractions of protons, kaons and pions as a function of their momentum generated in JETSET and identified as protons using 
the information from RICH (open symbols) and TF’C (closed symbols) after full detector simulation. 

describing the A++( 1232) resonance signal, and a 
background term: 

fB(M,a)=a4(M-Mth)a5 

.exp(a&4+ a7M2 +agM3), (2) 

where BW ( M, a2, as ) is a relativistic Breit-Wigner 
function: 

M.Mo.T(M) 
BW(M9Mo'ro) = (M; _ M2)2+(Mo. r(~))2' 

3 
T(M)=To. 0 2 .- 2& 

40 4E+q2' 

Here qo and q are the momenta of the A++ ( 1232) de- 
cay products in the resonance c.m. system for masses 
MO and M, respectively, and Mm is the pa+ invariant 
mass threshold. 

The function W(M) in Eq. (l), introduced in 
[22], accounts for distortion of the A++( 1232) Breit- 

Wigner shape by phase space effects and by residual 
Bose-Einstein correlations. As in [22], it was ob- 
tained by generating the invariant mass distribution 
for the resonance using the IETSET program where 
Bose-Einstein correlations were included. Then the 
generated distribution (with its integral normalized 
to one) was divided by the analytical Breit-Wigner 
function used in JETSET (also normalized to one). 

The function W(M) was used in [ 221 to account 
for distortion of meson resonance ( p” and f 2 ( 1270) ) 
Breit-Wigner shapes by residual Bose-Einstein corre- 
lations. For the A++( 1232)) this distortion is expected 
to be smaller because only one particle coming from 
the decay can be affected by the Bose-Einstein effect. 
It was checked that the function W(M) is almost inde- 
pendent of M when Bose-Einstein correlations are not 
included. Inclusion of correlations leads to a notice- 
able distortion of the A++( 1232) Breit-Wigner shape 
although it is smaller than in the case of the p”. The 
effect is most important at the smallest x,-values, as 
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expected 3 . 
In each mass bin, m, the number of entries predicted 

by the function f( M, a) is given by 

where fn(a) = J?’ f( M, a) dM and M, is the 
lower edge of n-th histogram bin of variable M. The 
vector A characterizes the detector acceptance and C 
the losses of particles due to selection criteria imposed 
and extra particles due to ghosts, secondary interac- 
tions etc. The smearing matrix S,,,, is determined by 
the experimental resolution (see [ 221 for more de- 
tails). 

The best values for a were then determined by a 
least squares fit of the predictions of Eq. (3) to the 
measured values, N,,,, in each bin by minimizing the 
function 

x2 = c (h’,,, - %,W2/~~ 

i=3 

+ C(ai - Si)2/(Aiii)2v (4) 
i=2 

where ci, = N,,, + a2(N,,,) and u(N,,,) < fi, is 
the error of N,,, due to finite statistics of the simulation 
used to evaluate A, C and S,,,,,. The second sum in 
Eq (4) constrains the A ++( 1232) mass, u2 = Ma, and 
width, a3 = IO, to the accepted values, si2 = 1232 f 2 
MeVlc2 and iis = 120 f 5 MeVlc* [ 231. 

Unfortunately Eq. (3) is not sufficient to describe 
the predictions in the situation where the contribution 
from the signal contains protons while that from the 
background is still strongly contaminated by particle 
pairs in which both particles may be pions or kaons. 
Here the coefficients, C,, for the resonance signal and 
for the background are expected to be different. For 
this reason Eq. (3) was changed to 

(5) 

‘If the influence of phase space and residual Bose-Einstein 
correlations is ignored completely (W(M) = l), the measured 

A++ ( 1232) cross section decreases by 5%. 

where the first and second terms are defined for the 
resonance signal and background, respectively. 

The coefficients A, C and the smearing matrix S,, 
are determined as before [ 221 but for the p& sample, 
separately for the resonance signal and for the back- 
ground, using the simulated data. The coefficients A 
and C are shown as a function of prr’+ invariant mass 
in Fig. 2 for the indicated intervals of the fractional 
momentum xP. The coefficients A characterizing the 
detector acceptance exhibit only small dependence 
on prr+ mass and they are almost the same for the 
A++( 1232) resonance signal and for the background, 
as expected. The coefficients C exhibit a smooth de- 
pendence on M(p&), but are much larger for the 
background than for the resonance signal because of 
pion and kaon misidentification as the proton. As dis- 
cussed earlier, the kaon misidentification is most sig- 
nificant in the momentum range from 4.5 to 8.5 GeV/c 
(Fig. 1) . As a consequence, the largest difference be- 
tween coefficients C for the resonance signal and for 
the background is observed in the xP interval from 0.1 
to 0.2. Thus the two separate terms in Eq. (5) respon- 
sible for the resonance signal and for the background 
are indeed necessary. 

The “weak” event selection cuts, defined in Section 
2.1, were chosen to ensure that the average charged 
particle multiplicity for the data and simulated events 
were the same. But due to imperfections of the sim- 
ulation tuning, this is not necessarily the case if the 
strong cuts are applied. Indeed, the ratios of the pr’+ 
invariant mass distributions, da/dM, obtained for the 
samples with the weak and strong cuts are different 
for the data ( RD = ~~~~~~~~~~~~~~ and simulated 
events (Rs). To take this into account, the coefficients 
C were divided by the factor R = RD( M) /Rs( M) 
in each of the considered x,-intervals. These factors 
were approximated by constants, since their depen- 
dence on M was small. The R value averaged over the 
full measured x,-range equals 1.11 f 0.04. 

The A++( 1232) cross section was calculated as 

a(A++( 1232)) = 
s 

fR(M,u) dM. 

The reliability of the applied procedure has been 
verified with the simulated events. For this sample, 
the p7.r+ invariant mass distributions in different xP- 
intervals were fitted applying the formulae ( 1) , (2)) 
(4) and (5)) but with the non-relativistic Breit- 
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Fig. 2. The p?rf invariant mass dependence of the coefficients A (a-c) and C (d-f) for the A++ ( 1232) resonance signal (triangles) and 
background (circles) for several xi-intervals. 

Wigner shape for the A++( 1232) used in IETSET. 
The results of such fits for several xP-intervals are 
illustrated in Figs. 3a-3c. The fit describes the uncor- 
rected simulated data very well. The A++( 1232) xP- 
spectrum agrees within errors with that in IETSET. 
The “true” background (Eq. (2) with the parameters 
a found from these fits) is shown by the curves in 
Figs. 3d-3f in comparison with the background as 
generated by IETSET at the input to DELSIM (open 
points in Figs. 3d-3f). The agreement is also very 
good. 

3. Results and discussion 

The measured uncorrected pr+ invariant mass dis- 
tributions for the xP intervals 0.03 to 0.06 and 0.06 
to 0.10 (where A++( 1232) cross section gives the 
largest contribution to the overall measured cross sec- 
tion) and for the full measured x, 2 0.03 range are 

shown in Figs. 4a to 4c, respectively together with the 
results of the fits. The fits describe the data very well. 
However, the A++( 1232) signal is smaller in the data 
(Figs. 4a to 4c) than in the simulated event sample 
(Figs. 3a to 3c), where JETSET with default param- 
eters has been used. This shows that the A++( 1232) 
cross section in IETSET is grossly overestimated. 

It is necessary to stress that the procedure applied 
for A++( 1232) detection is valid even in the case 
when the function f( M, a) describing the true in- 
variant mass distribution is quite different from the 
IETSET predictions, provided that the simulation ad- 
equately describes the detector imperfections and that 
the real background shape can indeed be parameter- 
ized by Eq (2). Therefore, since the A++( 1232) sig- 
nal is so small, additional tests were performed in or- 
der to check the stability of the result to changes in 
the conditions and background formulation, and to es- 
timate the systematic uncertainties. 

A check was made to determine if the p& mass 
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Fig. 3. (a-c): The prr+ invariant mass spectra for indicated xp-intervals for the uncorrected events after detector simulation (open points). 
The histograms are the results of the fit using the functions ( 1). (2), (4) and (5). The background is shown by the dashed histograms. 
The lower parts of the figures (with the amplification factor of 5) present the A ++ ( 1232) signal and the results of the fit after background 
subtraction. (d-f) : The p& background as generated by JETSET (open points) in comparison with the function (2) with the parameters 

“mixed event” method, in which the proton was taken 

from one event and the n-+ from the subsequent one. 
The particle momenta were calculated in respect to 
the sphericity axes aligned in 3 dimensions. The func- 

tion 1 + agM’ + agMt2 + aTM’@ took into account the 

imperfection of the mixed event method for the back- 
ground estimate. 

The A++( 1232) differential production cross sec- 

tion, ( 1 /c+h) .da/dx,, (where (Th is the total hadronic 
cross section), obtained with these two different back- 
grounds (2) and (6), is presented in Table 1. The fits 
with the backgrounds (2) and (6) describe the data 
very well in all xP intervals. The differential cross sec- 
tions and the values of the average A++( 1232) multi- 
plicity, 0.065 f 0.009( stat) and 0.0724~ 0.008( stat), 
obtained with these two backgrounds, agree within er- 
rors. The result of the fit of the p7r’ invariant mass 

a found from the fits to the simulated data in Figs. a-c (full curves) 

spectra can be satisfactorily fitted only by the back- 

ground (2), without the A++( 1232) contribution. 
Such a fit over 36 bins of the p& mass spectrum for 

xP > 0.03 resulted in x*/NDF = 101/31 (P(x2) = 
2 . 10e9). Comparison with the corresponding fit 

probability P( x2) = 50% ( x2/NDF = 29130) when 
the A++( 1232) contribution was included in the fit 

shows that the A++( 1232) signal is really present. 
In order to test the sensitivity of the result to the 

background parameterization, a completely different 
form of the background was tried: 

fB ( M’, a) = a4 . ( 1 + a5M’ + agM’* + a7Mla8) 

.BG(M’), (6) 

with M’ = (M - Mth) /( M,, - Mh) and ag < 0. 
The shape of this background was mainly determined 
by the function BG( M’), which was found using the 
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Fig. 4. The prrf invariant mass spectra for indicated x,-intervals for the uncorrected data (open points). The histograms are the results 
of the fit using the functions (I), (2). (4) and (5) for Figs. 4a to 4c and (l), (4), (5) and (6) for Fig. 4d. The background is shown 
by the dashed histograms. The lower parts of the figures (with the amplification factor of 5) present the data and the results of the fit 
after background subtraction. 

Table 1 
Differential A++ ( 1232) cross sections ( 1 /uh).dr/d+, for 0.03 
5 xP 5 0.8 obtained with the backgrounds (2) and (6). The 
errors are statistical. The corresponding values of x*/NDF for the 
fits are also given. 

x,-interval Background (2) Background (6) 

(l/0*)$ & (l/ah) ,$ & 

0.03-0.06 0.76 f 0.17 20130 0.88 f 0.14 25130 
0.06-0.10 0.38 f 0.10 36130 0.39 f 0.08 35130 
0.1-0.2 0.14f0.04 22/30 0.19 f 0.04 24130 
0.2-0.4 0.06 f 0.02 42130 0.05 f 0.02 36130 
0.4-0.8 0.004 f 0.003 24130 0.005 f 0.002 21/30 

0.03-0.8 0.065 f 0.009 144/150 0.072 f 0.008 141/150 

distribution for xP L 0.03 with the background (6) is 
shown for example in Fig. 4d. 

The tinal measured average A++( 1232) multiplic- 

ity per hadronic event for xP 2 0.03 was taken as the 
average of the values obtained with these two back- 
grounds: 

< N(A++( 1232) + A--( 1232)) > 

= 0.069 f 0.008 (stat) + 0.008 (syst). (7) 

Half of the difference between these two values, 
amounting to 0.004 (S%), was attributed to the sys- 
tematic error in the background parameterization. The 
uncertainty in the coefficient R (f4%) accounting 
for an imperfection in the simulation and the uncer- 
tainty in the particle identification (&9%) were also 
accounted for in the overall systematic error in (7). 

In a final test, the A++( 1232) cross section was 
determined using the same procedure as before (by 
averaging the results obtained with the two differ- 
ent backgrounds (2) and (6)), but in four different 
cos &intervals, where &, is the helicity angle of the 
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Fig. 5. Differential cross section ( l/Uh).du/dxp for inclusive A ++ ( 1232) production. The statistical and systematic errors are combined 
quadratically. Full, dashed and dotted curves represent the expectations of JETSET 7.4 PS, HERWIG 5.8 and UCLA 7.44 models respectively 
with default parameters. 

proton in the prf rest frame with respect to the p& 
line of flight. The cos Bh distribution is expected to be 
flat (in absence of A++( 1232) spin alignment) or at 
least symmetric around cos Bh = 0. It therefore repre- 
sents a good test of the assumed parameterization of 
the background, especially because the shape of the 
background is quite different in the different coseh- 
intervals. The A++( 1232) differential cross section, 
( 1 /gh) .da/dcos fjh, obtained in the 0.03 < xP < 0.8 
range is presented in Table 2. One can see that it 
is indeed flat within errors. The A++( 1232) average 
multiplicity obtained by summing over the cos &bins 
amounted to 0.066 f0.011 (tot). It is in good agree- 
ment with the value (7). 

Table 2 and Fig. 5 also show the final A++( 1232) 
differential production cross section, ( 1 /gh) .da/dx,, 
obtained in a similar way (by averaging the results 
obtained with the two different backgrounds (2) and 
(6) ). In Fig. 5 the A++( 1232) differential cross sec- 

Table 2 
Differential A++ ( 1232) cross sections ( 1 /CT),) .do/d+ and 
( t/ah)~do/dcos&, for 0.03 5 xp 5 0.8. The statistical and sys- 
tematic errors are combined quadratically. 

x,-interval (l/Oh) E COS oh-intemd ( 1 /uh) & 

0.03-0.06 0.82 !c 0.18 -l-( -0.5) 0.034 f 0.008 
0.06-0.10 0.38 f 0.09 -0.5-O 0.031 f 0.010 
0.1-0.2 0.17 * 0.05 o-o.5 0.033 f 0.008 
0.2-0.4 0.05 i 0.02 0.5-l 0.033 f 0.011 
0.4-0.8 0.005 f 0.003 

tion is compared with the predictions of the JETSET 
[ 151, HERWIG [ 171 and UCLA [ 181 models with 
the default parameters. The models grossly overesti- 
mate the A++( 1232) production rate, but reproduce 
reasonably well the shape of the x,-spectrum apart 
from the region of large xP 2 0.4 for HERWIG, due to 
the overestimated contribution of the primary quark’s 
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fragmentation into A++( 1232). 4. Summary 
Extrapolation of the measured production rate (7) 

to the full x,-range was performed by normalizing 
the JETSET, HERWIG and UCLA model expecta- 
tions in the 0.03 5 xp 5 0.8 range to the measured 
A++( 1232) rate in this x,-interval and by taking the 
average value of the A++ ( 1232) rate in the full x,,- 
range from the corresponding JETSET, HERWIG and 
UCLA predictions. This gave 

< N(A++( 1232) + A--( 1232)) > 

= 0.079 f 0.009 (stat) f 0.009 (syst) 

f 0.007 (extr) . (8) 

The A++ ( 1232) production rate is measured in 
hadronic Z decays at LEP From this study the fol- 
lowing conclusions can be drawn. 
- The measured total A++( 1232) plus A--( 1232) 

production rate of 0.079 f 0.015 is less than half 
that predicted by the UCLA, JETSET and HERWIG 
models with default parameters, and also less than 
half compared to the value (0.22 f 0.04 f 0.04) 
recently measured by OPAL [ 131. 

- The shape of the A++( 1232) .x,-spectrum is con- 
sistent with the shapes predicted by the JETSET, 
HERWIG and UCLA models, apart from the xp 2 
0.4 region for HERWIG. 

The difference between the results of the extrapolation 
with these models was accounted for by the extrapo- 
lation error. 

For the overall A++( 1232) multiplicity, the JET- 
SET, HERWIG and UCLA models with default pa- 
rameters predict respectively 0.189, 0.199 and 0.154, 
i.e. a factor of more than two higher than the value 

(8). 
On the other hand, the value (8) agrees within er- 

- The A++( 1232) production rate agrees well with 
the universal dependence of the production rates in 
e+e- annihilations of octet and decuplet baryons, 
and of nonets of pseudoscalar and vector mesons 
(apart from pions) on their masses squared which 
is described by a simple exponential a exp ( - b&l2 ) . 
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rors with the estimate 

< N(A++(1232)+&--(1232)) > =0.064f0.002 

obtained in [ 191 from the exponential dependence on 
their mass squared of the spin/isospin weighted par- 
ticle production rates in e+e- annihilations. The pro- 
duction rates of particles for one isospin projection 
(and with antibaryons not included) weighted with 
the factor (21, + 1)/(23 + l), where .I is the parti- 
cle spin and I the isospin (or modified isospin I,,, for 
mesons, see [ 191) are shown as a function of their 
masses squared in Fig. 6. The plot is taken from Ref. 
[ 191, but with the additional A++( 1232) data point 
included. A fit of the form a exp (-bM2) to all the 
data except the pion (the straight line in Fig. 6) yields 
a = 11.28f0.31 and b = 3.872f0.027 (GeV/c2)-2 
(as was also found in [ 19]>, with P( x2) = 13%. Thus 
the production rates of all particles belonging to the 
SU( 3) octet and decuplet baryons and to the nonets 
of pseudoscalar and vector mesons (apart from pions) 
as a function of their masses squared lie on one uni- 
versal curve. 
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