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Gravity in 3D: an old love story with Λ 

Key developments that stimulated research on 3D gravity


1984: Deser, Jackiw, ’t Hooft; particle dynamics in 3D


1986: Achucarro, Townsend; Chern-Simons formulation of AdS sugra


1988: Witten; Chern-Simons formulation of gravity for any Λ


Most of these papers discussed both flat space and (A)dS
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Key developments that stimulated research on 3D gravity


1984: Deser, Jackiw, ’t Hooft; particle dynamics in 3D


1986: Achucarro, Townsend; Chern-Simons formulation of AdS sugra


1988: Witten; Chern-Simons formulation of gravity for any Λ


Most of these papers discussed both flat space and (A)dS

Then the BTZ black hole and AdS/CFT appeared…


1992: BTZ black holes when Λ < 0 


1986→1998: Brown-Henneaux asymptotic symmetries & AdS/CFT


and flat space disappeared from hep-th!



Why coming back to flat space?

Strong opinions against flat space until recently…


For Λ = 0, above three dimensions there is a precise observable in 
quantum gravity, the S-matrix. However, in the three-dimensional case, 
there is no S-matrix in the usual sense […]. There are no gravitons in 
three dimensions, and there are also no black holes unless Λ < 0. So 
again, we do not have a clear picture of what we would aim for to 
solve three-dimensional gravity with zero cosmological constant. 
(Witten, Three-dimensional gravity reconsidered, 2007)

see, however, also the 
book by Carlip (1998)
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Strong opinions against flat space until recently…


For Λ = 0, above three dimensions there is a precise observable in 
quantum gravity, the S-matrix. However, in the three-dimensional case, 
there is no S-matrix in the usual sense […]. There are no gravitons in 
three dimensions, and there are also no black holes unless Λ < 0. So 
again, we do not have a clear picture of what we would aim for to 
solve three-dimensional gravity with zero cosmological constant. 
(Witten, Three-dimensional gravity reconsidered, 2007)

and new hopes to understand what we would aim for!


2010: Barnich, Troessaert; BMS/CFT correspondence


2014: Strominger; BMS symmetries, soft theorems and memory effects


2016: Hawking, Perry, Strominger; soft hairs for black holes


These developments pertain to 4D, but 3D gravity helps…

see, however, also the 
book by Carlip (1998)

see Dario
’s talk



OK… but why flat space in 3D?

Most of the recent developments in flat space are based on 
the infinite-dimensional asymptotic BMS symmetry


Conformal 2D subalgebra of BMS4 ⇔ rewriting of the S-matrix in terms 
of CFT correlators 


Infinite dimensional symmetry of the S-matrix ⇔ leading and subleading 
soft theorems as Ward identities


No S-matrix in 3D, but a great opportunity to understand 
better flat-space holography (and soft hairs)


The BMS algebra is a contraction of the 2D conformal algebra! 

Simple models for the study of soft hairs

Pasterski, Shao, Strominger (2017)

Strominger (2014)

Afshar, Detournay, Grumiller, Merbis, Perez, 
Tempo, Troncoso (2016) and further 
developments



BMS3 as a contraction 
of the Virasoro algebra



Asymptotic symmetries in AdS3

Fix boundary conditions:

Asymptotic symmetries: Poisson brackets of charges
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define charges (canonical generators):

J
H
E
P
1
1
(
2
0
1
0
)
0
0
7

lead to

{
L(θ),L(θ′)

}
=−

(
δ(θ − θ′)L′(θ) + 2 δ′(θ − θ′)L(θ)

)
− k

4π
δ′′′(θ − θ′) , (4.22a)

{
L(θ),W(θ′)

}
=−

(
2 δ(θ − θ′)W ′(θ) + 3 δ′(θ − θ′)W(θ)

)
, (4.22b)

{
W(θ),W(θ′)

}
=−σ

3

(
2 δ(θ − θ′)L′′′(θ) + 9 δ′(θ − θ′)L′′(θ)

+15 δ′′(θ − θ′)L′(θ) + 10 δ′′′(θ − θ′)L(θ)

+
k

4π
δ(5)(θ − θ′)+ 64π

k

(
δ(θ − θ′)L(θ)L′(θ) + δ′(θ − θ′)L2(θ)

))
. (4.22c)

This is the classical W3-algebra (see e.g. [55]) with central charge

c = 6 k =
3 l

2G
, (4.23)

which is the same as for pure gravity [17].

An alternative way to present the W3-algebra is in terms of the Fourier modes of L
and W which are defined as

L(θ) = − 1

2π

∑

p∈Z

Lp e−ipθ , W(θ) =
1

2π

∑

p∈Z

Wp e−ipθ . (4.24)

If we shift the L zero mode according to

Lp → Lp − k

4
δp,0 (4.25)

and use c = 6k, we obtain8

i {Lp , Lq } = (p − q)Lp+q +
c

12
(p3 − p) δp+q,0 , (4.26a)

i {Lp , Wq } = (2p − q)Wp+q , (4.26b)

i {Wp , Wq } = − σ
3

[
(p − q)(2p2 + 2q2 − pq − 8)Lp+q +

96

c
(p − q)Λp+q

+
c

12
p(p2 − 1)(p2 − 4) δp+q,0

]
, (4.26c)

where we have defined

Λp ≡
∑

q∈Z

Lp+qL−q . (4.27)

The same algebra is obtained for each of the two SL(3) CS theories which comprise the

action (2.23). Therefore, the asymptotic symmetry of a spin-3 field coupled to gravity

which is asymptotically AdS generate the W3 ⊗W3 algebra.

The approach we followed in deriving (4.26) is the one used e.g. in [52, 53]. We now

present, following [44], an alternative derivation by explicitly computing the Dirac brackets

of the generators of the algebra. If we collectively denote the second-class constrains (4.13)

8This differs from eq. (19) of [55] by a rescaling of the Wn by a factor of
√

10.

– 23 –

Brown, Henneaux (1986)
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Brown, Henneaux (1986)



Asymptotic symmetries in flat space

Asymptotic symmetries at spatial infinity in AdS3

3.3 Ultrarelativistic limit of Virasoro modules

In analogy with the discussion in sect. 2.3, bms3 modules emerge as limits of irreducible
unitary representations of the local conformal algebra, which are built as tensor products
of irreducible Verma modules of the Virasoro algebra. We still denote the generators of
the local conformal algebra by two sets of commuting Lm and L̄m as in (2.14), but now
m 2 Z and the generators obey the centrally extended algebra

[Lm,Ln] = (m� n)Lm+n +
c

12
m(m2 � 1)�m+n,0 , (3.12a)

[L̄m, L̄n] = (m� n) L̄m+n +
c̄

12
m(m2 � 1)�m+n,0 . (3.12b)

Highest weight representations of this algebra are built upon an eigenstate |h, h̄i of L0

and L̄0 that satisfies

Ln|h, h̄i = 0 , L̄n|h, h̄i = 0 when n > 0 . (3.13)

The carrier space of the representation is then spanned by the states

L�n1 · · · L�nk
L̄�n̄1 · · · L̄�n̄l

|h, h̄i (3.14)

with n1 � n2 � · · · � nk > 0 and a similar ordering for the n̄i > 0. As suggested by
the analysis in sect. 2.3, we will be interested in large values of h and h̄, for which these
representations are irreducible. In addition the standard hermiticity condition

(Lm)
† = L�m (3.15)

yields a scalar product on this space, allowing one to discuss unitarity.

As for the Poincaré case, one can define the new generators (2.17) and rewrite this
vector space in the basis (3.5), where M and s are the eigenvalues of P0 and J0 related to
h and h̄ by (2.21). The change of basis is again invertible because no Jn annihilates the
vacuum. Each representation of the conformal algebra is still specified by an analogue of
(2.23), where now each state is labelled by the quantum numbers ni, n̄j and the matrices
P(n) and J(n) also depend on the central charges c1 and c2 defined by

c1 = c� c̄ , c2 =
c+ c̄

`

. (3.16)

As before, only negative powers of ` enter P(n) via the highest-weight conditions (3.13)
written in the new basis: ✓

P±n ±
1

`

J±n

◆
|h, h̄i = 0 . (3.17)

A limit ` ! 1 performed at fixed M , s and c1, c2 (rather than e.g. at fixed h, h̄) then
gives the bms3 module that we built from scratch in sect. 3.2. Note, in particular, that
the highest-weight state (3.13) is mapped to the rest-frame state (3.4) in this limit. In
this sense a bms3 module is just a high-energy limit of the tensor product of two Virasoro
modules. Since Virasoro representations are irreducible for large h, it is reasonable to
expect that the same is true of bms3 modules.

14



Asymptotic symmetries in flat space

Asymptotic symmetries at spatial infinity in AdS3

Define new generators and central charges                                                              

Here pµ can be any momentum belonging to the orbit with mass M , provided one chooses
properly the Lorentz parameter ⇤ as in (2.9). Such plane wave states can be normalised
so that

h pµ, s | qµ, s i = �µ(p, q) , (2.12)

where �µ is the Dirac distribution associated with the Lorentz-invariant measure

dµ(q) =
dq1dq�1

2i
p
M

2 + q1q�1

. (2.13)

In mapping the rest-frame state onto the states |pµ, si we applied finite Lorentz trans-
formations, so that we secretly brought the discussion back to the group-theoretic level.
Nevertheless, to perform the “change of basis” from states of the form (2.10) to eigen-
states of momentum, one does not need to control the full group structure; rather, it
su�ces to ensure that the boost (2.8) is well defined and that one can define a measure
on the momentum orbit such that (2.12) is satisfied (see e.g. [19] for more details). The
states obtained by acting with boosts on |M, si can then be seen as infinite linear combi-
nations of states (2.10). Unitarity finally follows from the fact that plane waves form an
orthonormal basis of the Hilbert space (cf. eq. (2.12)).

2.3 Ultrarelativistic limit of sl(2,R) modules

In addition to being convenient for generalisations to infinite-dimensional extensions of
the Poincaré algebra, Poincaré modules can be seen to arise as a limit of unitary rep-
resentations of the AdS3 isometry algebra, namely so(2, 2). Owing to the isomorphism
so(2, 2) ⇠= sl(2,R)� sl(2,R), the generators of this algebra can be divided in two groups,
Lm and L̄m with m = �1, 0, 1, and their Lie brackets read

[Lm,Ln] = (m� n)Lm+n , [L̄m, L̄n] = (m� n) L̄m+n . (2.14)

As in (2.1) our conventions are such that this is a basis of the complexification of sl(2,R),
so that real sl(2,R) matrices are linear combinations i xmLm with (xm)⇤ = x�m. In
particular, in any unitary representation the operators representing the generators Lm

and L̄m must satisfy the hermiticity conditions

(Lm)
† = L�m , (L̄m)

† = L̄�m . (2.15)

In terms of these basis elements the quadratic Casimir of each copy of sl(2,R) reads

C = L2
0 �

1

2
(L1L�1 + L�1L1) . (2.16)

The Poincaré algebra (2.1) can be recovered from an İnönü-Wigner contraction of (2.14)
by introducing a lenght scale ` (to be identified with the AdS radius) and by defining the
new generators

Pm ⌘ 1

`

�
Lm + L̄�m

�
, Jm ⌘ Lm � L̄�m . (2.17)
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3.3 Ultrarelativistic limit of Virasoro modules

In analogy with the discussion in sect. 2.3, bms3 modules emerge as limits of irreducible
unitary representations of the local conformal algebra, which are built as tensor products
of irreducible Verma modules of the Virasoro algebra. We still denote the generators of
the local conformal algebra by two sets of commuting Lm and L̄m as in (2.14), but now
m 2 Z and the generators obey the centrally extended algebra

[Lm,Ln] = (m� n)Lm+n +
c

12
m(m2 � 1)�m+n,0 , (3.12a)

[L̄m, L̄n] = (m� n) L̄m+n +
c̄

12
m(m2 � 1)�m+n,0 . (3.12b)

Highest weight representations of this algebra are built upon an eigenstate |h, h̄i of L0

and L̄0 that satisfies

Ln|h, h̄i = 0 , L̄n|h, h̄i = 0 when n > 0 . (3.13)

The carrier space of the representation is then spanned by the states

L�n1 · · · L�nk
L̄�n̄1 · · · L̄�n̄l

|h, h̄i (3.14)

with n1 � n2 � · · · � nk > 0 and a similar ordering for the n̄i > 0. As suggested by
the analysis in sect. 2.3, we will be interested in large values of h and h̄, for which these
representations are irreducible. In addition the standard hermiticity condition

(Lm)
† = L�m (3.15)

yields a scalar product on this space, allowing one to discuss unitarity.

As for the Poincaré case, one can define the new generators (2.17) and rewrite this
vector space in the basis (3.5), where M and s are the eigenvalues of P0 and J0 related to
h and h̄ by (2.21). The change of basis is again invertible because no Jn annihilates the
vacuum. Each representation of the conformal algebra is still specified by an analogue of
(2.23), where now each state is labelled by the quantum numbers ni, n̄j and the matrices
P(n) and J(n) also depend on the central charges c1 and c2 defined by

c1 = c� c̄ , c2 =
c+ c̄

`

. (3.16)

As before, only negative powers of ` enter P(n) via the highest-weight conditions (3.13)
written in the new basis: ✓

P±n ±
1

`

J±n

◆
|h, h̄i = 0 . (3.17)

A limit ` ! 1 performed at fixed M , s and c1, c2 (rather than e.g. at fixed h, h̄) then
gives the bms3 module that we built from scratch in sect. 3.2. Note, in particular, that
the highest-weight state (3.13) is mapped to the rest-frame state (3.4) in this limit. In
this sense a bms3 module is just a high-energy limit of the tensor product of two Virasoro
modules. Since Virasoro representations are irreducible for large h, it is reasonable to
expect that the same is true of bms3 modules.
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Here pµ can be any momentum belonging to the orbit with mass M , provided one chooses
properly the Lorentz parameter ⇤ as in (2.9). Such plane wave states can be normalised
so that

h pµ, s | qµ, s i = �µ(p, q) , (2.12)

where �µ is the Dirac distribution associated with the Lorentz-invariant measure

dµ(q) =
dq1dq�1

2i
p
M

2 + q1q�1

. (2.13)

In mapping the rest-frame state onto the states |pµ, si we applied finite Lorentz trans-
formations, so that we secretly brought the discussion back to the group-theoretic level.
Nevertheless, to perform the “change of basis” from states of the form (2.10) to eigen-
states of momentum, one does not need to control the full group structure; rather, it
su�ces to ensure that the boost (2.8) is well defined and that one can define a measure
on the momentum orbit such that (2.12) is satisfied (see e.g. [19] for more details). The
states obtained by acting with boosts on |M, si can then be seen as infinite linear combi-
nations of states (2.10). Unitarity finally follows from the fact that plane waves form an
orthonormal basis of the Hilbert space (cf. eq. (2.12)).

2.3 Ultrarelativistic limit of sl(2,R) modules

In addition to being convenient for generalisations to infinite-dimensional extensions of
the Poincaré algebra, Poincaré modules can be seen to arise as a limit of unitary rep-
resentations of the AdS3 isometry algebra, namely so(2, 2). Owing to the isomorphism
so(2, 2) ⇠= sl(2,R)� sl(2,R), the generators of this algebra can be divided in two groups,
Lm and L̄m with m = �1, 0, 1, and their Lie brackets read
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As in (2.1) our conventions are such that this is a basis of the complexification of sl(2,R),
so that real sl(2,R) matrices are linear combinations i xmLm with (xm)⇤ = x�m. In
particular, in any unitary representation the operators representing the generators Lm

and L̄m must satisfy the hermiticity conditions

(Lm)
† = L�m , (L̄m)

† = L̄�m . (2.15)

In terms of these basis elements the quadratic Casimir of each copy of sl(2,R) reads
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1
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(L1L�1 + L�1L1) . (2.16)

The Poincaré algebra (2.1) can be recovered from an İnönü-Wigner contraction of (2.14)
by introducing a lenght scale ` (to be identified with the AdS radius) and by defining the
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the irreducibility and unitarity of the induced representations. We finally display how the
previous representations can be obtained from an ultrarelativistic limit of Virasoro Verma
modules, while recalling why Galilean limits typically lead to non-unitary representations
of a di↵erent kind.

3.1 bms3 algebra

The bms3 algebra is an infinite-dimensional algebra spanned by superrotation generators
Jm and supermomentum generators Pm (m 2 Z) whose Lie brackets read

[Jm, Jn] = (m� n)Jm+n +
c1

12
m(m2 � 1) �m+n,0 , (3.1a)

[Jm, Pn] = (m� n)Pm+n +
c2

12
m(m2 � 1) �m+n,0 , (3.1b)

[Pm, Pn] = 0 , (3.1c)

where c1 and c2 are central charges. The central charge c2 plays a key role for representa-
tion theory and it is e.g. non-vanishing in three-dimensional gravity [4], where it takes the
value c2 =

3
G with G being Newton’s constant. The Poincaré algebra (2.1) is a subalgebra

of bms3. Similarly to (2.3), the bms3 algebra is the semi-direct sum

bms3 = vir Aad (vir)Ab (3.2)

where vir denotes the Virasoro algebra. In contrast with Poincaré, the operators (2.4)
and (2.5) no longer commute with all generators of the algebra.

To the best of our knowledge, the classification of bms3 Casimir operators is unknown.
However, it was shown in [30] that the only Casimirs of the Virasoro algebra are functions
of its central charges. If one assumes that all bms3 Casimirs can be obtained as flat limits
of Virasoro Casimirs (in the same way that the Poincaré Casimirs can be seen as limits,
cf. (2.19)), then there are no bms3 Casimirs other than its central charges.

3.2 bms3 modules

Irreducible unitary representations of the BMS3 group are classified by orbits of supermo-
menta under the action of finite superrotations, that is, by coadjoint orbits of the Virasoro
group [19]. In analogy with the Poincaré example, each orbit consists of supermomenta
obtained by acting with superrotations on a given supermomentum p. The latter is a
function on the circle,

p(') =
X

n2Z

pne
in'

, (3.3)

and can be interpreted, from the gravitational viewpoint, as the Bondi mass aspect asso-
ciated with an asymptotically flat metric in three dimensions — i.e. the energy density
carried by the gravitational field at null infinity. It transforms as a quadratic density
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3.3 Ultrarelativistic limit of Virasoro modules

In analogy with the discussion in sect. 2.3, bms3 modules emerge as limits of irreducible
unitary representations of the local conformal algebra, which are built as tensor products
of irreducible Verma modules of the Virasoro algebra. We still denote the generators of
the local conformal algebra by two sets of commuting Lm and L̄m as in (2.14), but now
m 2 Z and the generators obey the centrally extended algebra

[Lm,Ln] = (m� n)Lm+n +
c

12
m(m2 � 1)�m+n,0 , (3.12a)

[L̄m, L̄n] = (m� n) L̄m+n +
c̄

12
m(m2 � 1)�m+n,0 . (3.12b)

Highest weight representations of this algebra are built upon an eigenstate |h, h̄i of L0

and L̄0 that satisfies

Ln|h, h̄i = 0 , L̄n|h, h̄i = 0 when n > 0 . (3.13)

The carrier space of the representation is then spanned by the states

L�n1 · · · L�nk
L̄�n̄1 · · · L̄�n̄l

|h, h̄i (3.14)

with n1 � n2 � · · · � nk > 0 and a similar ordering for the n̄i > 0. As suggested by
the analysis in sect. 2.3, we will be interested in large values of h and h̄, for which these
representations are irreducible. In addition the standard hermiticity condition

(Lm)
† = L�m (3.15)

yields a scalar product on this space, allowing one to discuss unitarity.

As for the Poincaré case, one can define the new generators (2.17) and rewrite this
vector space in the basis (3.5), where M and s are the eigenvalues of P0 and J0 related to
h and h̄ by (2.21). The change of basis is again invertible because no Jn annihilates the
vacuum. Each representation of the conformal algebra is still specified by an analogue of
(2.23), where now each state is labelled by the quantum numbers ni, n̄j and the matrices
P(n) and J(n) also depend on the central charges c1 and c2 defined by

c1 = c� c̄ , c2 =
c+ c̄

`

. (3.16)

As before, only negative powers of ` enter P(n) via the highest-weight conditions (3.13)
written in the new basis: ✓

P±n ±
1

`

J±n

◆
|h, h̄i = 0 . (3.17)

A limit ` ! 1 performed at fixed M , s and c1, c2 (rather than e.g. at fixed h, h̄) then
gives the bms3 module that we built from scratch in sect. 3.2. Note, in particular, that
the highest-weight state (3.13) is mapped to the rest-frame state (3.4) in this limit. In
this sense a bms3 module is just a high-energy limit of the tensor product of two Virasoro
modules. Since Virasoro representations are irreducible for large h, it is reasonable to
expect that the same is true of bms3 modules.
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In analogy with the discussion in sect. 2.3, bms3 modules emerge as limits of irreducible
unitary representations of the local conformal algebra, which are built as tensor products
of irreducible Verma modules of the Virasoro algebra. We still denote the generators of
the local conformal algebra by two sets of commuting Lm and L̄m as in (2.14), but now
m 2 Z and the generators obey the centrally extended algebra

[Lm,Ln] = (m� n)Lm+n +
c

12
m(m2 � 1)�m+n,0 , (3.12a)

[L̄m, L̄n] = (m� n) L̄m+n +
c̄

12
m(m2 � 1)�m+n,0 . (3.12b)

Highest weight representations of this algebra are built upon an eigenstate |h, h̄i of L0

and L̄0 that satisfies

Ln|h, h̄i = 0 , L̄n|h, h̄i = 0 when n > 0 . (3.13)

The carrier space of the representation is then spanned by the states

L�n1 · · · L�nk
L̄�n̄1 · · · L̄�n̄l

|h, h̄i (3.14)

with n1 � n2 � · · · � nk > 0 and a similar ordering for the n̄i > 0. As suggested by
the analysis in sect. 2.3, we will be interested in large values of h and h̄, for which these
representations are irreducible. In addition the standard hermiticity condition

(Lm)
† = L�m (3.15)

yields a scalar product on this space, allowing one to discuss unitarity.

As for the Poincaré case, one can define the new generators (2.17) and rewrite this
vector space in the basis (3.5), where M and s are the eigenvalues of P0 and J0 related to
h and h̄ by (2.21). The change of basis is again invertible because no Jn annihilates the
vacuum. Each representation of the conformal algebra is still specified by an analogue of
(2.23), where now each state is labelled by the quantum numbers ni, n̄j and the matrices
P(n) and J(n) also depend on the central charges c1 and c2 defined by

c1 = c� c̄ , c2 =
c+ c̄

`

. (3.16)

As before, only negative powers of ` enter P(n) via the highest-weight conditions (3.13)
written in the new basis: ✓

P±n ±
1

`

J±n

◆
|h, h̄i = 0 . (3.17)

A limit ` ! 1 performed at fixed M , s and c1, c2 (rather than e.g. at fixed h, h̄) then
gives the bms3 module that we built from scratch in sect. 3.2. Note, in particular, that
the highest-weight state (3.13) is mapped to the rest-frame state (3.4) in this limit. In
this sense a bms3 module is just a high-energy limit of the tensor product of two Virasoro
modules. Since Virasoro representations are irreducible for large h, it is reasonable to
expect that the same is true of bms3 modules.
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Asymptotic symmetries in flat space

Asymptotic symmetries at spatial infinity in AdS3

the irreducibility and unitarity of the induced representations. We finally display how the
previous representations can be obtained from an ultrarelativistic limit of Virasoro Verma
modules, while recalling why Galilean limits typically lead to non-unitary representations
of a di↵erent kind.

3.1 bms3 algebra

The bms3 algebra is an infinite-dimensional algebra spanned by superrotation generators
Jm and supermomentum generators Pm (m 2 Z) whose Lie brackets read

[Jm, Jn] = (m� n)Jm+n +
c1

12
m(m2 � 1) �m+n,0 , (3.1a)

[Jm, Pn] = (m� n)Pm+n +
c2

12
m(m2 � 1) �m+n,0 , (3.1b)

[Pm, Pn] = 0 , (3.1c)

where c1 and c2 are central charges. The central charge c2 plays a key role for representa-
tion theory and it is e.g. non-vanishing in three-dimensional gravity [4], where it takes the
value c2 =

3
G with G being Newton’s constant. The Poincaré algebra (2.1) is a subalgebra

of bms3. Similarly to (2.3), the bms3 algebra is the semi-direct sum

bms3 = vir Aad (vir)Ab (3.2)

where vir denotes the Virasoro algebra. In contrast with Poincaré, the operators (2.4)
and (2.5) no longer commute with all generators of the algebra.

To the best of our knowledge, the classification of bms3 Casimir operators is unknown.
However, it was shown in [30] that the only Casimirs of the Virasoro algebra are functions
of its central charges. If one assumes that all bms3 Casimirs can be obtained as flat limits
of Virasoro Casimirs (in the same way that the Poincaré Casimirs can be seen as limits,
cf. (2.19)), then there are no bms3 Casimirs other than its central charges.

3.2 bms3 modules

Irreducible unitary representations of the BMS3 group are classified by orbits of supermo-
menta under the action of finite superrotations, that is, by coadjoint orbits of the Virasoro
group [19]. In analogy with the Poincaré example, each orbit consists of supermomenta
obtained by acting with superrotations on a given supermomentum p. The latter is a
function on the circle,

p(') =
X

n2Z

pne
in'

, (3.3)

and can be interpreted, from the gravitational viewpoint, as the Bondi mass aspect asso-
ciated with an asymptotically flat metric in three dimensions — i.e. the energy density
carried by the gravitational field at null infinity. It transforms as a quadratic density
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Same result directly from flat gravity                                                              

Everything extends to higher spins                                                              

null infinity in Minkowski3
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flat
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Fredenhagen, Theisen (2010)
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Higher spins in 3D flat space



The road to higher spins in D = 2+1

Einstein-Hilbert action

Tricks used to arrive here…
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and the higher-spin generators Ta1... as�1 . Since they are contracted with the forms (2.19),
these generators must transform as irreducible so(1, 2) ⇤ sl(2,R) tensors. Therefore, they
must be traceless and they must satisfy

�
Ja , Tb1... bs�1

⇥
= ⇥ma(b1Tb2... bs�1)m . (2.22) pre_TT

In fact, if the resulting Lie algebra admits a non-degenerate bilinear form (denoted in the
following by Tr) one can consider the Chern-Simons action

SCS[A] =
k

4⇤

⇧
Tr

⇤
A ⌅ dA +

2

3
A ⌅ A ⌅ A

⌅
(2.23)

with

k =
R

4G
, (2.24)

and in [12] it was pointed out that the combination

S = SCS[A]� SCS[ ⌃A] , (2.25) action

reduces to the Einstein-Hilbert action when A only contains the gravitational fields. We
shall now see that the linearization of the zero-curvature equations of motion following
from eq. (6.21) describes the free-propagation of ⇧µ1... µs on an AdS3 background, thus
ensuring that the full-interacting theory actually describes the coupling of ⇧µ1... µs to
gravity.

To linearize the curvatures F = dA + A ⌅ A one has to separate the background
gravitational vielbein hµ

a and spin connection wµ
a from a first order correction

eµ
a = hµ

a + ēµ
a , ⌅µ

a = wµ
a + ⌅̄µ

a , (2.26)

and to treat the higher-spin fields as first order corrections. Notice that the commutator
of two higher-spin generators does not play any role in the linearized field equations, since
it will lead to second order terms quadratic in the higher-spin fields. When expressed in
terms of the vielbeins and the spin connections the lienarized equations of motion then
reads

T a ⇥ (2.27) torsion_gravity

Ra ⇥ (2.28)

T a1... as ⇥ (2.29) torsion_s

Ra1... as ⇥ (2.30)

where for brevity we omitted the form indices. The field equations are gauge invariant
under the transformations

� ⇥a = (2.31)

� ⌅a = (2.32)

� ⇥a1... as�1 = (2.33)

� ⌅a1... as�1 = (2.34) lorentzlin
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particle in a symmetric tensor of rank s. The advantage with respect to Vasiliev’s strategy
is the simplification of the field content; the price to pay is, at present, the lack of an
organising principle for the non-linearities required by a consistent theory. To unravel
this puzzle one can begin by building perturbatively the first interaction vertices; this
has led, for instance, to a classification of cubic vertices for arbitrary massless particles
in both Minkowski and (A)dS backgrounds of dimension D ≥ 4 [6–10].1 On the other
hand, a complete metric-like reformulation of Vasiliev’s equations is not known, while the
existence of other models that are consistent beyond the cubic order is still controversial
(see e.g. [12–14, 11, 15]).

In spite of closely related goals, the frame- and metric-like formulations have evolved
rather independently. For few exceptions see e.g. [16–18] and refs. therein. With both ap-
proaches having their own advantages and drawbacks, an exchange of ideas is nonetheless
expected to shed light on both sides. The goal of this paper is to start to establish a firm
connection between them in three space-time dimensions, where higher-spin gauge the-
ories take a remarkably simple form compared to their higher-dimensional counterparts.
We focus on the gravitational coupling of a symmetric tensor of rank 3. In the frame-like
language this is described by a SL(3,R) × SL(3,R) Chern-Simons (CS) theory when a
negative cosmological constant is present (see e.g. [19] and the previous works [20, 21]).
In appendix C we will add a few comments on the generalisation to SL(N,R)×SL(N,R)
CS theories, which contain fields of spin 2, 3, . . . , N .

The frame-like theory is well understood, with and without cosmological constant: one
has to complement the gravity dreibein and spin connection with two one-forms which
play a similar role for the spin-3 field. The gauge connections can then be packed into
two sl(3,R)-valued forms (A = 1, . . . , 8 and a, b = 0, 1, 2)

e = eµ
A JA dxµ =

(
eµ

aJa + eµ
ab Tab

)
dxµ , (1.1a)

ω = ωµ
A JA dxµ =

(
ωµ

aJa + ωµ
ab Tab

)
dxµ , (1.1b)

where JA denotes the full set of sl(3,R) generators. The gravity dreibein eµa and
spin connection ωµ

a are associated with the generators Ja of the principally embedded
so(2, 1) ≃ sl(2,R) ↪→ sl(3,R). The remaining five generators Tab (with T[ab] = ηab Tab = 0)
are associated to the spin-3 “vielbein” and “spin connection”. One can then consider the
action2

I =
1

16πG

∫
tr

(
e ∧ R +

1

3ℓ2
e ∧ e ∧ e

)
, with R = dω + ω ∧ ω . (1.2)

The trace is in the fundamental of sl(3,R), G is Newton’s constant and ℓ the AdS radius.

1The classification of cubic interactions for arbitrary fields is discussed in a frame-like language in [11].
2For ℓ2 > 0 (corresponding to a negative cosmological constant) one can rewrite (1.2) as the difference

of two sl(3,R) CS actions. A cosmological constant is however not necessary in D = 3, and for ℓ2 ≤ 0
one can interpret (1.2) as a CS action as well (see e.g. [22] for more details).
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particle in a symmetric tensor of rank s. The advantage with respect to Vasiliev’s strategy
is the simplification of the field content; the price to pay is, at present, the lack of an
organising principle for the non-linearities required by a consistent theory. To unravel
this puzzle one can begin by building perturbatively the first interaction vertices; this
has led, for instance, to a classification of cubic vertices for arbitrary massless particles
in both Minkowski and (A)dS backgrounds of dimension D ≥ 4 [6–10].1 On the other
hand, a complete metric-like reformulation of Vasiliev’s equations is not known, while the
existence of other models that are consistent beyond the cubic order is still controversial
(see e.g. [12–14, 11, 15]).

In spite of closely related goals, the frame- and metric-like formulations have evolved
rather independently. For few exceptions see e.g. [16–18] and refs. therein. With both ap-
proaches having their own advantages and drawbacks, an exchange of ideas is nonetheless
expected to shed light on both sides. The goal of this paper is to start to establish a firm
connection between them in three space-time dimensions, where higher-spin gauge the-
ories take a remarkably simple form compared to their higher-dimensional counterparts.
We focus on the gravitational coupling of a symmetric tensor of rank 3. In the frame-like
language this is described by a SL(3,R) × SL(3,R) Chern-Simons (CS) theory when a
negative cosmological constant is present (see e.g. [19] and the previous works [20, 21]).
In appendix C we will add a few comments on the generalisation to SL(N,R)×SL(N,R)
CS theories, which contain fields of spin 2, 3, . . . , N .

The frame-like theory is well understood, with and without cosmological constant: one
has to complement the gravity dreibein and spin connection with two one-forms which
play a similar role for the spin-3 field. The gauge connections can then be packed into
two sl(3,R)-valued forms (A = 1, . . . , 8 and a, b = 0, 1, 2)

e = eµ
A JA dxµ =

(
eµ

aJa + eµ
ab Tab

)
dxµ , (1.1a)

ω = ωµ
A JA dxµ =

(
ωµ

aJa + ωµ
ab Tab

)
dxµ , (1.1b)

where JA denotes the full set of sl(3,R) generators. The gravity dreibein eµa and
spin connection ωµ

a are associated with the generators Ja of the principally embedded
so(2, 1) ≃ sl(2,R) ↪→ sl(3,R). The remaining five generators Tab (with T[ab] = ηab Tab = 0)
are associated to the spin-3 “vielbein” and “spin connection”. One can then consider the
action2

I =
1

16πG

∫
tr

(
e ∧ R +

1

3ℓ2
e ∧ e ∧ e

)
, with R = dω + ω ∧ ω . (1.2)

The trace is in the fundamental of sl(3,R), G is Newton’s constant and ℓ the AdS radius.

1The classification of cubic interactions for arbitrary fields is discussed in a frame-like language in [11].
2For ℓ2 > 0 (corresponding to a negative cosmological constant) one can rewrite (1.2) as the difference

of two sl(3,R) CS actions. A cosmological constant is however not necessary in D = 3, and for ℓ2 ≤ 0
one can interpret (1.2) as a CS action as well (see e.g. [22] for more details).
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IEH = ICS[A] ≠ ICS[Ã]
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particle in a symmetric tensor of rank s. The advantage with respect to Vasiliev’s strategy
is the simplification of the field content; the price to pay is, at present, the lack of an
organising principle for the non-linearities required by a consistent theory. To unravel
this puzzle one can begin by building perturbatively the first interaction vertices; this
has led, for instance, to a classification of cubic vertices for arbitrary massless particles
in both Minkowski and (A)dS backgrounds of dimension D ≥ 4 [6–10].1 On the other
hand, a complete metric-like reformulation of Vasiliev’s equations is not known, while the
existence of other models that are consistent beyond the cubic order is still controversial
(see e.g. [12–14, 11, 15]).

In spite of closely related goals, the frame- and metric-like formulations have evolved
rather independently. For few exceptions see e.g. [16–18] and refs. therein. With both ap-
proaches having their own advantages and drawbacks, an exchange of ideas is nonetheless
expected to shed light on both sides. The goal of this paper is to start to establish a firm
connection between them in three space-time dimensions, where higher-spin gauge the-
ories take a remarkably simple form compared to their higher-dimensional counterparts.
We focus on the gravitational coupling of a symmetric tensor of rank 3. In the frame-like
language this is described by a SL(3,R) × SL(3,R) Chern-Simons (CS) theory when a
negative cosmological constant is present (see e.g. [19] and the previous works [20, 21]).
In appendix C we will add a few comments on the generalisation to SL(N,R)×SL(N,R)
CS theories, which contain fields of spin 2, 3, . . . , N .

The frame-like theory is well understood, with and without cosmological constant: one
has to complement the gravity dreibein and spin connection with two one-forms which
play a similar role for the spin-3 field. The gauge connections can then be packed into
two sl(3,R)-valued forms (A = 1, . . . , 8 and a, b = 0, 1, 2)

e = eµ
A JA dxµ =

(
eµ

aJa + eµ
ab Tab

)
dxµ , (1.1a)

ω = ωµ
A JA dxµ =

(
ωµ

aJa + ωµ
ab Tab

)
dxµ , (1.1b)

where JA denotes the full set of sl(3,R) generators. The gravity dreibein eµa and
spin connection ωµ

a are associated with the generators Ja of the principally embedded
so(2, 1) ≃ sl(2,R) ↪→ sl(3,R). The remaining five generators Tab (with T[ab] = ηab Tab = 0)
are associated to the spin-3 “vielbein” and “spin connection”. One can then consider the
action2

I =
1

16πG

∫
tr

(
e ∧ R +

1

3ℓ2
e ∧ e ∧ e

)
, with R = dω + ω ∧ ω . (1.2)

The trace is in the fundamental of sl(3,R), G is Newton’s constant and ℓ the AdS radius.

1The classification of cubic interactions for arbitrary fields is discussed in a frame-like language in [11].
2For ℓ2 > 0 (corresponding to a negative cosmological constant) one can rewrite (1.2) as the difference

of two sl(3,R) CS actions. A cosmological constant is however not necessary in D = 3, and for ℓ2 ≤ 0
one can interpret (1.2) as a CS action as well (see e.g. [22] for more details).
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2
Ê = 1

2
1
A + Ã
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particle in a symmetric tensor of rank s. The advantage with respect to Vasiliev’s strategy
is the simplification of the field content; the price to pay is, at present, the lack of an
organising principle for the non-linearities required by a consistent theory. To unravel
this puzzle one can begin by building perturbatively the first interaction vertices; this
has led, for instance, to a classification of cubic vertices for arbitrary massless particles
in both Minkowski and (A)dS backgrounds of dimension D ≥ 4 [6–10].1 On the other
hand, a complete metric-like reformulation of Vasiliev’s equations is not known, while the
existence of other models that are consistent beyond the cubic order is still controversial
(see e.g. [12–14, 11, 15]).

In spite of closely related goals, the frame- and metric-like formulations have evolved
rather independently. For few exceptions see e.g. [16–18] and refs. therein. With both ap-
proaches having their own advantages and drawbacks, an exchange of ideas is nonetheless
expected to shed light on both sides. The goal of this paper is to start to establish a firm
connection between them in three space-time dimensions, where higher-spin gauge the-
ories take a remarkably simple form compared to their higher-dimensional counterparts.
We focus on the gravitational coupling of a symmetric tensor of rank 3. In the frame-like
language this is described by a SL(3,R) × SL(3,R) Chern-Simons (CS) theory when a
negative cosmological constant is present (see e.g. [19] and the previous works [20, 21]).
In appendix C we will add a few comments on the generalisation to SL(N,R)×SL(N,R)
CS theories, which contain fields of spin 2, 3, . . . , N .

The frame-like theory is well understood, with and without cosmological constant: one
has to complement the gravity dreibein and spin connection with two one-forms which
play a similar role for the spin-3 field. The gauge connections can then be packed into
two sl(3,R)-valued forms (A = 1, . . . , 8 and a, b = 0, 1, 2)

e = eµ
A JA dxµ =

(
eµ

aJa + eµ
ab Tab

)
dxµ , (1.1a)

ω = ωµ
A JA dxµ =

(
ωµ

aJa + ωµ
ab Tab

)
dxµ , (1.1b)

where JA denotes the full set of sl(3,R) generators. The gravity dreibein eµa and
spin connection ωµ

a are associated with the generators Ja of the principally embedded
so(2, 1) ≃ sl(2,R) ↪→ sl(3,R). The remaining five generators Tab (with T[ab] = ηab Tab = 0)
are associated to the spin-3 “vielbein” and “spin connection”. One can then consider the
action2
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, with R = dω + ω ∧ ω . (1.2)

The trace is in the fundamental of sl(3,R), G is Newton’s constant and ℓ the AdS radius.

1The classification of cubic interactions for arbitrary fields is discussed in a frame-like language in [11].
2For ℓ2 > 0 (corresponding to a negative cosmological constant) one can rewrite (1.2) as the difference

of two sl(3,R) CS actions. A cosmological constant is however not necessary in D = 3, and for ℓ2 ≤ 0
one can interpret (1.2) as a CS action as well (see e.g. [22] for more details).
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2

Y
]

[
e = ¸

2(A ≠ Ã)
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More on the Λ→0 limit:
representation theory



The bms3 algebra

The centrally extended bms3 algebra

the irreducibility and unitarity of the induced representations. We finally display how the
previous representations can be obtained from an ultrarelativistic limit of Virasoro Verma
modules, while recalling why Galilean limits typically lead to non-unitary representations
of a di↵erent kind.

3.1 bms3 algebra

The bms3 algebra is an infinite-dimensional algebra spanned by superrotation generators
Jm and supermomentum generators Pm (m 2 Z) whose Lie brackets read

[Jm, Jn] = (m� n)Jm+n +
c1

12
m(m2 � 1) �m+n,0 , (3.1a)

[Jm, Pn] = (m� n)Pm+n +
c2

12
m(m2 � 1) �m+n,0 , (3.1b)

[Pm, Pn] = 0 , (3.1c)

where c1 and c2 are central charges. The central charge c2 plays a key role for representa-
tion theory and it is e.g. non-vanishing in three-dimensional gravity [4], where it takes the
value c2 =

3
G with G being Newton’s constant. The Poincaré algebra (2.1) is a subalgebra

of bms3. Similarly to (2.3), the bms3 algebra is the semi-direct sum

bms3 = vir Aad (vir)Ab (3.2)

where vir denotes the Virasoro algebra. In contrast with Poincaré, the operators (2.4)
and (2.5) no longer commute with all generators of the algebra.

To the best of our knowledge, the classification of bms3 Casimir operators is unknown.
However, it was shown in [30] that the only Casimirs of the Virasoro algebra are functions
of its central charges. If one assumes that all bms3 Casimirs can be obtained as flat limits
of Virasoro Casimirs (in the same way that the Poincaré Casimirs can be seen as limits,
cf. (2.19)), then there are no bms3 Casimirs other than its central charges.

3.2 bms3 modules

Irreducible unitary representations of the BMS3 group are classified by orbits of supermo-
menta under the action of finite superrotations, that is, by coadjoint orbits of the Virasoro
group [19]. In analogy with the Poincaré example, each orbit consists of supermomenta
obtained by acting with superrotations on a given supermomentum p. The latter is a
function on the circle,

p(') =
X

n2Z

pne
in'

, (3.3)

and can be interpreted, from the gravitational viewpoint, as the Bondi mass aspect asso-
ciated with an asymptotically flat metric in three dimensions — i.e. the energy density
carried by the gravitational field at null infinity. It transforms as a quadratic density
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The Poincaré subalgebra

spin extensions. We also recall how standard unitary representations of the Poincaré al-
gebra emerge from an ultrarelativistic limit of highest-weight representations of so(2, 2).
We then apply a similar construction to the bms3 algebra in sect. 3, and to its higher-
spin extensions in sect. 4. In both cases we also comment on the emergence of unitary
representations from an ultrarelativistic limit of highest-weight representations of the (ex-
tended) local conformal algebra, while stressing that non-relativistic limits naturally lead
to non-unitary representations as those considered in [25,26].

2 Poincaré modules in three dimensions

The unitary representations of the Poincaré group in three dimensions were classified
in [27] and recently reviewed e.g. in [19] due to their relation with BMS3 representations.
Here we discuss howWigner’s standard method for the construction of irreducible, unitary
representations of the Poincaré group (as presented e.g. in [28]) can be recovered from
induced representations of the Poincaré algebra, also known as Poincaré modules. The
advantage of this approach is that such modules can also be built for the bms3 algebra
and its non-linear higher-spin generalisations.

2.1 The Poincaré algebra

In three dimensions, the Lie algebra of the Poincaré group is spanned by three Lorentz
generators Jm and three translation generators Pm (m = �1, 0, 1) whose Lie brackets read

[Jm, Jn] = (m� n) Jm+n , (2.1a)

[Jm, Pn] = (m� n)Pm+n , (2.1b)

[Pm, Pn] = 0 . (2.1c)

Our conventions are such that these basis elements generate the complexification of the
Poincaré algebra. Real translations, for example, are generated by linear combinations
↵mPm with complex coe�cients satisfying (↵m)⇤ = ↵�m; similarly real boosts are gen-
erated by combinations zJ1 + z

⇤
J�1 while rotations are generated by ✓J0, with ✓ real.

Accordingly, in any unitary representation, the operators representing Poincaré genera-
tors must satisfy the hermiticity conditions

(Pm)
† = P�m , (Jm)

† = J�m . (2.2)

Note that the Pm’s correspond to the standard translation generators Pµ (with µ = 0, 1, 2
a Lorentz index) as P0 = P0, P1 = P1 + iP2 and P�1 = P1 � iP2.

The three-dimensional Poincaré algebra is thus the semi-direct sum

iso(2, 1) = sl(2,R) Aad (sl(2,R))Ab (2.3)

4

Pm → translations;    J1 and J-1 → boosts;    J0 → rotations  

← Lorentz



Poincaré unitary irreps in a nutshell

Irreps of Poincaré group classified by orbits of momenta


all       that satisfy                       for some mass 


P0 gives the energy and P1,P-1 commute with it


build a basis of eigenstates of momentum:


All plane waves can be obtained from a given one via

where sl(2,R) ⇠= so(2, 1) is the Lorentz algebra (generated by Jm’s) and (sl(2,R))Ab is an
Abelian Lie algebra of translations (generated by Pm’s) isomorphic to the Lorentz algebra
as a vector space, and acted upon by Lorentz transformations according to the adjoint
representation. The Poincaré algebra admits two quadratic Casimir operators: the mass
squared

M2 = P

2
0 � P1P�1 (2.4)

and the three-dimensional analogue of the square of the Pauli-Lubanski vector,

S = P0J0 �
1

4
(J1P�1 + J�1P1 + P1J�1 + P�1J1) . (2.5)

The eigenvalues of these operators can be used to classify irreducible representations.

2.2 Poincaré modules

Irreducible unitary representations of the Poincaré group are obtained by considering
the orbit of a given momentum under Lorentz transformations — i.e. all momenta p

µ =
(p0, p1, p2) that satisfy p

2 = �M

2 for some mass M — and building a Hilbert space of
wavefunctions on that orbit. The eigenvalue of P0 gives the energy of the corresponding
particle and inspection of (2.1) shows that the operators that commute with P0 are P1,
P�1 and J0. It is therefore natural to build a basis of eigenstates of momentum for the
Hilbert space of wavefunctions on the orbit; we will denote such eigenstates by |pµ, si.
These correspond to plane waves of definite momentum p

µ, while s 2 R is a spin label
related to the eigenvalue of J0 in a particular frame (see eq. (2.7)). Di↵erent values of
s yield inequivalent irreducible representations [27, 19]. Under a Lorentz transformation
parametrised by ⇤µ

⌫ these wavefunctions transform as

U(⇤)|pµ, si = e

is✓|⇤µ
⌫p

⌫
, si , (2.6)

where U(⇤) is a unitary operator and ✓ is a ⇤-dependent Wigner angle. The components
p

µ with µ = 0, 1, 2 are related to the eigenvalues pm of the generators Pm by p

0 = p0,
p

1 = (p1 + p�1)/2 and p

2 = (p1 � p�1)/2i.

Lorentz transformations act transitively on the momentum orbit, so for each fixed
value of the mass squared one can choose a “standard” momentum k

µ and obtain all
plane waves by acting with Lorentz boosts on the corresponding wavefunction |kµ

, si. For
massive representations — on which we focus for the sake of comparison with bms3 and its
higher-spin extensions — one can choose as a representative the momentum k

µ = (M, 0, 0)
of the particle at rest. We denote by |M, si the corresponding wavefunction, which satisfies

P0|M, si = M |M, si , P�1|M, si = P1|M, si = 0 , J0|M, si = s|M, si , (2.7)

and call it the rest-frame state of the representation. To obtain a plane wave |pµ, si
with boosted momentum, one can act with a Lorentz transformation implemented by the

5
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representation. The Poincaré algebra admits two quadratic Casimir operators: the mass
squared

M2 = P

2
0 � P1P�1 (2.4)

and the three-dimensional analogue of the square of the Pauli-Lubanski vector,

S = P0J0 �
1

4
(J1P�1 + J�1P1 + P1J�1 + P�1J1) . (2.5)

The eigenvalues of these operators can be used to classify irreducible representations.

2.2 Poincaré modules
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unitary operator
U(!) = exp [ i (!J1 + !

⇤
J�1)] , (2.8)

where ! is the complex rapidity

! =
i

2
arcsinh

✓p
p1p�1

M

◆
p�1p
p1p�1

(2.9)

that one can obtain by inverting the relation p

µ = ⇤µ
⌫k

⌫ taking into account (2.2).

The previous discussion is standard, but note that (2.7) defines a one-dimensional
representation of the subalgebra generated by {Pm, J0}. Given a representation of a
subalgebra h of the Lie algebra g on a vector space V , one can always build a representation
of g on a suitable quotient of the space U(g)⌦ V , where U(g) is the universal enveloping
algebra of g (see e.g. sect. 10.7 of [29]). Representations of this kind are called induced

modules. With this method one can construct an irreducible representation of the Poincaré
algebra on the vector space HM with basis vectors4

|k, l i = (J�1)
k(J1)

l|M, si . (2.10)

Upon acting from the left on the states (2.10) one obtains indeed linear operators on HM

whose commutators coincide with (2.1). Moreover, the Casimir operators (2.4) and (2.5)
have the same eigenvalue on each state (2.10), since they commute by construction with
all elements of the algebra. This readily implies that the representation thus obtained is
irreducible.

Unitarity, on the other hand, is far less obvious: it is not clear how to define a scalar
product on the space HM spanned by the states (2.10), even after enforcing the standard
hermiticity conditions (2.2). Fortunately, experience with the Poincaré group suggests
a way to circumvent the problem.5 Upon acting on the rest frame state |M, si with a
Lorentz boost (2.8) one obtains (possibly up to an irrelevant phase) a plane wave

|pµ, si = U(⇤)|M, si . (2.11)

4The states (2.10) form a basis of the induced iso(2, 1)-module

Indiso(2,1)
h

(⇢) ⌘ (U(p
3

)⌦ C) / {X ⌦ �� 1⌦ ⇢[X]� |X 2 h, � 2 C} ,

where h = Span{Pn, J0} and ⇢ is the one-dimensional C-valued representation

⇢[P0] = M , ⇢[P�1] = ⇢[P1] = 0 , ⇢[J0] = s

defined by (2.7). The quotient amounts to the rule that when one acts by the left with any element in
iso(2, 1) one moves Pm and J0 to the right by computing commutators and then lets them act on |M, si,
as is implicit in the ket notation (2.10).

5In sect. 2.3 we will also see an alternative way to define a scalar product on Poincaré modules from
limits of representations of the so(2, 2) algebra.
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representation. The Poincaré algebra admits two quadratic Casimir operators: the mass
squared

M2 = P

2
0 � P1P�1 (2.4)

and the three-dimensional analogue of the square of the Pauli-Lubanski vector,

S = P0J0 �
1

4
(J1P�1 + J�1P1 + P1J�1 + P�1J1) . (2.5)

The eigenvalues of these operators can be used to classify irreducible representations.

2.2 Poincaré modules
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the orbit of a given momentum under Lorentz transformations — i.e. all momenta p

µ =
(p0, p1, p2) that satisfy p

2 = �M

2 for some mass M — and building a Hilbert space of
wavefunctions on that orbit. The eigenvalue of P0 gives the energy of the corresponding
particle and inspection of (2.1) shows that the operators that commute with P0 are P1,
P�1 and J0. It is therefore natural to build a basis of eigenstates of momentum for the
Hilbert space of wavefunctions on the orbit; we will denote such eigenstates by |pµ, si.
These correspond to plane waves of definite momentum p

µ, while s 2 R is a spin label
related to the eigenvalue of J0 in a particular frame (see eq. (2.7)). Di↵erent values of
s yield inequivalent irreducible representations [27, 19]. Under a Lorentz transformation
parametrised by ⇤µ

⌫ these wavefunctions transform as

U(⇤)|pµ, si = e

is✓|⇤µ
⌫p

⌫
, si , (2.6)

where U(⇤) is a unitary operator and ✓ is a ⇤-dependent Wigner angle. The components
p

µ with µ = 0, 1, 2 are related to the eigenvalues pm of the generators Pm by p

0 = p0,
p

1 = (p1 + p�1)/2 and p

2 = (p1 � p�1)/2i.

Lorentz transformations act transitively on the momentum orbit, so for each fixed
value of the mass squared one can choose a “standard” momentum k

µ and obtain all
plane waves by acting with Lorentz boosts on the corresponding wavefunction |kµ

, si. For
massive representations — on which we focus for the sake of comparison with bms3 and its
higher-spin extensions — one can choose as a representative the momentum k

µ = (M, 0, 0)
of the particle at rest. We denote by |M, si the corresponding wavefunction, which satisfies

P0|M, si = M |M, si , P�1|M, si = P1|M, si = 0 , J0|M, si = s|M, si , (2.7)

and call it the rest-frame state of the representation. To obtain a plane wave |pµ, si
with boosted momentum, one can act with a Lorentz transformation implemented by the

5

 Save the info!  

where sl(2,R) ⇠= so(2, 1) is the Lorentz algebra (generated by Jm’s) and (sl(2,R))Ab is an
Abelian Lie algebra of translations (generated by Pm’s) isomorphic to the Lorentz algebra
as a vector space, and acted upon by Lorentz transformations according to the adjoint
representation. The Poincaré algebra admits two quadratic Casimir operators: the mass
squared

M2 = P

2
0 � P1P�1 (2.4)

and the three-dimensional analogue of the square of the Pauli-Lubanski vector,

S = P0J0 �
1

4
(J1P�1 + J�1P1 + P1J�1 + P�1J1) . (2.5)

The eigenvalues of these operators can be used to classify irreducible representations.

2.2 Poincaré modules
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unitary operator
U(!) = exp [ i (!J1 + !

⇤
J�1)] , (2.8)

where ! is the complex rapidity

! =
i

2
arcsinh

✓p
p1p�1

M

◆
p�1p
p1p�1

(2.9)

that one can obtain by inverting the relation p

µ = ⇤µ
⌫k

⌫ taking into account (2.2).

The previous discussion is standard, but note that (2.7) defines a one-dimensional
representation of the subalgebra generated by {Pm, J0}. Given a representation of a
subalgebra h of the Lie algebra g on a vector space V , one can always build a representation
of g on a suitable quotient of the space U(g)⌦ V , where U(g) is the universal enveloping
algebra of g (see e.g. sect. 10.7 of [29]). Representations of this kind are called induced

modules. With this method one can construct an irreducible representation of the Poincaré
algebra on the vector space HM with basis vectors4

|k, l i = (J�1)
k(J1)

l|M, si . (2.10)

Upon acting from the left on the states (2.10) one obtains indeed linear operators on HM

whose commutators coincide with (2.1). Moreover, the Casimir operators (2.4) and (2.5)
have the same eigenvalue on each state (2.10), since they commute by construction with
all elements of the algebra. This readily implies that the representation thus obtained is
irreducible.

Unitarity, on the other hand, is far less obvious: it is not clear how to define a scalar
product on the space HM spanned by the states (2.10), even after enforcing the standard
hermiticity conditions (2.2). Fortunately, experience with the Poincaré group suggests
a way to circumvent the problem.5 Upon acting on the rest frame state |M, si with a
Lorentz boost (2.8) one obtains (possibly up to an irrelevant phase) a plane wave

|pµ, si = U(⇤)|M, si . (2.11)

4The states (2.10) form a basis of the induced iso(2, 1)-module

Indiso(2,1)
h

(⇢) ⌘ (U(p
3

)⌦ C) / {X ⌦ �� 1⌦ ⇢[X]� |X 2 h, � 2 C} ,

where h = Span{Pn, J0} and ⇢ is the one-dimensional C-valued representation

⇢[P0] = M , ⇢[P�1] = ⇢[P1] = 0 , ⇢[J0] = s

defined by (2.7). The quotient amounts to the rule that when one acts by the left with any element in
iso(2, 1) one moves Pm and J0 to the right by computing commutators and then lets them act on |M, si,
as is implicit in the ket notation (2.10).

5In sect. 2.3 we will also see an alternative way to define a scalar product on Poincaré modules from
limits of representations of the so(2, 2) algebra.
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Here pµ can be any momentum belonging to the orbit with mass M , provided one chooses
properly the Lorentz parameter ⇤ as in (2.9). Such plane wave states can be normalised
so that

h pµ, s | qµ, s i = �µ(p, q) , (2.12)

where �µ is the Dirac distribution associated with the Lorentz-invariant measure

dµ(q) =
dq1dq�1

2i
p
M

2 + q1q�1

. (2.13)

In mapping the rest-frame state onto the states |pµ, si we applied finite Lorentz trans-
formations, so that we secretly brought the discussion back to the group-theoretic level.
Nevertheless, to perform the “change of basis” from states of the form (2.10) to eigen-
states of momentum, one does not need to control the full group structure; rather, it
su�ces to ensure that the boost (2.8) is well defined and that one can define a measure
on the momentum orbit such that (2.12) is satisfied (see e.g. [19] for more details). The
states obtained by acting with boosts on |M, si can then be seen as infinite linear combi-
nations of states (2.10). Unitarity finally follows from the fact that plane waves form an
orthonormal basis of the Hilbert space (cf. eq. (2.12)).

2.3 Ultrarelativistic limit of sl(2,R) modules

In addition to being convenient for generalisations to infinite-dimensional extensions of
the Poincaré algebra, Poincaré modules can be seen to arise as a limit of unitary rep-
resentations of the AdS3 isometry algebra, namely so(2, 2). Owing to the isomorphism
so(2, 2) ⇠= sl(2,R)� sl(2,R), the generators of this algebra can be divided in two groups,
Lm and L̄m with m = �1, 0, 1, and their Lie brackets read

[Lm,Ln] = (m� n)Lm+n , [L̄m, L̄n] = (m� n) L̄m+n . (2.14)

As in (2.1) our conventions are such that this is a basis of the complexification of sl(2,R),
so that real sl(2,R) matrices are linear combinations i xmLm with (xm)⇤ = x�m. In
particular, in any unitary representation the operators representing the generators Lm

and L̄m must satisfy the hermiticity conditions

(Lm)
† = L�m , (L̄m)

† = L̄�m . (2.15)

In terms of these basis elements the quadratic Casimir of each copy of sl(2,R) reads

C = L2
0 �

1

2
(L1L�1 + L�1L1) . (2.16)

The Poincaré algebra (2.1) can be recovered from an İnönü-Wigner contraction of (2.14)
by introducing a lenght scale ` (to be identified with the AdS radius) and by defining the
new generators

Pm ⌘ 1

`

�
Lm + L̄�m

�
, Jm ⌘ Lm � L̄�m . (2.17)
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the irreducibility and unitarity of the induced representations. We finally display how the
previous representations can be obtained from an ultrarelativistic limit of Virasoro Verma
modules, while recalling why Galilean limits typically lead to non-unitary representations
of a di↵erent kind.

3.1 bms3 algebra

The bms3 algebra is an infinite-dimensional algebra spanned by superrotation generators
Jm and supermomentum generators Pm (m 2 Z) whose Lie brackets read

[Jm, Jn] = (m� n)Jm+n +
c1

12
m(m2 � 1) �m+n,0 , (3.1a)

[Jm, Pn] = (m� n)Pm+n +
c2

12
m(m2 � 1) �m+n,0 , (3.1b)

[Pm, Pn] = 0 , (3.1c)

where c1 and c2 are central charges. The central charge c2 plays a key role for representa-
tion theory and it is e.g. non-vanishing in three-dimensional gravity [4], where it takes the
value c2 =

3
G with G being Newton’s constant. The Poincaré algebra (2.1) is a subalgebra

of bms3. Similarly to (2.3), the bms3 algebra is the semi-direct sum

bms3 = vir Aad (vir)Ab (3.2)

where vir denotes the Virasoro algebra. In contrast with Poincaré, the operators (2.4)
and (2.5) no longer commute with all generators of the algebra.

To the best of our knowledge, the classification of bms3 Casimir operators is unknown.
However, it was shown in [30] that the only Casimirs of the Virasoro algebra are functions
of its central charges. If one assumes that all bms3 Casimirs can be obtained as flat limits
of Virasoro Casimirs (in the same way that the Poincaré Casimirs can be seen as limits,
cf. (2.19)), then there are no bms3 Casimirs other than its central charges.

3.2 bms3 modules

Irreducible unitary representations of the BMS3 group are classified by orbits of supermo-
menta under the action of finite superrotations, that is, by coadjoint orbits of the Virasoro
group [19]. In analogy with the Poincaré example, each orbit consists of supermomenta
obtained by acting with superrotations on a given supermomentum p. The latter is a
function on the circle,

p(') =
X

n2Z

pne
in'

, (3.3)

and can be interpreted, from the gravitational viewpoint, as the Bondi mass aspect asso-
ciated with an asymptotically flat metric in three dimensions — i.e. the energy density
carried by the gravitational field at null infinity. It transforms as a quadratic density
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(or equivalently as a CFT stress tensor) under superrotations. The corresponding repre-
sentation is then obtained by assuming the existence of a (quasi-)invariant measure on
the orbit and by building a Hilbert space of square-integrable wavefunctionals on that
orbit [19]. This Hilbert space admits a basis of eigenstates of the operators Pm, which
generalise plane waves of definite momentum, and that we will denote as |p('), si. Here
s 2 R is a spin label directly analogous to its Poincaré counterpart; BMS3 representations
with identical supermomentum orbits but di↵erent spins are mutually inequivalent.

Massive modules

An important class of representations is provided by supermomentum orbits that contain
a constant p(') = M � c2/24, where M > 0 is a mass parameter and c2 is the central
charge entering (3.1). This class contains e.g. the vacuum representation M = 0, that
accounts for all perturbative boundary excitations around the vacuum [20]. The Hilbert
space of any such representation contains a wavefunction |M, si that satisfies

P0|M, si = M |M, si , Pm|M, si = 0 for m 6= 0 , J0|M, si = s|M, si , (3.4)

i.e. which is a supermomentum eigenstate for the constant eigenvalue p(') = M � c2/24.
In analogy with (2.7), we will call |M, si the rest-frame state of the representation.

As in the Poincaré case, (3.4) defines a one-dimensional representation of the subalgebra
of (3.1) spanned by {Pn, J0, c1, c2}. This representation can be used to define an induced
bms3 module HM with basis vectors

Jn1Jn2 · · · JnN |M, si , (3.5)

where the ni’s are non-zero integers such that n1 � n2 � ... � nN . With this ordering,
states (3.5) with di↵erent combinations of ni’s are linearly independent within the uni-
versal enveloping algebra of bms3, and acting on them from the left with the generators
of the algebra provides linear operators on HM whose commutators coincide with (3.1).

It is again unclear, however, how to define from scratch a scalar product on the space
spanned by (3.5). Without scalar product one cannot look for null states to identify
reducible modules, and the operators (2.4) and (2.5) can no longer be used to check
irreducibility. Analogously to Poincaré, one can nevertheless consider the scalar product
inherited from the limit of representations of the conformal algebra or, more naturally,
reach a basis of supermomentum eigenstates. These states can be built (up to an irrelevant
phase) from the rest-frame wavefunctional as

|p('), si = U(!)|M, si , (3.6)
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As in the Poincaré case, (3.4) defines a one-dimensional representation of the subalgebra
of (3.1) spanned by {Pn, J0, c1, c2}. This representation can be used to define an induced
bms3 module HM with basis vectors

Jn1Jn2 · · · JnN |M, si , (3.5)

where the ni’s are non-zero integers such that n1 � n2 � ... � nN . With this ordering,
states (3.5) with di↵erent combinations of ni’s are linearly independent within the uni-
versal enveloping algebra of bms3, and acting on them from the left with the generators
of the algebra provides linear operators on HM whose commutators coincide with (3.1).

It is again unclear, however, how to define from scratch a scalar product on the space
spanned by (3.5). Without scalar product one cannot look for null states to identify
reducible modules, and the operators (2.4) and (2.5) can no longer be used to check
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the irreducibility and unitarity of the induced representations. We finally display how the
previous representations can be obtained from an ultrarelativistic limit of Virasoro Verma
modules, while recalling why Galilean limits typically lead to non-unitary representations
of a di↵erent kind.

3.1 bms3 algebra

The bms3 algebra is an infinite-dimensional algebra spanned by superrotation generators
Jm and supermomentum generators Pm (m 2 Z) whose Lie brackets read

[Jm, Jn] = (m� n)Jm+n +
c1

12
m(m2 � 1) �m+n,0 , (3.1a)

[Jm, Pn] = (m� n)Pm+n +
c2

12
m(m2 � 1) �m+n,0 , (3.1b)

[Pm, Pn] = 0 , (3.1c)

where c1 and c2 are central charges. The central charge c2 plays a key role for representa-
tion theory and it is e.g. non-vanishing in three-dimensional gravity [4], where it takes the
value c2 =

3
G with G being Newton’s constant. The Poincaré algebra (2.1) is a subalgebra

of bms3. Similarly to (2.3), the bms3 algebra is the semi-direct sum

bms3 = vir Aad (vir)Ab (3.2)

where vir denotes the Virasoro algebra. In contrast with Poincaré, the operators (2.4)
and (2.5) no longer commute with all generators of the algebra.

To the best of our knowledge, the classification of bms3 Casimir operators is unknown.
However, it was shown in [30] that the only Casimirs of the Virasoro algebra are functions
of its central charges. If one assumes that all bms3 Casimirs can be obtained as flat limits
of Virasoro Casimirs (in the same way that the Poincaré Casimirs can be seen as limits,
cf. (2.19)), then there are no bms3 Casimirs other than its central charges.

3.2 bms3 modules

Irreducible unitary representations of the BMS3 group are classified by orbits of supermo-
menta under the action of finite superrotations, that is, by coadjoint orbits of the Virasoro
group [19]. In analogy with the Poincaré example, each orbit consists of supermomenta
obtained by acting with superrotations on a given supermomentum p. The latter is a
function on the circle,

p(') =
X

n2Z

pne
in'

, (3.3)

and can be interpreted, from the gravitational viewpoint, as the Bondi mass aspect asso-
ciated with an asymptotically flat metric in three dimensions — i.e. the energy density
carried by the gravitational field at null infinity. It transforms as a quadratic density
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(or equivalently as a CFT stress tensor) under superrotations. The corresponding repre-
sentation is then obtained by assuming the existence of a (quasi-)invariant measure on
the orbit and by building a Hilbert space of square-integrable wavefunctionals on that
orbit [19]. This Hilbert space admits a basis of eigenstates of the operators Pm, which
generalise plane waves of definite momentum, and that we will denote as |p('), si. Here
s 2 R is a spin label directly analogous to its Poincaré counterpart; BMS3 representations
with identical supermomentum orbits but di↵erent spins are mutually inequivalent.

Massive modules

An important class of representations is provided by supermomentum orbits that contain
a constant p(') = M � c2/24, where M > 0 is a mass parameter and c2 is the central
charge entering (3.1). This class contains e.g. the vacuum representation M = 0, that
accounts for all perturbative boundary excitations around the vacuum [20]. The Hilbert
space of any such representation contains a wavefunction |M, si that satisfies

P0|M, si = M |M, si , Pm|M, si = 0 for m 6= 0 , J0|M, si = s|M, si , (3.4)

i.e. which is a supermomentum eigenstate for the constant eigenvalue p(') = M � c2/24.
In analogy with (2.7), we will call |M, si the rest-frame state of the representation.
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where the ni’s are non-zero integers such that n1 � n2 � ... � nN . With this ordering,
states (3.5) with di↵erent combinations of ni’s are linearly independent within the uni-
versal enveloping algebra of bms3, and acting on them from the left with the generators
of the algebra provides linear operators on HM whose commutators coincide with (3.1).

It is again unclear, however, how to define from scratch a scalar product on the space
spanned by (3.5). Without scalar product one cannot look for null states to identify
reducible modules, and the operators (2.4) and (2.5) can no longer be used to check
irreducibility. Analogously to Poincaré, one can nevertheless consider the scalar product
inherited from the limit of representations of the conformal algebra or, more naturally,
reach a basis of supermomentum eigenstates. These states can be built (up to an irrelevant
phase) from the rest-frame wavefunctional as

|p('), si = U(!)|M, si , (3.6)
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As in the Poincaré case, (3.4) defines a one-dimensional representation of the subalgebra
of (3.1) spanned by {Pn, J0, c1, c2}. This representation can be used to define an induced
bms3 module HM with basis vectors

Jn1Jn2 · · · JnN |M, si , (3.5)

where the ni’s are non-zero integers such that n1 � n2 � ... � nN . With this ordering,
states (3.5) with di↵erent combinations of ni’s are linearly independent within the uni-
versal enveloping algebra of bms3, and acting on them from the left with the generators
of the algebra provides linear operators on HM whose commutators coincide with (3.1).

It is again unclear, however, how to define from scratch a scalar product on the space
spanned by (3.5). Without scalar product one cannot look for null states to identify
reducible modules, and the operators (2.4) and (2.5) can no longer be used to check
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New generators:

Here pµ can be any momentum belonging to the orbit with mass M , provided one chooses
properly the Lorentz parameter ⇤ as in (2.9). Such plane wave states can be normalised
so that

h pµ, s | qµ, s i = �µ(p, q) , (2.12)

where �µ is the Dirac distribution associated with the Lorentz-invariant measure

dµ(q) =
dq1dq�1

2i
p
M

2 + q1q�1

. (2.13)

In mapping the rest-frame state onto the states |pµ, si we applied finite Lorentz trans-
formations, so that we secretly brought the discussion back to the group-theoretic level.
Nevertheless, to perform the “change of basis” from states of the form (2.10) to eigen-
states of momentum, one does not need to control the full group structure; rather, it
su�ces to ensure that the boost (2.8) is well defined and that one can define a measure
on the momentum orbit such that (2.12) is satisfied (see e.g. [19] for more details). The
states obtained by acting with boosts on |M, si can then be seen as infinite linear combi-
nations of states (2.10). Unitarity finally follows from the fact that plane waves form an
orthonormal basis of the Hilbert space (cf. eq. (2.12)).

2.3 Ultrarelativistic limit of sl(2,R) modules

In addition to being convenient for generalisations to infinite-dimensional extensions of
the Poincaré algebra, Poincaré modules can be seen to arise as a limit of unitary rep-
resentations of the AdS3 isometry algebra, namely so(2, 2). Owing to the isomorphism
so(2, 2) ⇠= sl(2,R)� sl(2,R), the generators of this algebra can be divided in two groups,
Lm and L̄m with m = �1, 0, 1, and their Lie brackets read

[Lm,Ln] = (m� n)Lm+n , [L̄m, L̄n] = (m� n) L̄m+n . (2.14)

As in (2.1) our conventions are such that this is a basis of the complexification of sl(2,R),
so that real sl(2,R) matrices are linear combinations i xmLm with (xm)⇤ = x�m. In
particular, in any unitary representation the operators representing the generators Lm

and L̄m must satisfy the hermiticity conditions

(Lm)
† = L�m , (L̄m)

† = L̄�m . (2.15)

In terms of these basis elements the quadratic Casimir of each copy of sl(2,R) reads

C = L2
0 �

1

2
(L1L�1 + L�1L1) . (2.16)

The Poincaré algebra (2.1) can be recovered from an İnönü-Wigner contraction of (2.14)
by introducing a lenght scale ` (to be identified with the AdS radius) and by defining the
new generators

Pm ⌘ 1

`

�
Lm + L̄�m

�
, Jm ⌘ Lm � L̄�m . (2.17)

7In the limit              the conformal algebra becomes bms3

The Lie brackets of sl(2,R)� sl(2,R) are turned into

[Jm, Jn] = (m� n) Jm+n , (2.18a)

[Jm, Pn] = (m� n)Pm+n , (2.18b)

[Pm, Pn] = `

�2(m� n) Jm+n , (2.18c)

and in the limit ` ! 1 one recovers the Poincaré algebra. In addition the quadratic
Casimir (2.16) can be combined with its counterpart C̄ in the second copy of sl(2,R),
producing

2

`

2

�
C + C̄

�
= M2 +O(`�2) ,

1

`

�
C � C̄

�
= S , (2.19)

where M2 and S are the Poincaré Casimirs (2.4) and (2.5).

Aside from comparing Casimir operators, one can track how Poincaré modules (defined
by (2.7) and (2.10)) emerge from the corresponding limit of highest-weight representations
of so(2, 2). These are built out of highest-weight representations of sl(2,R), which are
defined starting from a state |hi that satisfies the conditions

L0|hi = h |hi , L1|hi = 0 . (2.20)

The carrier space of the representation is then spanned by all descendant states (L�1)m|hi,6
and the Casimir (2.16) takes the value h(h�1). If one builds a similar representation with
weight h̄ for a second copy of sl(2,R), one can produce a representation of sl(2,R)�sl(2,R)
from the tensor product.

To relate this tensor product — spanned by the states (L�1)m(L̄�1)n|h, h̄i — to a
Poincaré module, we rewrite it in the new basis given by (2.10), where M and s are
related to the so(2, 2) weights as

M ⌘ h+ h̄

`

, s ⌘ h� h̄ , (2.21)

since in terms of the operators (2.17) one has

P0|h, h̄i =
h+ h̄

`

|h, h̄i , J0|h, h̄i = (h� h̄)|h, h̄i . (2.22)

6Note that sl(2,R) highest-weight representations can also be interpreted as induced modules.
Eq. (2.20) defines indeed a one-dimensional representation of the subalgebra spanned by {L0,L1}, while
the vector space of descendant states can be identified with a quotient of U(sl(2,R)) ⌦ C as discussed
in footnote 4. The main di↵erence with respect to the Poincaré case is the splitting of the algebra as
n

��h�n

+, where n± are nilpotent subalgebras. This decomposition allows one to define a scalar product
by enforcing the hermiticity condition (2.15). One can then verify that hh|(L1)m(L�1)m|hi is positive for
h > 0.
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3.3 Ultrarelativistic limit of Virasoro modules

In analogy with the discussion in sect. 2.3, bms3 modules emerge as limits of irreducible
unitary representations of the local conformal algebra, which are built as tensor products
of irreducible Verma modules of the Virasoro algebra. We still denote the generators of
the local conformal algebra by two sets of commuting Lm and L̄m as in (2.14), but now
m 2 Z and the generators obey the centrally extended algebra

[Lm,Ln] = (m� n)Lm+n +
c

12
m(m2 � 1)�m+n,0 , (3.12a)

[L̄m, L̄n] = (m� n) L̄m+n +
c̄

12
m(m2 � 1)�m+n,0 . (3.12b)

Highest weight representations of this algebra are built upon an eigenstate |h, h̄i of L0

and L̄0 that satisfies

Ln|h, h̄i = 0 , L̄n|h, h̄i = 0 when n > 0 . (3.13)

The carrier space of the representation is then spanned by the states

L�n1 · · · L�nk
L̄�n̄1 · · · L̄�n̄l

|h, h̄i (3.14)

with n1 � n2 � · · · � nk > 0 and a similar ordering for the n̄i > 0. As suggested by
the analysis in sect. 2.3, we will be interested in large values of h and h̄, for which these
representations are irreducible. In addition the standard hermiticity condition

(Lm)
† = L�m (3.15)

yields a scalar product on this space, allowing one to discuss unitarity.

As for the Poincaré case, one can define the new generators (2.17) and rewrite this
vector space in the basis (3.5), where M and s are the eigenvalues of P0 and J0 related to
h and h̄ by (2.21). The change of basis is again invertible because no Jn annihilates the
vacuum. Each representation of the conformal algebra is still specified by an analogue of
(2.23), where now each state is labelled by the quantum numbers ni, n̄j and the matrices
P(n) and J(n) also depend on the central charges c1 and c2 defined by

c1 = c� c̄ , c2 =
c+ c̄
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As before, only negative powers of ` enter P(n) via the highest-weight conditions (3.13)
written in the new basis: ✓

P±n ±
1

`

J±n

◆
|h, h̄i = 0 . (3.17)

A limit ` ! 1 performed at fixed M , s and c1, c2 (rather than e.g. at fixed h, h̄) then
gives the bms3 module that we built from scratch in sect. 3.2. Note, in particular, that
the highest-weight state (3.13) is mapped to the rest-frame state (3.4) in this limit. In
this sense a bms3 module is just a high-energy limit of the tensor product of two Virasoro
modules. Since Virasoro representations are irreducible for large h, it is reasonable to
expect that the same is true of bms3 modules.
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Ultrarelativistic limit

New generators:

Here pµ can be any momentum belonging to the orbit with mass M , provided one chooses
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so that
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where �µ is the Dirac distribution associated with the Lorentz-invariant measure

dµ(q) =
dq1dq�1

2i
p
M

2 + q1q�1

. (2.13)
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`

�
Lm + L̄�m

�
, Jm ⌘ Lm � L̄�m . (2.17)

7In the limit              the conformal algebra becomes bms3

The Lie brackets of sl(2,R)� sl(2,R) are turned into

[Jm, Jn] = (m� n) Jm+n , (2.18a)

[Jm, Pn] = (m� n)Pm+n , (2.18b)

[Pm, Pn] = `

�2(m� n) Jm+n , (2.18c)

and in the limit ` ! 1 one recovers the Poincaré algebra. In addition the quadratic
Casimir (2.16) can be combined with its counterpart C̄ in the second copy of sl(2,R),
producing

2

`

2

�
C + C̄

�
= M2 +O(`�2) ,

1

`

�
C � C̄

�
= S , (2.19)

where M2 and S are the Poincaré Casimirs (2.4) and (2.5).

Aside from comparing Casimir operators, one can track how Poincaré modules (defined
by (2.7) and (2.10)) emerge from the corresponding limit of highest-weight representations
of so(2, 2). These are built out of highest-weight representations of sl(2,R), which are
defined starting from a state |hi that satisfies the conditions

L0|hi = h |hi , L1|hi = 0 . (2.20)

The carrier space of the representation is then spanned by all descendant states (L�1)m|hi,6
and the Casimir (2.16) takes the value h(h�1). If one builds a similar representation with
weight h̄ for a second copy of sl(2,R), one can produce a representation of sl(2,R)�sl(2,R)
from the tensor product.

To relate this tensor product — spanned by the states (L�1)m(L̄�1)n|h, h̄i — to a
Poincaré module, we rewrite it in the new basis given by (2.10), where M and s are
related to the so(2, 2) weights as

M ⌘ h+ h̄

`

, s ⌘ h� h̄ , (2.21)

since in terms of the operators (2.17) one has

P0|h, h̄i =
h+ h̄

`

|h, h̄i , J0|h, h̄i = (h� h̄)|h, h̄i . (2.22)

6Note that sl(2,R) highest-weight representations can also be interpreted as induced modules.
Eq. (2.20) defines indeed a one-dimensional representation of the subalgebra spanned by {L0,L1}, while
the vector space of descendant states can be identified with a quotient of U(sl(2,R)) ⌦ C as discussed
in footnote 4. The main di↵erence with respect to the Poincaré case is the splitting of the algebra as
n

��h�n

+, where n± are nilpotent subalgebras. This decomposition allows one to define a scalar product
by enforcing the hermiticity condition (2.15). One can then verify that hh|(L1)m(L�1)m|hi is positive for
h > 0.
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What happens to highest-weight representations?


HW state:


Verma module:
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gives the bms3 module that we built from scratch in sect. 3.2. Note, in particular, that
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with

(or equivalently as a CFT stress tensor) under superrotations. The corresponding repre-
sentation is then obtained by assuming the existence of a (quasi-)invariant measure on
the orbit and by building a Hilbert space of square-integrable wavefunctionals on that
orbit [19]. This Hilbert space admits a basis of eigenstates of the operators Pm, which
generalise plane waves of definite momentum, and that we will denote as |p('), si. Here
s 2 R is a spin label directly analogous to its Poincaré counterpart; BMS3 representations
with identical supermomentum orbits but di↵erent spins are mutually inequivalent.

Massive modules

An important class of representations is provided by supermomentum orbits that contain
a constant p(') = M � c2/24, where M > 0 is a mass parameter and c2 is the central
charge entering (3.1). This class contains e.g. the vacuum representation M = 0, that
accounts for all perturbative boundary excitations around the vacuum [20]. The Hilbert
space of any such representation contains a wavefunction |M, si that satisfies

P0|M, si = M |M, si , Pm|M, si = 0 for m 6= 0 , J0|M, si = s|M, si , (3.4)

i.e. which is a supermomentum eigenstate for the constant eigenvalue p(') = M � c2/24.
In analogy with (2.7), we will call |M, si the rest-frame state of the representation.

As in the Poincaré case, (3.4) defines a one-dimensional representation of the subalgebra
of (3.1) spanned by {Pn, J0, c1, c2}. This representation can be used to define an induced
bms3 module HM with basis vectors

Jn1Jn2 · · · JnN |M, si , (3.5)

where the ni’s are non-zero integers such that n1 � n2 � ... � nN . With this ordering,
states (3.5) with di↵erent combinations of ni’s are linearly independent within the uni-
versal enveloping algebra of bms3, and acting on them from the left with the generators
of the algebra provides linear operators on HM whose commutators coincide with (3.1).

It is again unclear, however, how to define from scratch a scalar product on the space
spanned by (3.5). Without scalar product one cannot look for null states to identify
reducible modules, and the operators (2.4) and (2.5) can no longer be used to check
irreducibility. Analogously to Poincaré, one can nevertheless consider the scalar product
inherited from the limit of representations of the conformal algebra or, more naturally,
reach a basis of supermomentum eigenstates. These states can be built (up to an irrelevant
phase) from the rest-frame wavefunctional as

|p('), si = U(!)|M, si , (3.6)
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New quantum numbers of the HW state:                                 


Rewrite                                                    in the new basis as


Jn don’t annihilate the vacuum → invertible change of basis!

3.3 Ultrarelativistic limit of Virasoro modules

In analogy with the discussion in sect. 2.3, bms3 modules emerge as limits of irreducible
unitary representations of the local conformal algebra, which are built as tensor products
of irreducible Verma modules of the Virasoro algebra. We still denote the generators of
the local conformal algebra by two sets of commuting Lm and L̄m as in (2.14), but now
m 2 Z and the generators obey the centrally extended algebra

[Lm,Ln] = (m� n)Lm+n +
c

12
m(m2 � 1)�m+n,0 , (3.12a)

[L̄m, L̄n] = (m� n) L̄m+n +
c̄

12
m(m2 � 1)�m+n,0 . (3.12b)

Highest weight representations of this algebra are built upon an eigenstate |h, h̄i of L0

and L̄0 that satisfies

Ln|h, h̄i = 0 , L̄n|h, h̄i = 0 when n > 0 . (3.13)

The carrier space of the representation is then spanned by the states

L�n1 · · · L�nk
L̄�n̄1 · · · L̄�n̄l

|h, h̄i (3.14)

with n1 � n2 � · · · � nk > 0 and a similar ordering for the n̄i > 0. As suggested by
the analysis in sect. 2.3, we will be interested in large values of h and h̄, for which these
representations are irreducible. In addition the standard hermiticity condition

(Lm)
† = L�m (3.15)

yields a scalar product on this space, allowing one to discuss unitarity.

As for the Poincaré case, one can define the new generators (2.17) and rewrite this
vector space in the basis (3.5), where M and s are the eigenvalues of P0 and J0 related to
h and h̄ by (2.21). The change of basis is again invertible because no Jn annihilates the
vacuum. Each representation of the conformal algebra is still specified by an analogue of
(2.23), where now each state is labelled by the quantum numbers ni, n̄j and the matrices
P(n) and J(n) also depend on the central charges c1 and c2 defined by

c1 = c� c̄ , c2 =
c+ c̄

`

. (3.16)

As before, only negative powers of ` enter P(n) via the highest-weight conditions (3.13)
written in the new basis: ✓

P±n ±
1

`

J±n

◆
|h, h̄i = 0 . (3.17)

A limit ` ! 1 performed at fixed M , s and c1, c2 (rather than e.g. at fixed h, h̄) then
gives the bms3 module that we built from scratch in sect. 3.2. Note, in particular, that
the highest-weight state (3.13) is mapped to the rest-frame state (3.4) in this limit. In
this sense a bms3 module is just a high-energy limit of the tensor product of two Virasoro
modules. Since Virasoro representations are irreducible for large h, it is reasonable to
expect that the same is true of bms3 modules.
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Ultrarelativistic limit

Matrix elements of Pn and Jn 

   comes from the “old" CFT HW conditions:


only negative powers of    appear: limit exists!

This change of basis is invertible because no Jn annihilate the vacuum. Each so(2, 2)
representation now takes the form

Pn|k, li =
X

k0,l0

P(n)
k0,l0; k,l(M, s, `)|k0

, l

0i , (2.23a)

Jn|k, li =
X

k0,l0

J(n)k0,l0; k,l(M, s)|k0
, l

0i (2.23b)

where P(n) and J(n) are infinite matrices and where only negative powers of ` appear in
(2.23a). These only arise because of the highest-weight conditions, which can be rewritten
as ✓

P±1 ±
1

`

J±1

◆
|h, h̄i = 0 , (2.24)

allowing to express the action of Pn in terms of the states |k, li. As a result, the matrix
elements P(n)

k0,l0; k,l and J(n)k0,l0; k,l have a well defined limit for ` ! 1. By computing the action
of the generators Pn and Jn on the Poincaré module spanned by (2.10), one obtains the
same outcome provided that the conformal weights scale as

h =
M`+ s

2
+ �+O(`�1), h̄ =

M`� s

2
+ �+O(`�1) , (2.25)

where � is an arbitrary parameter independent of `. In particular, the latter condition im-
plies that in the limit the sl(2,R) highest-weight conditions (2.24) turn into the rest-frame
conditions (2.7). Note also that the Poincaré Casimirs M2 and S take the values dictated
by the rest frame conditions. Moreover, in principle one could also define a scalar prod-
uct on Poincaré modules starting from the limit of the scalar product hh|(L1)m(L�1)n|hi.
This procedure will lead in general to a complicated non-diagonal quadratic form. We
already know, however, that the plane-wave basis (2.12) diagonalises it, thus appearing
as a natural alternative also from this vantage point.

Relation (2.25) shows that the flat limit defined via (2.17) can be interpreted as an
ultrarelativistic/high-energy limit from the viewpoint of AdS3. Poincaré modules are
thus remnants of so(2, 2) representations whose energy becomes large in the limit ` ! 1.
In sect. 3.4 we shall also discuss a di↵erent contraction from so(2, 2) to iso(2, 1), to be
interpreted as a non-relativistic limit giving rise to representations of the type discussed
in [25, 26].

3 Induced modules for the bms3 algebra

In this section, we remark that one can readily obtain representations of the bms3 algebra
by exploiting the induced module construction introduced in sect. 2.2. We then show
how one can move to a basis of supermomentum eigenstates by following analogous steps
to those that we reviewed for the Poincaré case. This basis then allows one to discuss
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uct on Poincaré modules starting from the limit of the scalar product hh|(L1)m(L�1)n|hi.
This procedure will lead in general to a complicated non-diagonal quadratic form. We
already know, however, that the plane-wave basis (2.12) diagonalises it, thus appearing
as a natural alternative also from this vantage point.

Relation (2.25) shows that the flat limit defined via (2.17) can be interpreted as an
ultrarelativistic/high-energy limit from the viewpoint of AdS3. Poincaré modules are
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(or equivalently as a CFT stress tensor) under superrotations. The corresponding repre-
sentation is then obtained by assuming the existence of a (quasi-)invariant measure on
the orbit and by building a Hilbert space of square-integrable wavefunctionals on that
orbit [19]. This Hilbert space admits a basis of eigenstates of the operators Pm, which
generalise plane waves of definite momentum, and that we will denote as |p('), si. Here
s 2 R is a spin label directly analogous to its Poincaré counterpart; BMS3 representations
with identical supermomentum orbits but di↵erent spins are mutually inequivalent.

Massive modules

An important class of representations is provided by supermomentum orbits that contain
a constant p(') = M � c2/24, where M > 0 is a mass parameter and c2 is the central
charge entering (3.1). This class contains e.g. the vacuum representation M = 0, that
accounts for all perturbative boundary excitations around the vacuum [20]. The Hilbert
space of any such representation contains a wavefunction |M, si that satisfies

P0|M, si = M |M, si , Pm|M, si = 0 for m 6= 0 , J0|M, si = s|M, si , (3.4)

i.e. which is a supermomentum eigenstate for the constant eigenvalue p(') = M � c2/24.
In analogy with (2.7), we will call |M, si the rest-frame state of the representation.

As in the Poincaré case, (3.4) defines a one-dimensional representation of the subalgebra
of (3.1) spanned by {Pn, J0, c1, c2}. This representation can be used to define an induced
bms3 module HM with basis vectors

Jn1Jn2 · · · JnN |M, si , (3.5)

where the ni’s are non-zero integers such that n1 � n2 � ... � nN . With this ordering,
states (3.5) with di↵erent combinations of ni’s are linearly independent within the uni-
versal enveloping algebra of bms3, and acting on them from the left with the generators
of the algebra provides linear operators on HM whose commutators coincide with (3.1).

It is again unclear, however, how to define from scratch a scalar product on the space
spanned by (3.5). Without scalar product one cannot look for null states to identify
reducible modules, and the operators (2.4) and (2.5) can no longer be used to check
irreducibility. Analogously to Poincaré, one can nevertheless consider the scalar product
inherited from the limit of representations of the conformal algebra or, more naturally,
reach a basis of supermomentum eigenstates. These states can be built (up to an irrelevant
phase) from the rest-frame wavefunctional as

|p('), si = U(!)|M, si , (3.6)
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Formulae used in Keynote

Pn |k1, . . . , kNÍ =
ÿ

kÕ
i

P(n)
kÕ

i; kj
(M, s, ¸) |kÕ

1, . . . , kÕ
NÍ (1)

Jn |k1, . . . , kNÍ =
ÿ

kÕ
i

J(n)
kÕ

i; kj
(M, s) |kÕ

1, . . . , kÕ
NÍ (2)

1

3.3 Ultrarelativistic limit of Virasoro modules

In analogy with the discussion in sect. 2.3, bms3 modules emerge as limits of irreducible
unitary representations of the local conformal algebra, which are built as tensor products
of irreducible Verma modules of the Virasoro algebra. We still denote the generators of
the local conformal algebra by two sets of commuting Lm and L̄m as in (2.14), but now
m 2 Z and the generators obey the centrally extended algebra

[Lm,Ln] = (m� n)Lm+n +
c

12
m(m2 � 1)�m+n,0 , (3.12a)

[L̄m, L̄n] = (m� n) L̄m+n +
c̄

12
m(m2 � 1)�m+n,0 . (3.12b)

Highest weight representations of this algebra are built upon an eigenstate |h, h̄i of L0

and L̄0 that satisfies

Ln|h, h̄i = 0 , L̄n|h, h̄i = 0 when n > 0 . (3.13)

The carrier space of the representation is then spanned by the states

L�n1 · · · L�nk
L̄�n̄1 · · · L̄�n̄l

|h, h̄i (3.14)

with n1 � n2 � · · · � nk > 0 and a similar ordering for the n̄i > 0. As suggested by
the analysis in sect. 2.3, we will be interested in large values of h and h̄, for which these
representations are irreducible. In addition the standard hermiticity condition

(Lm)
† = L�m (3.15)

yields a scalar product on this space, allowing one to discuss unitarity.

As for the Poincaré case, one can define the new generators (2.17) and rewrite this
vector space in the basis (3.5), where M and s are the eigenvalues of P0 and J0 related to
h and h̄ by (2.21). The change of basis is again invertible because no Jn annihilates the
vacuum. Each representation of the conformal algebra is still specified by an analogue of
(2.23), where now each state is labelled by the quantum numbers ni, n̄j and the matrices
P(n) and J(n) also depend on the central charges c1 and c2 defined by

c1 = c� c̄ , c2 =
c+ c̄

`

. (3.16)

As before, only negative powers of ` enter P(n) via the highest-weight conditions (3.13)
written in the new basis: ✓

P±n ±
1

`

J±n

◆
|h, h̄i = 0 . (3.17)

A limit ` ! 1 performed at fixed M , s and c1, c2 (rather than e.g. at fixed h, h̄) then
gives the bms3 module that we built from scratch in sect. 3.2. Note, in particular, that
the highest-weight state (3.13) is mapped to the rest-frame state (3.4) in this limit. In
this sense a bms3 module is just a high-energy limit of the tensor product of two Virasoro
modules. Since Virasoro representations are irreducible for large h, it is reasonable to
expect that the same is true of bms3 modules.
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Galilean limit

Alternative contraction conformal → bms3

3.4 Galilean limit of Virasoro modules

In this section we consider another possible group contraction, to be interpreted as a non-
relativistic limit of the conformal symmetry. This limiting procedure yields an infinite-
dimensional extension of the Galilean algebra known as Galilean conformal algebra or gca2
(see e.g. [25]), which is isomorphic to bms3. In spite of the algebras being isomorphic, the
representations that one obtains in the ultrarelativistic or Galilean limits are significantly
di↵erent. In particular, the Galilean contraction we are going to review generically leads
to non-unitary representations [25].

As in the previous section, the generators Ln and L̄n satisfy the algebra (3.12), and
we consider Virasoro highest-weight representations as in (3.13). In order to perform the
nonrelativistic limit we introduce a dimensionless contraction parameter ✏ and the new
generators

Mn ⌘ ✏

�
L̄n � Ln

�
, Ln ⌘ L̄n + Ln . (3.18)

We stress that the combinations of Lm’s appearing in this definition are di↵erent from
those of the ultrarelativistic contraction (2.17). In this basis the conformal algebra reads

[Lm, Ln] = (m� n)Lm+n +
cL

12
m(m2 � 1) �m+n,0 , (3.19a)

[Lm,Mn] = (m� n)Mm+n +
cM

12
m(m2 � 1) �m+n,0 , (3.19b)

[Mm,Mn] = ✏

2
⇣
(m� n)Lm+n +

cL

12
m(m2 � 1) �m+n,0

⌘
, (3.19c)

where the central charges are given by

cL = c̄+ c , cM = ✏ (c̄� c) . (3.20)

In the limit ✏ ! 0 one obtains an algebra isomorphic to (3.1).

We denote the eigenvalues of M0 and L0 on a highest-weight state |h, h̄i by

� = h̄+ h , ⇠ = ✏

�
h̄� h

�
, (3.21)

and we use them to label the state as |�, ⇠i. In terms of the operators (3.18) the highest-
weight conditions (3.13) become

Ln|�, ⇠i = 0 , Mn|�, ⇠i = 0 , n > 0 . (3.22)

Note that these constraints hold for any value of ✏, including the limit ✏ ! 0. One can
then consider the descendant states

|{li}, {mj}i = L�l1 . . . L�liM�m1 . . .M�mj |�, ⇠i , (3.23)

with l1 � . . . � li > 0 and m1 � . . . � mj > 0, and compute the matrix elements of the op-
erators Mn and Ln in this basis, by using the commutators (3.19). Only positive powers of

15

3.4 Galilean limit of Virasoro modules

In this section we consider another possible group contraction, to be interpreted as a non-
relativistic limit of the conformal symmetry. This limiting procedure yields an infinite-
dimensional extension of the Galilean algebra known as Galilean conformal algebra or gca2
(see e.g. [25]), which is isomorphic to bms3. In spite of the algebras being isomorphic, the
representations that one obtains in the ultrarelativistic or Galilean limits are significantly
di↵erent. In particular, the Galilean contraction we are going to review generically leads
to non-unitary representations [25].

As in the previous section, the generators Ln and L̄n satisfy the algebra (3.12), and
we consider Virasoro highest-weight representations as in (3.13). In order to perform the
nonrelativistic limit we introduce a dimensionless contraction parameter ✏ and the new
generators

Mn ⌘ ✏

�
L̄n � Ln

�
, Ln ⌘ L̄n + Ln . (3.18)

We stress that the combinations of Lm’s appearing in this definition are di↵erent from
those of the ultrarelativistic contraction (2.17). In this basis the conformal algebra reads

[Lm, Ln] = (m� n)Lm+n +
cL

12
m(m2 � 1) �m+n,0 , (3.19a)

[Lm,Mn] = (m� n)Mm+n +
cM

12
m(m2 � 1) �m+n,0 , (3.19b)

[Mm,Mn] = ✏

2
⇣
(m� n)Lm+n +

cL

12
m(m2 � 1) �m+n,0

⌘
, (3.19c)

where the central charges are given by

cL = c̄+ c , cM = ✏ (c̄� c) . (3.20)

In the limit ✏ ! 0 one obtains an algebra isomorphic to (3.1).

We denote the eigenvalues of M0 and L0 on a highest-weight state |h, h̄i by

� = h̄+ h , ⇠ = ✏

�
h̄� h

�
, (3.21)

and we use them to label the state as |�, ⇠i. In terms of the operators (3.18) the highest-
weight conditions (3.13) become

Ln|�, ⇠i = 0 , Mn|�, ⇠i = 0 , n > 0 . (3.22)

Note that these constraints hold for any value of ✏, including the limit ✏ ! 0. One can
then consider the descendant states

|{li}, {mj}i = L�l1 . . . L�liM�m1 . . .M�mj |�, ⇠i , (3.23)

with l1 � . . . � li > 0 and m1 � . . . � mj > 0, and compute the matrix elements of the op-
erators Mn and Ln in this basis, by using the commutators (3.19). Only positive powers of

15

3.4 Galilean limit of Virasoro modules

In this section we consider another possible group contraction, to be interpreted as a non-
relativistic limit of the conformal symmetry. This limiting procedure yields an infinite-
dimensional extension of the Galilean algebra known as Galilean conformal algebra or gca2
(see e.g. [25]), which is isomorphic to bms3. In spite of the algebras being isomorphic, the
representations that one obtains in the ultrarelativistic or Galilean limits are significantly
di↵erent. In particular, the Galilean contraction we are going to review generically leads
to non-unitary representations [25].

As in the previous section, the generators Ln and L̄n satisfy the algebra (3.12), and
we consider Virasoro highest-weight representations as in (3.13). In order to perform the
nonrelativistic limit we introduce a dimensionless contraction parameter ✏ and the new
generators

Mn ⌘ ✏

�
L̄n � Ln

�
, Ln ⌘ L̄n + Ln . (3.18)

We stress that the combinations of Lm’s appearing in this definition are di↵erent from
those of the ultrarelativistic contraction (2.17). In this basis the conformal algebra reads

[Lm, Ln] = (m� n)Lm+n +
cL

12
m(m2 � 1) �m+n,0 , (3.19a)

[Lm,Mn] = (m� n)Mm+n +
cM

12
m(m2 � 1) �m+n,0 , (3.19b)

[Mm,Mn] = ✏

2
⇣
(m� n)Lm+n +

cL

12
m(m2 � 1) �m+n,0

⌘
, (3.19c)

where the central charges are given by

cL = c̄+ c , cM = ✏ (c̄� c) . (3.20)

In the limit ✏ ! 0 one obtains an algebra isomorphic to (3.1).

We denote the eigenvalues of M0 and L0 on a highest-weight state |h, h̄i by

� = h̄+ h , ⇠ = ✏

�
h̄� h

�
, (3.21)

and we use them to label the state as |�, ⇠i. In terms of the operators (3.18) the highest-
weight conditions (3.13) become

Ln|�, ⇠i = 0 , Mn|�, ⇠i = 0 , n > 0 . (3.22)

Note that these constraints hold for any value of ✏, including the limit ✏ ! 0. One can
then consider the descendant states

|{li}, {mj}i = L�l1 . . . L�liM�m1 . . .M�mj |�, ⇠i , (3.23)

with l1 � . . . � li > 0 and m1 � . . . � mj > 0, and compute the matrix elements of the op-
erators Mn and Ln in this basis, by using the commutators (3.19). Only positive powers of

15

3.4 Galilean limit of Virasoro modules

In this section we consider another possible group contraction, to be interpreted as a non-
relativistic limit of the conformal symmetry. This limiting procedure yields an infinite-
dimensional extension of the Galilean algebra known as Galilean conformal algebra or gca2
(see e.g. [25]), which is isomorphic to bms3. In spite of the algebras being isomorphic, the
representations that one obtains in the ultrarelativistic or Galilean limits are significantly
di↵erent. In particular, the Galilean contraction we are going to review generically leads
to non-unitary representations [25].

As in the previous section, the generators Ln and L̄n satisfy the algebra (3.12), and
we consider Virasoro highest-weight representations as in (3.13). In order to perform the
nonrelativistic limit we introduce a dimensionless contraction parameter ✏ and the new
generators

Mn ⌘ ✏

�
L̄n � Ln

�
, Ln ⌘ L̄n + Ln . (3.18)

We stress that the combinations of Lm’s appearing in this definition are di↵erent from
those of the ultrarelativistic contraction (2.17). In this basis the conformal algebra reads

[Lm, Ln] = (m� n)Lm+n +
cL

12
m(m2 � 1) �m+n,0 , (3.19a)

[Lm,Mn] = (m� n)Mm+n +
cM

12
m(m2 � 1) �m+n,0 , (3.19b)

[Mm,Mn] = ✏

2
⇣
(m� n)Lm+n +

cL

12
m(m2 � 1) �m+n,0

⌘
, (3.19c)

where the central charges are given by

cL = c̄+ c , cM = ✏ (c̄� c) . (3.20)

In the limit ✏ ! 0 one obtains an algebra isomorphic to (3.1).

We denote the eigenvalues of M0 and L0 on a highest-weight state |h, h̄i by

� = h̄+ h , ⇠ = ✏

�
h̄� h

�
, (3.21)

and we use them to label the state as |�, ⇠i. In terms of the operators (3.18) the highest-
weight conditions (3.13) become

Ln|�, ⇠i = 0 , Mn|�, ⇠i = 0 , n > 0 . (3.22)

Note that these constraints hold for any value of ✏, including the limit ✏ ! 0. One can
then consider the descendant states

|{li}, {mj}i = L�l1 . . . L�liM�m1 . . .M�mj |�, ⇠i , (3.23)

with l1 � . . . � li > 0 and m1 � . . . � mj > 0, and compute the matrix elements of the op-
erators Mn and Ln in this basis, by using the commutators (3.19). Only positive powers of

15

What happens to highest-weight reps?
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We stress that the combinations of Lm’s appearing in this definition are di↵erent from
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We denote the eigenvalues of M0 and L0 on a highest-weight state |h, h̄i by
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and we use them to label the state as |�, ⇠i. In terms of the operators (3.18) the highest-
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|{li}, {mj}i = L�l1 . . . L�liM�m1 . . .M�mj |�, ⇠i , (3.23)
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Cool! We can define a scalar product using    


These reps are typically non-unitary and reducible


Ok for condensed matter applications but bad for gravity!

✏

2 appear due to (3.19c), while in contrast to the ultrarelativistic case the highest-weight
conditions (3.22) do not bring any power of ✏. The matrix elements also depend on the
central charges cL and cM of (3.20). In the limit ✏ ! 0 at �, ⇠, cL and cM fixed one finds
the same matrix elements that one would obtain by working directly with the gca2 algebra.

We stress that the highest-weight conditions (3.22) significantly di↵er from the rest-
frame conditions (3.13) that we obtained in the ultrarelativistic limit. Consequently, the
corresponding representations have very di↵erent features. In the Galilean case one can
readily define a scalar product by imposing the hermiticity conditions (Mm)† = M�m and
(Lm)† = L�m. This allows one to compute h{li}, {mj}|{lk}, {ml}i by taking advantage of
(3.22). One realises in this way that, in contrast with bms3 modules, these representations
are typically reducible and non-unitary [25].

4 Higher-spin modules in flat space

We now turn to the higher-spin analogue of the algebraic constructions described above.
For concreteness and simplicity we focus on the spin-3 extension of bms3 but our consid-
erations apply, mutatis mutandis, to other higher-spin extensions as well. We will start by
defining the quantum flat W3 algebra as an ultrarelativistic limit of W3 �W3, which will
produce a specific ordering of operators in the non-linear terms of the commutators. Sect.
4.2 will then be devoted to the construction of induced modules along the lines described
above for Poincaré and bms3, and we will see there that the ordering that emerges in the
ultrarelativistic limit may be seen as a normal ordering with respect to rest-frame con-
ditions. Along the way we will compare our results to those of the non-relativistic limit
described in [26], and we will see that the two limits lead to di↵erent quantum algebras.

4.1 Spin-3 extension of the bms3 algebra

One can add to the bms3 algebra two sets of generators Wn and Qn that transform under
superrotations as the modes of primary fields of conformal weight 3. This gives a non-
linear algebra that can be obtained as an İnönü-Wigner contraction of the direct sum of
two W3 algebras. This contraction has been discussed at the semiclassical level in [14,15]
and a Galilean limit of the quantum algebra has been considered in [26]. Here we are
interested instead in an ultrarelativistic limit of W3 � W3. The key di↵erence between
the Galilean and ultrarelativistic contractions is that the latter mixes generators with
positive and negative mode numbers, whereas the former does not. For linear algebras,
such as the Virasoro algebra for example, this does not pose a problem and thus the
two contractions yield isomorphic algebras. As soon as non-linear algebras are involved
in the contraction, however, Galilean and ultrarelativistic limits do not necessarily yield
isomorphic (quantum) algebras anymore.
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bms3 representation theory: key facts

The bms3 algebra can be recovered via two different contractions of the 
2D conformal algebra


The resulting algebra is the same, but the limit of highest-weight 
representations is very different


Ultrarelativistic (Carrollian) contraction: unitary induced representations


Non-relativistic (Galilean) contraction: non-unitary highest-weight representations


The latter representations are "easier" to handle: basis of recent 
developments


Holographic entanglement entropy


BMS bootstrap


BMS conformal blocks

Bagchi, Basu, Grumiller, Riegler (2014)

Bagchi, Gary, Zodinmawia (2016)

Hijano; Lodato, Merbis, Zodinmawia (2018)



More on the Λ→0 limit:
boundary conditions



Boundary conditions: AdS vs flat

The limit Λ→0 cannot be taken naively in Fefferman-Graham 
coordinates

2

I. INTRODUCTION

Even though quantum properties are still not completely understood [1, 2], on the classical and semi-classical level
asymptotically anti-de Sitter spacetimes in three dimensions constitute an extremely rich and well-studied framework:

1. As an early precursor to the AdS/CFT correspondence [3, 4], their symmetry algebra has been shown to consist
of two commuting copies of centrally non-extended Virasoro algebras with a central extension arising in the
Dirac bracket algebra of the canoncial generators [5]. The value of the central charges c± = 3l

2G has been used
to argue for a microscopic derivation of the Bekenstein-Hawking entropy of the black holes [6], independently
of the details of the underlying theory [7, 8].

2. The general solution to the equations of motion is known in closed form [9, 10] in Fe↵erman-Graham coordinates,
it includes spinning black holes [11], and all other solutions can be obtained from this 2 parameter family through
suitable coordinate transformations [12].

3. Additional control on holographic properties comes from the Chern-Simons formulation of three dimensional
anti-de Sitter gravity [13, 14] and the relation of Chern-Simons theories with conformal field theories on their
boundary [15–17]. In particular, the asymptotic dynamics has been understood from this point of view in [18, 19]
(see also [20]).

In view of these results, a valid strategy to get additional insight into holographic properties of gravitational
theories with vanishing cosmological constant [21–25] is to study in more detail asymptotically flat spacetimes in
three dimensions and their relation to the asymptotically anti-de Sitter case.

The symmetry algebra bms3 of asymptotically flat three dimensional spacetimes [26] involves both a supertrans-
lation and a superrotation sub-algebra, the latter being given by a centrally non-extended Virasoro algebra. The
Dirac bracket algebra of the surface charges has a central charge with value c = 3

G

between the superrotation and
supertranslation generators [27], which is related to the anti-de Sitter algebra through a suitable redefinition of the
generators followed by taking the cosmological constant to zero. Furthermore, using the three dimensional analog of
the four-dimensional Bondi-Metzner-Sachs (BMS) gauge [28, 29], the general solution to the equations of motion can
also be found in closed form [30]. It involves two arbitrary functions of one variable, exactly as in the anti-de Sitter
case. Finally, from the Chern-Simons point of view, some aspects of the boundary dynamics of flat space gravity have
been discussed in [31].

In this paper we study in detail the suitably modified Penrose limit that connects the general solution, symmetries
and surface charges of asymptotically AdS3 and Minkowski spacetimes in three dimensions.

The plan of the paper is as follows. In the next section, we briefly recall standard results on asymptotic symmetries,
solutions and charges in the anti-de Sitter case in Fe↵ermann-Graham coordinates and show that the limit l ! 1
cannot be performed in a straightforward way. In section III, we re-derive the anti-de Sitter results in the BMS gauge.
The procedure for taking the limit is explained in detail in section IV. In section V, we briefly discuss the simplest
geometries when only the zero modes are excited.

The flat limit from the point of view of the Chern-Simons formulation, including a non-relativistic bms3 invariant
Liouville theory, will be discussed elsewhere. More generally, the representation theory for bms3 needs to be studied
in more detail. An investigation using the fact that bms3 is isomorphic to gca2, a non-relativistic contraction of the
Virasoro algebra, can be found in [32–34].

II. SYMMETRIES, SOLUTIONS AND CHARGES IN THE FEFFERMAN-GRAHAM GAUGE

An asymptotically AdS3 metric in the spirit of Fe↵erman-Graham consists in a metric ansatz

ds2 =
l2

⇢2
d⇢2 + g

AB

(⇢, x)dxAdxB , (1)

where the negative cosmological constant is ⇤ = �1/l2. The Einstein equations of motion then imply in particular
that

g
AB

= ⇢2�̄
AB

+O(1), (2)

and we take for simplicity �̄
AB

= ⌘
AB

= diag(�1, 1), the flat metric on the cylinder xA = ( t
l

,�) in what follows. It
will also be useful to use light-cone coordinates x± = t

l

± �.

The limits of a spacetime may depend on the coordinates

To describe the limit Λ→0 one has to change gauge


BMS gauge:


Fluid/gravity gauge:
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fixing is independent of the presence of a cosmological constant, we can choose the three dimensional analog of the
BMS gauge for both asymptotics. This can be done by making the following metric ansatz in terms of coordinates
u, r,�,

ds2 = e2�
V

r
du2 � 2e2�dudr + r2(d�� Udu)2, (20)

for three arbitrary functions �, V, U . For instance, defining the retarded time u through t = u+ l arctan r

l

, the AdS3

metric in global coordinates,

ds2 = �
⇣
1 +

r2

l2

⌘
dt2 +

⇣
1 +

r2

l2

⌘�1
dr2 + r2d�2, (21)

is of the form (20) with � = 0 = U , V

r

= � r

2

l

2 � 1. Furthermore, the limit l ! 1 can be safely taken and yields
Minkowski spacetime, as desired.

Assuming that � = o(1) = U , the Einstein equations of motion imply in particular that

V

r
= �r2

l2
+O(1), � = O(r�1), U = O(r�2). (22)

Infinitesimal transformations that keep the gauge fixed form (20) invariant are generated by vector fields ⇠µ such that

L
⇠

g
rr

= 0 = L
⇠

g
r�

= L
⇠

g
��

, (23)

and are explicitly given by

⇠u = f, ⇠� = Y � @
�

f

Z 1

r

dr0 r0
�2

e2� , ⇠r = �r(@
�

⇠� � U@
�

f), (24)

where @
r

f = @
r

Y = 0. When requiring in addition that the fall-o↵ conditions (22) be preserved,

L
⇠

g
ur

= O(r�1), L
⇠

g
u�

= O(1), L
⇠

g
uu

= O(1). (25)

the additional conditions are

@
u

f = @
�

Y, @
u

Y =
1

l2
@
�

f, (26)

and hence

f =
l

2
(Y + + Y �), Y =

1

2
(Y + � Y �), (27)

where now x± = u

l

± �, and Y ± = Y ±(x±) are arbitrary functions of their arguments. It now follows that (4),
or equivalently (5), also hold in the BMS gauge: the spacetime vectors (24) form a representation of the conformal
Lie algebra on an asymptotically AdS3 spacetime defined through (20) and (22) when equipped with the modified
bracket.

In the gauge (20) assuming furthermore that � = o(1) = U , the most general solution to the Einstein equations
G

↵�

= l�2g
↵�

is easily worked out. One finds

� = 0, U = �r�2N ,
V

r
= �r2

l2
+M� r�2N 2, (28)

or equivalently

ds2 =

✓
�r2

l2
+M

◆
du2 � 2dudr + 2Ndud�+ r2d�2, (29)

where @
r

M = 0 = @
r

N . In addition,

@
u

M =
2

l2
@
�

N , 2@
u

N = @
�

M, (30)

obtain the fluid densities # and c in terms of two arbitrary chiral functions

# =
e2w

4pG

 
`+
x

+ x`� � 3 (∂+x)2

4x

3 +
∂

2
+x

2x

2 +
(∂�x)2

4x

� ∂

2
�x

2

!
, (3.10)

c =
e2w

4pG

 
� `+

x

+ x`� +
3 (∂+x)2

4x

3 � ∂

2
+x

2x

2 +
(∂�x)2

4x

� ∂

2
�x

2
+

∂+x∂�x

x

2 � ∂+∂�x

x

!
. (3.11)

Gathering these data inside (3.1) provides the most general locally AdS three-dimensional
spacetime with curved conformal boundary. The conformal factor exp2w plays actually no
role because, as one readily sees from the above expressions, it can be reabsorbed with the
redefinition of r into r expw, bringing (3.1) to its flat-boundary form.19 As we will shortly
see, the arbitrary function x(x+, x�) is more insidious regarding the charges.

We could proceed and display similar expressions in the Randers–Papapetrou boundary
frame, describing the general locally anti-de Sitter spacetimes in terms of the three geomet-
ric data W(t, x), bx(t, x) and axx = a(t, x), and whatever integration functions would appear
in the process of solving the hydrodynamic equations (3.7). Usually, this resolution cannot
be conducted explicitly as it happens in light-cone coordinates, and we end up with an im-
plicit description of the bulk metric. We should quote here that a specific example of curved
boundary20 was investigated in Ref. [34], outside of the fluid/gravity framework, and the
output agrees with our general results. We should also stress, following the discussion of
footnote 18, that the Randers–Papapetrou boundary frame produces in (3.1) order-r dtdx
components absent in the BMS gauge.

3.2 Ricci-flat

Our starting point is the finite derivative expansion of an asymptotically AdS3 spacetime,
Eq. (3.1). The fundamental question is whether the latter admits a smooth zero-k limit.

We have implicitly assumed that the Randers–Papapetrou data of the two-dimensional
pseudo-Riemannian conformal boundaryI associated with the original Einstein spacetime,
a, b and W, remain unaltered at vanishing k, providing therefore directly the Carrollian data
for the new spatial one-dimensional boundary S emerging at I +. Following again the
detailed analysis performed in [18], we can match the various two-dimensional Riemannian
quantities with the corresponding one-dimensional Carrollian ones:

u = �k2 (Wdt � (bx + bx)dx) + O
⇣

k4
⌘

, ⇤u = k
p

a dx + O
�
k3� (3.12)

19This should be contrasted with the more intricate situation regarding this conformal factor inside the analo-
gous formula in Fefferman–Graham gauge, Eq. (2.21) of Ref. [19].

20In that case W = exp2b, bx = 0, a = 1 and, in our language, the fluid velocity would have been u = �k2e2bdt,
i.e. comoving.
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and
Q = q + O

�
k2� ,

a = k2 (jx + gx)dx + O
�
k4� ,

A = qWdt + (ax + dx)dx + O
�
k2� ,

(3.13)

where the left-hand-side quantities are Riemannian, and the right-hand-side ones Carrollian
(see (2.82), (2.83), (2.85), (2.92), (2.93)).

The closed form (3.1) is smooth at zero k. In this limit the metric reads:

ds2
flat =� 2 (Wdt � bbb � b

b

b) (dr + r (jjj +g

g

g + q (Wdt � bbb � b

b

b)))

+ r2d`2 + 8pG (Wdt � bbb � b

b

b) (# (Wdt � bbb � b

b

b)�p

p

p) ,
(3.14)

Here d`2, W, bbb = bxdx, j

j

j = jxdx and q are the Carrollian geometric objects introduced ear-
lier. The bulk Ricci-flat spacetime is now dual to a Carrollian fluid with kinematics captured
in b

b

b = bxdx and g

g

g = gxdx, energy density # (zero-k limit of the corresponding relativistic
function), and heat current p

p

p = pxdx (obtained in Eqs.(2.99), (2.100) and (2.101)).
For the fluid under consideration, there is also a pair of Carrollian stress tensors originat-

ing from the anomaly (3.2). Using expressions (2.98) and (2.103), we can determine tS and
tX, and Eqs. (2.104) provide in turn the Carrollian stress:

Sx
x = � 1

4pG

✓
q

2 +
1
W

∂tq

◆
, Xx

x =
1

4pG

✓�
r̂x + jx

�
j

x � b

b

b

2
✓

q

2 +
1
W

∂tq

◆◆
. (3.15)

This is the Carrollian emanation of the relativistic conformal anomaly.
Expression (3.14) will grant by construction an exact Ricci-flat spacetime provided the

conditions under which (3.1) was Einstein are fulfilled in the zero-k limit. These are the
set of Carrollian hydrodynamic equations (2.106), (2.107), (2.108) and (2.109), with Carrol-
lian power and force densities e, f , gx, hx obtained using their definition (2.105) and the
expressions of f

µ

displayed in (3.6). Equations (2.107) and (2.109) are automatically satisfied,
whereas (2.106) and (2.108) lead to21

8
><

>:

1
W
D̂t# +

1
4pG

✓
sx

2
W
D̂tb

x + bx
1
W
D̂tsx + D̂ xsx

◆
= 0,

D̂x# � bx

W
D̂t# +

1
W
D̂t (px + 2#bx) = 0

(3.16)

with sx given in (2.95). The unknown functions, which bear the fluid configuration, are
#(t, x), px(t, x) and bx(t, x). These cannot be all determined by the two equations at hand.
Hence, there is some redundancy, originating from the relativistic fluid frame invariance –
responsible e.g. for the arbitrariness of x(x+, x�) in the description of AdS spacetimes using

21We remind that Weyl–Carroll covariant derivatives are defined in Eqs. (2.87), (2.88), (2.89) and (2.90). Here
#, b

x, px and sx have weights 2, 1, 1 and 3. For example D̂xsx = r̂xsx + 2jxsx = 1p
a ∂̂x(

p
a sx) + 2jxsx.
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Q

+
s

= 3
2

⁄

I +
T (z, z̄)ˆ

u

(Dz)3
B

zzz

“

zz̄

d

2
zdu

ds

2 = 2
k

2 u (dr + rA) + r

2
ds

2
(2) + 8fiG

k

4 u (‘ u + ‰ ú u)

3

→ ∞ ?

{ → well defined flat limit
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The Λ→0 limit for higher spins



Asymptotic symmetries reloaded 

AdS3 Chern-Simons connection:

”› Ïµ‹fl = 3
3

g⁄(µ g‹|‡ ≠ 1
3 g⁄‡ g(µ‹|

4
Ò|fl) ›
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Ï
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fl‡

I
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⁄·
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+ 2 gfl(µ| g
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vanish when the constraints Fij = 0 are imposed. The transformations generated by a

G(Λ) with Λ such that Q(Λ) is non-zero, are not true gauge transformations, but rather

global symmetries which transform physically inequivalent configurations into each other.

This is also the origin of the infinitely many boundary degrees of freedom.

After gauge fixing and solving the constraints, the Q(Λ) define the global charges of the

CS theory. They generate global symmetries by acting on a generic phase-space functional

F as

δΛF = {Q(Λ), F} , (3.8)

and they satisfy the same algebra as the G(Λ), i.e.

{Q(Λ), Q(Γ)} = Q([Λ,Γ]) +
k

2π

∫

∂Σ
dxi tr(Λ ∂iΓ) , (3.9)

but now the brackets are Dirac brackets on the reduced phase space.

We now present a set of boundary conditions which ensure the differentiability of the CS

action and a gauge-fixing procedure that will play a crucial role in the following. To select

the boundary conditions it is convenient to introduce light cone coordinates x± = t
l ± θ,

where t parameterises the time direction while θ parameterises the circle at the boundary.

Eq. (3.1) becomes

δSCS

∣∣
boundary

= − k

4π

∫

R×S1

dx+dx− tr
(
A+δA− − A−δA+

)
. (3.10)

This vanishes if we impose

A− = 0 at the boundary. (3.11)

We shall later see that this choice can also be motivated from the gravity description: for

instance, all black hole solutions and whatever is generated from them by the action of

asymptotic Killing vectors/tensors satisfy this condition.

Let us now assume that the constant time slices Σ have the topology of a disc, which

we parameterise by a radial coordinate ρ and the previous angle variable θ. To fix the

gauge, we choose a function b(ρ) with values in the group G and we set

Aρ = b−1(ρ) ∂ρ b(ρ) . (3.12)

This choice is always possible. Assume we start with a gauge field A′, and we want to

perform a gauge transformation U to bring it to the form (3.12),

U−1A′
ρ U + U−1∂ρU = b−1∂ρb . (3.13)

We write U = U ′b, and from (3.13) we obtain

∂ρU
′ = −A′

ρ U ′ , (3.14)

which can be solved by a path-ordered exponential,

U = Pe−
R ρ

A′

ρdρ′U0b . (3.15)
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  sl(3,R) algebra:
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Spin-3 extension of the conformal algebra
Ultrarelativistic contraction

The quantum W3 algebra is spanned by two sets of generators Lm and Wm (m 2 Z)
whose commutation relations read

[Lm, Ln] = (m� n)Lm+n +
c

12
(m3 �m) �m+n, 0 , (4.1a)

[Lm, Wn] = (2m� n)Wm+n , (4.1b)

[Wm, Wn] = (m� n)(2m2 + 2n2 �mn� 8)Lm+n +
96

c+ 22
5

(m� n) :LL :m+n

+
c

12
(m2 � 4)(m3 �m) �m+n, 0 , (4.1c)

with the usual normal ordering prescription9

:LL :m =
X

p��1

Lm�pLp +
X

p<�1

LpLm�p �
3

10
(m+ 3)(m+ 2)Lm . (4.2)

The standard hermiticity conditions on the generators of this algebra are

(Wm)
† = W�m (4.3)

together with (3.15); these conditions must hold in any unitary representation of the W3

algebra.

We consider a direct sum W3 � W3 where the generators and the central charge of
the other copy of W3 will be denoted with a bar on top (L̄m, W̄m and c̄). Introducing a
length scale ` (to be interpreted as the AdS3 radius), we define new generators Pm and
Jm as in (2.17) together with

Wm ⌘ Wm � W̄�m, Qm ⌘ 1

`

�
Wm + W̄�m

�
. (4.4)

We also define central charges c1 and c2 as in (3.16). In the limit ` ! 1, and provided
the central charges scale in such a way that both c1 and c2 be finite, one finds that Jm

and Pm satisfy the brackets (3.1) and

[Jm, Wn] = (2m� n)Wm+n , [Jm, Qn] = (2m� n)Qm+n , (4.5a)

[Pm, Wn] = (2m� n)Qm+n , [Pm, Qn] = 0 . (4.5b)

9The term linear in Lm ensures that the resulting normal-ordered operator :LL :m is quasi-primary
with respect to the action of Lm’s.
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Here pµ can be any momentum belonging to the orbit with mass M , provided one chooses
properly the Lorentz parameter ⇤ as in (2.9). Such plane wave states can be normalised
so that

h pµ, s | qµ, s i = �µ(p, q) , (2.12)

where �µ is the Dirac distribution associated with the Lorentz-invariant measure

dµ(q) =
dq1dq�1

2i
p
M

2 + q1q�1

. (2.13)

In mapping the rest-frame state onto the states |pµ, si we applied finite Lorentz trans-
formations, so that we secretly brought the discussion back to the group-theoretic level.
Nevertheless, to perform the “change of basis” from states of the form (2.10) to eigen-
states of momentum, one does not need to control the full group structure; rather, it
su�ces to ensure that the boost (2.8) is well defined and that one can define a measure
on the momentum orbit such that (2.12) is satisfied (see e.g. [19] for more details). The
states obtained by acting with boosts on |M, si can then be seen as infinite linear combi-
nations of states (2.10). Unitarity finally follows from the fact that plane waves form an
orthonormal basis of the Hilbert space (cf. eq. (2.12)).

2.3 Ultrarelativistic limit of sl(2,R) modules

In addition to being convenient for generalisations to infinite-dimensional extensions of
the Poincaré algebra, Poincaré modules can be seen to arise as a limit of unitary rep-
resentations of the AdS3 isometry algebra, namely so(2, 2). Owing to the isomorphism
so(2, 2) ⇠= sl(2,R)� sl(2,R), the generators of this algebra can be divided in two groups,
Lm and L̄m with m = �1, 0, 1, and their Lie brackets read

[Lm,Ln] = (m� n)Lm+n , [L̄m, L̄n] = (m� n) L̄m+n . (2.14)

As in (2.1) our conventions are such that this is a basis of the complexification of sl(2,R),
so that real sl(2,R) matrices are linear combinations i xmLm with (xm)⇤ = x�m. In
particular, in any unitary representation the operators representing the generators Lm

and L̄m must satisfy the hermiticity conditions

(Lm)
† = L�m , (L̄m)

† = L̄�m . (2.15)

In terms of these basis elements the quadratic Casimir of each copy of sl(2,R) reads

C = L2
0 �

1

2
(L1L�1 + L�1L1) . (2.16)

The Poincaré algebra (2.1) can be recovered from an İnönü-Wigner contraction of (2.14)
by introducing a lenght scale ` (to be identified with the AdS radius) and by defining the
new generators

Pm ⌘ 1

`

�
Lm + L̄�m

�
, Jm ⌘ Lm � L̄�m . (2.17)
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Spin-3 extension of bms3

Non-linearities survive in the limit!

The remaining brackets involving higher-spin generators are

[Wm, Wn] = (m� n)(2m2 + 2n2 �mn� 8)Jm+n +
96

c2
(m� n)⇤m+n

� 96 c1
c

2
2

(m� n)⇥m+n +
c1

12
(m2 � 4)(m3 �m) �m+n, 0 , (4.5c)

[Wm, Qn] = (m� n)(2m2 + 2n2 �mn� 8)Pm+n +
96

c2
(m� n)⇥m+n

+
c2

12
(m2 � 4)(m3 �m) �m+n, 0 , (4.5d)

[Qm, Qn] = 0 , (4.5e)

where we have introduced the following notation for non-linear terms:

⇥m ⌘
1X

p=�1
Pm�pPp , ⇤m ⌘

1X

p=�1
(Pm�pJp + Jm�pPp) . (4.6)

One can check that with this definition the algebra (3.1), (4.5) satisfies Jacobi identities.
We will call this algebra the (quantum) flat W3 algebra. In any unitary representation,
its generators satisfy the hermiticity conditions

(Qm)
† = Q�m , (Wm)

† = W�m . (4.7)

supplemented with (2.2) for m 2 Z.

The expressions (4.6) for the quadratic terms follow from the identities

:LL :m + : L̄L̄ : �m =
`

2

2
⇥m +O(`) , (4.8a)

:LL :m � : L̄L̄ : �m =
`

2
⇤m +O(1) . (4.8b)

Note, in particular, that both the linear term in (4.2) and the mixing between positive
and negative modes in (2.17)-(4.4) are necessary to reorganize the sum of quadratic terms
with the precise order of (4.6). We shall see in sect. 4.2 that (4.6) can be considered as a
normal-ordered polynomial with respect to our definition of the vacuum.

Galilean contraction

By contrast, a Galilean contraction ofW3�W3 can be obtained by defining central charges
cL and cM as in (3.20), introducing new generators Mm and Lm as in (3.18) and writing

Qm ⌘ ✏

�
W̄m �Wm

�
, Wm ⌘ W̄m +Wm . (4.9)

In the limit ✏ ! 0 one obtains brackets of the same form as in (4.5) after the substitutions
Jm ! Lm, Pm ! Mm and c1 ! cL, c2 ! cM . However, there are two important
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Limit           : bms3 algebra plus…

3.3 Ultrarelativistic limit of Virasoro modules

In analogy with the discussion in sect. 2.3, bms3 modules emerge as limits of irreducible
unitary representations of the local conformal algebra, which are built as tensor products
of irreducible Verma modules of the Virasoro algebra. We still denote the generators of
the local conformal algebra by two sets of commuting Lm and L̄m as in (2.14), but now
m 2 Z and the generators obey the centrally extended algebra

[Lm,Ln] = (m� n)Lm+n +
c

12
m(m2 � 1)�m+n,0 , (3.12a)

[L̄m, L̄n] = (m� n) L̄m+n +
c̄

12
m(m2 � 1)�m+n,0 . (3.12b)

Highest weight representations of this algebra are built upon an eigenstate |h, h̄i of L0

and L̄0 that satisfies

Ln|h, h̄i = 0 , L̄n|h, h̄i = 0 when n > 0 . (3.13)

The carrier space of the representation is then spanned by the states

L�n1 · · · L�nk
L̄�n̄1 · · · L̄�n̄l

|h, h̄i (3.14)

with n1 � n2 � · · · � nk > 0 and a similar ordering for the n̄i > 0. As suggested by
the analysis in sect. 2.3, we will be interested in large values of h and h̄, for which these
representations are irreducible. In addition the standard hermiticity condition

(Lm)
† = L�m (3.15)

yields a scalar product on this space, allowing one to discuss unitarity.

As for the Poincaré case, one can define the new generators (2.17) and rewrite this
vector space in the basis (3.5), where M and s are the eigenvalues of P0 and J0 related to
h and h̄ by (2.21). The change of basis is again invertible because no Jn annihilates the
vacuum. Each representation of the conformal algebra is still specified by an analogue of
(2.23), where now each state is labelled by the quantum numbers ni, n̄j and the matrices
P(n) and J(n) also depend on the central charges c1 and c2 defined by

c1 = c� c̄ , c2 =
c+ c̄

`

. (3.16)

As before, only negative powers of ` enter P(n) via the highest-weight conditions (3.13)
written in the new basis: ✓

P±n ±
1

`

J±n

◆
|h, h̄i = 0 . (3.17)

A limit ` ! 1 performed at fixed M , s and c1, c2 (rather than e.g. at fixed h, h̄) then
gives the bms3 module that we built from scratch in sect. 3.2. Note, in particular, that
the highest-weight state (3.13) is mapped to the rest-frame state (3.4) in this limit. In
this sense a bms3 module is just a high-energy limit of the tensor product of two Virasoro
modules. Since Virasoro representations are irreducible for large h, it is reasonable to
expect that the same is true of bms3 modules.
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this sense a bms3 module is just a high-energy limit of the tensor product of two Virasoro
modules. Since Virasoro representations are irreducible for large h, it is reasonable to
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yields a scalar product on this space, allowing one to discuss unitarity.

As for the Poincaré case, one can define the new generators (2.17) and rewrite this
vector space in the basis (3.5), where M and s are the eigenvalues of P0 and J0 related to
h and h̄ by (2.21). The change of basis is again invertible because no Jn annihilates the
vacuum. Each representation of the conformal algebra is still specified by an analogue of
(2.23), where now each state is labelled by the quantum numbers ni, n̄j and the matrices
P(n) and J(n) also depend on the central charges c1 and c2 defined by
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A limit ` ! 1 performed at fixed M , s and c1, c2 (rather than e.g. at fixed h, h̄) then
gives the bms3 module that we built from scratch in sect. 3.2. Note, in particular, that
the highest-weight state (3.13) is mapped to the rest-frame state (3.4) in this limit. In
this sense a bms3 module is just a high-energy limit of the tensor product of two Virasoro
modules. Since Virasoro representations are irreducible for large h, it is reasonable to
expect that the same is true of bms3 modules.
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Higher-spin modules

Representations as for bms3 and Poincaré


Introduce a rest-frame state


Build the vector space which carries the representation as


No problems with non-linearities (construction based on the 
universal enveloping algebra)

Construction compatible with normal ordering:


.


Not true if one uses “Galilean" highest-weight reps!

The definition of the flat W3 vacuum allows us to interpret the quadratic terms in
(4.6) as being normal-ordered. Indeed, the expectation value of the operators ⇥n and ⇤n

vanishes on the vacuum |0i:

h0|⇥n|0i = h0|⇤n|0i = 0. (4.19)

By contrast, for a highest-weight vacuum of the type (3.22) one obtains non-vanishing
expectation values. Thus the additional non-linear structure introduced by higher spins
stresses once more that the natural representations to be considered in the ultrarelativistic
limit are the induced ones discussed above, rather than the highest-weight ones of [25,26].

These considerations appear to be a robust feature of “flat W algebras”. Ultrarela-
tivistic contractions of WN �WN algebras always take the form

“flat WN” = WN Aad (WN)Ab (4.20)

and therefore contain an Abelian ideal. In addition the structure constants of the non-
linear terms are always proportional to inverse powers of the central charge. Indeed, for
a non-linear operator of nth order the structure constants for large c are proportional to

1
cn�1 . When expanding them in powers of the contraction parameter `, this implies that
the leading term is proportional to `

1�n thanks to (3.16). In order to obtain a finite
result, it is thus necessary that the resulting non-linear operator consists of at least n� 1
Abelian generators. Terms of this kind always have a vanishing expectation value on our
rest-frame vacuum, although the precise ordering in the polynomial should be fixed by
other means, e.g. by defining the algebra via a contraction of the quantum algebra or by
imposing Jacobi identities.

5 Conclusion

In this work we have seen how induced representations of groups can be recovered from
induced modules of Lie algebras. When applied to bms3 and its higher-spin extensions,
this approach confirms and expands the prescription previously described in [22]. Each
such module consists of a rest-frame state and of its “descendants” obtained by acting
with all superrotation generators. It provides an explicit irreducible unitary representa-
tion of the corresponding symmetry algebra. It can also be seen as a high-energy, high
central charge limit of highest weight representations of direct sums of Virasoro or W
algebras.

This approach has also allowed us to discuss the di↵erences between ultrarelativistic
and Galilean limits of Virasoro/W representations. As argued above, the ultrarelativis-
tic limit always produces unitary induced modules, while the Galilean limit generically
produces non-unitary highest-weight representations. In fact, higher-spin considerations
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representation. This proposal was tested in [22], for arbitrary spin, by matching suitable
products of one-loop higher-spin partition functions with group characters derived using
the Frobenius formula that follows from the orbit construction. In the remainder of this
section we investigate the algebraic counterpart of that proposal.

Massive modules

We focus on orbits that contain a constant extended supermomentum p(') = M � c2/24,
q(') = q0. The Hilbert space of the corresponding representation then contains a plane
wave state |M, q0i that satisfies

Pm|M, q0i = 0 , Qm|M, q0i = 0 for m 6= 0 , (4.12a)

and is an eigenstate of zero-mode charges:

P0|M, q0i = M |M, q0i , J0|M, q0i = s|M, q0i , (4.12b)

Q0|M, q0i = q0|M, q0i , W0|M, q0i = w|M, q0i . (4.12c)

Here M and s are the mass and spin labels encountered earlier, while q0 and w are their
spin-3 counterparts. As before we will call |M, q0i the rest-frame state of the representa-
tion.

The conditions (4.12) define a one-dimensional representation of the subalgebra spanned
by {Pm, Qm, J0,W0}. They can be used to define an induced module HM,q0 with basis
elements

Wk1 · · ·WkmJl1 · · · Jln |M, q0i , (4.13)

where k1 � · · · � km and l1 � · · · � ln are non-zero integers. This provides an explicit
representation of the quantum flat W3 algebra. Note that the presence of non-linearities
in the commutators (4.5) does not a↵ect the construction of the induced module, which
involves the universal enveloping algebra anyway.

As in the previous examples, the basis (4.13) is very useful to prove the existence of a
given representation, but not very illuminating if one wants to understand its properties.
Following our mantra, we thus move to a basis of eigenstates of supermomentum by acting
on the rest-frame state as

|p('), q(')i = U(!,⌦)|M, q0i , (4.14)

where

U(!,⌦) = exp

 
i

X

n2Z⇤

(!nJn + ⌦nWn)

!
with !

⇤
n = !�n, ⌦

⇤
n = ⌦�n (4.15)

is a unitary operator implementing a finite higher-spin superrotation. The complex co-
e�cients !n and ⌦n can be interpreted as the Fourier modes of the tensor fields !(')@'
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Boundary conditions for spin 3 in D = n+2

Boundary conditions 
in any dimension:

Minkowski background:

Bondi-like “gauge”:

n = dimension of 
the celestial sphere

Let us stress that in close parallel to the low-spin case, also for spin s we obtain from the

first line Weinberg’s factorization theorem for a spin-s soft particle, while the remaining

terms encode subleading corrections, whose detailed analysis we postpone to future work.

6 Higher-spin superrotations: the spin-3 example

In Section 3 we identified asymptotic symmetries that su�ce to recover Weinberg’s factori-

sation theorem from the associated Ward identities. In this section we show that the full

set of residual gauge transformations leaving the boundary conditions invariant is actually

much larger. Indeed, the additional symmetries are generated by a number of holomorphic

and antiholomorphic functions, thus generalising the local infinite-dimensional enhance-

ment of the Lorentz algebra observed in gravity [13, 14]. For simplicity, we illustrate this

phenomenon by focussing on a field of spin three. We generalise the Bondi-like gauge of

Section 3.1 and the analysis of asymptotic symmetries to any number of space-time dimen-

sions. This approach allows to better appreciate how the infinite-dimensional enhancement

appears to be a peculiarity of four-dimensional Minkowski space.

6.1 Boundary conditions reloaded

We parameterise the Minkowski background as follows:

ds

2 = � du

2 � 2dudr + r

2

�ij(x
k)dxidxj , (6.1)

where �ij denotes the metric on the unit celestial sphere of dimension n. The key of the

Bondi-like gauge proposed in Section 3.1 lies in the choices

'r↵� = 0 , g

⌫⇢
'µ⌫⇢ = 0 . (6.2)

The number of conditions that one imposes in this way is the same as in the transverse-

traceless gauge, which is reachable on shell for any value of the spin. Therefore we as-

sume that the conditions (6.2) can be imposed for any n on field configurations satisfying

Fronsdal’s equations asymptotically (as the gravity Bondi gauge does) and that possible

deviations are suppressed at null infinity so as to become irrelevant for the analysis of

asymptotic symmetries.5

The power-like radial dependence of the remaining components — specified in (3.7)

when the dimension of space-time is equal to four, that is for n = 2 — is such that 'uuu

shares the same leading exponent as the one of the deviation huu from the background

metric in gravity, while the other leading exponents grow by one unity for any additional

angular index on the celestial sphere. As shown in Section 4, these conditions guarantee

that the fields satisfy the linearised equations of motion at leading order. Following the

5Equivalently, as discussed in section 3.1, (6.2) can be considered as the result of a complete fixing of

the ordinary gauge symmetry not a↵ecting the physical state of the system.
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Higher-spin super-translations & -rotations

Residual “gauge” symmetry fix instead the dependence on u. All in all, the previous constraints, together with the

constraint gµ⌫✏µ⌫ = 0, are satisfied by
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Before presenting the corresponding radial components, let us stress that the key point of

the whole analysis is that the residual symmetry is parameterised by the tensors T (xk),

⇢

i(xk) and K

ij(xk) defined on the celestial sphere. They appear at O(r0u0) respectively

in ✏

uu, ✏ui and ✏

ij and they must satisfy some di↵erential constraints that will be specified

below. The combinations T ij
A (K), U ij

A (⇢) and V ij
2

(T ) — where the subscript denotes the

order of the di↵erential operators involved — are instead displayed in Appendix B. The

tensors T , ⇢i and K

ij completely specify also the radial components of the gauge parameter

as follows:
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where Ai(K) and Bi(⇢) are given in Appendix B.
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Asymptotic symmetries generated by T, 𝜌i and Kij with
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Asymptotic symmetries generated by T, 𝜌i and Kij with
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Comparison with Chern-Simons

All B(l), Ui(l) and Vij(l) are fixed in terms of Cijk,                    
while M, Ni and Pij are "integration constants”


Apparently, there are many more ingredients than in the 
Chern-Simons computation


In 3D, however, "radiation" become subleading, Ni has 
only one independent component and Pij vanishes

Eventually one recovers the same boundary conditions as in 
the Chern-Simons theory!
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the equation Fruu = 0 does not impose any constraint on the triple divergence of C(0). As a result,
the equations fixing the dependence on u of B(0), U(1) and V(2) are slightly modified as follows:

B(0) = M+
1
6

D · D · D · C(0) , (119a)

Ui
(1) = Ni +

u
4

∂iM� 1
24

Z u

�•
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h

(D � 1) D · D · Ci
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i

, (119b)

Vij
(2) = Pij +

u
5
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D(i Nj) � gijD · N
⌘

+
u2

40

⇣

D(iDj)M� gij DM
⌘

+ · · · . (119c)

M, Ni and Pij are arbitrary functions of xi as in Equation (115) while in (119c) we omitted the integrals
that are obtained by the substitution of the previous formulae in the differential Equation (116),
which is not modified even when n = 2. In analogy with the spin-two case, the additional
terms in D · D · D · C(0) will be instrumental in building the charges associated with the spin-three
generalisations of supertranslations and superrotations identified in [1].

When n = 1, the radiation branch becomes again subleading with respect to the Coulomb-type
one in juuu. Moreover, fields of spin greater than one do not propagate local degrees of freedom in three
dimensions. It is therefore natural to ignore the radiation branch and work with boundary conditions
that only encompass Coulomb-type solutions of the equations of motion. The only non-vanishing
components of the field in the Bondi gauge (106) are

juuu = M(f) +O(r�1) , juuf

= N (f) +
u
3

∂

f

M(f) +O(r�1) , (120)

where f denotes again the angular coordinate on the circle at null infinity and we already included the
constraints on the leading terms imposed by the equations of motion. The same conditions on the field
j

µnr

have been previously obtained in [53,54] by translating boundary conditions proposed in the
Chern–Simons formulation of three-dimensional spin-three gravity. The latter were designed to obtain
asymptotic symmetries given by a contraction of the W3 �W3 algebra of asymptotic symmetries of
spin-three gravity in AdS3 [55]. In analogy with the metric-like analysis performed in AdS3 in [56],
in the following we will recover the same infinite dimensional symmetries within our setup.

4.2. Asymptotic Symmetries and Charges

We now recall the key features of gauge transformations preserving the fall-off conditions (108),
which have been identified in [1]. Our current goal is to prove that the linearised charges associated
with these asymptotic symmetries are finite. In Appendix A, we show that, in the Bondi gauge (106),
the charges are expressed in terms of the fields and the parameters of asymptotic symmetries as
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r!•
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2
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�

.
(121)

As we shall see, also in this case at the linearised level the u�dependence of the charges will turn
out to be fictitious when n 6= 2. (For n > 2, this is due to the fact that the only symmetries are exact
symmetries of the background.) As far as the computation of charges is concerned, the only relevant
components of the gauge parameters generating the residual gauge symmetry are



Back to the “motivational” summary

Gravity in flat space looks cool even if you like AdS/CFT!


In 4D the infinite-dimensional BMS asymptotic symmetry 
isn’t just a curiosity: it has interesting consequences


In 3D the BMS symmetry emerges as a contraction of 
the asymptotic 2D conformal symmetry


In 3D the limiting procedure can also involve higher spins 
(more structures → more control)


The flat limit can be controlled in the fluid/gravity setup


