
  

Computers 2019, 8, 52; doi:10.3390/computers8030052 www.mdpi.com/journal/computers 

Article 

MRI Breast Tumor Segmentation Using Different 
Encoder and Decoder CNN Architectures 
Mohammed El Adoui *, Sidi Ahmed Mahmoudi, Mohamed Amine Larhmam and  
Mohammed Benjelloun 

Computer Science Unit, Faculty of Engineering, University of Mons, Place du Parc, 20, 7000 Mons, Belgium 
* Correspondence: mohammed.eladoui@umons.ac.be; Tel.: +32 65 37 40 27 

Received: 18 June 2019; Accepted: 28 June 2019; Published: 29 June 2019 

Abstract: Breast tumor segmentation in medical images is a decisive step for diagnosis and 
treatment follow-up. Automating this challenging task helps radiologists to reduce the high manual 
workload of breast cancer analysis. In this paper, we propose two deep learning approaches to 
automate the breast tumor segmentation in dynamic contrast-enhanced magnetic resonance 
imaging (DCE-MRI) by building two fully convolutional neural networks (CNN) based on SegNet 
and U-Net. The obtained models can handle both detection and segmentation on each single DCE-
MRI slice. In this study, we used a dataset of 86 DCE-MRIs, acquired before and after two cycles of 
chemotherapy, of 43 patients with local advanced breast cancer, a total of 5452 slices were used to 
train and validate the proposed models. The data were annotated manually by an experienced 
radiologist. To reduce the training time, a high-performance architecture composed of graphic 
processing units was used. The model was trained and validated, respectively, on 85% and 15% of 
the data. A mean intersection over union (IoU) of 68.88 was achieved using SegNet and 76.14% using 
U-Net architecture.  
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1. Introduction 

Breast cancer is one of the most common cancers in the world. In the last years, a high number 
of breast medical examinations have been collected, which allowed for the development of several 
medical imaging techniques, such as tumor localization and segmentation [1]. These tasks aim to 
separate the tumor from the normal breast tissue, which can provide valuable information for further 
analysis. The most used medical imaging modalities for breast cancer detection and diagnosis are 
mammography and magnetic resonance imaging (MRI). Mammography is more dedicated to the 
early stage detection of breast tumors. Deep learning-based techniques have been successfully 
applied to the analysis of mammograms thanks to the availability of a relatively large dataset [2]. In 
this context, Zhu et al. [3] proposed a deep multi-instance network for whole mammogram 
classification without segmenting the tumor area. Yang et al. [4,5] proposed a tumor detection system 
for digital mammograms which integrates a visual saliency model based on a deep learning 
approach. Yang et al. [6] used mammography images to provide an autoencoder deep learning model 
analyzing the breasts’ asymmetry. Furthermore, MRI provides Several subsequences such as 
Dynamic Contrast-Enhanced of Magnetic Resonance Imaging (DCE-MRI). This sequence is based on 
the injection of a para-magnetic contrast agent during the MRI exam [7]. This allows for the 
production of images with local high intensity on the tumor area (cf. Figure 1). This type of MRI 
subsequence has a functional role. Indeed, it allows a high precision of breast tumor follow-up.  
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Figure 1. Examples of Dynamic Contrast Enhanced (DCE-MRI) slices with color map of patients with 
breast cancer: mass tumor (left), non-mass tumor (right). 

Breast tumor segmentation based on DCE-MRI remains an important task for several breast 
tumor routines. For example, for tumor-response prediction to chemotherapy, it is necessary to go 
through a tumor segmentation step [8–10]. Currently, many manual or semi-automatic tumor 
annotation techniques are used [11,12]. These methods are time-consuming and can drive too many 
inter and intra user variabilities. In this paper, we used two deep neural networks based on U-Net 
and SegNet architectures [13,14], which were successfully applied to image segmentation problems. 
These two architectures provide the potential to produce accurate models even with relatively small 
datasets. In fact, the U-Net method improved the idea of a fully convolutional neural network (CNN) 
[15] by comprising regular CNN layers followed by up-sampling ones. 

2. Related work 

Detection and segmentation of objects in medical images is a common task in clinical diagnosis. 
In the literature, several deep learning-based computer-aided detection (CAD) systems were 
developed for tumor detection and segmentation. One of the first object detection systems using 
convolution neural networks (CNNs) was proposed in 1995. In this research, the authors used a CNN 
with four layers to detect nodules in X-ray images [16]. In general, deep learning-based tumor 
localization and segmentation used a voxel/pixel classification. Authors in [17] used a 3D CNN to 
detect micro-bleeds in brain MR images. In general, machine learning-based methods rely heavily on 
data annotation, which is done manually or semi-automatically. Authors in [18] explored poorly-
supervised deep learning for the detection of nodules in chest X-rays and lesions in mammography. 
Breast tumor segmentation using deep learning has been applied in many medical imaging 
applications [19–24]. The authors in [19] used a segmentation approach based on U-Net architecture. 
The proposed technique has been validated on a dataset of 66 breast T1-MR breast images. Authors 
in [20] trained a single fCNN to segment the pectoral muscle in breast MRI using 34 T1-MR breast 
images. In the literature, there is a few researches using CNNs for breast DCE-MRI analysis. In 
addition, when large data sets are available, good results can be obtained. The most used metrics in 
the state of the art of medical image segmentation and classification by neural networks are the 
intersection over union (IoU) metric, described in Equation 1, and dice similarity coefficient (DCS) 
(Equation 2). The IoU metric or Jaccard index consists of quantifying the percent of overlap between 
the mask of ground truth and the predicted output mask. This metric is closely related to the dice 
similarity coefficient which is often used as an accuracy function during training. 𝐼𝑜𝑈 = TPTP + FP + FN         (1) (1)
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 𝐷𝐶𝑆 = 2TP2TP + FP + FN       (2) (2)

Where: 

TP: True Positive, FP: False Positive, TN: True Negative and FN: False Negative 

Table 1 presents an overview of recent methods (since 2016) using convolutional neural network 
for different medical image segmentation problems.  

Table 1. Recent methods using CNN in medical image segmentation. 

Year CNN Approach Segmentation 
Application 

Modality Accuracy (%) Metric  

2017 [19] 2 conductive U-Nets Breast tissue MRI-T1 93.30 DSC 

2016 [20] Standard CNN Brain–Breast–Cardiac  MRI-T1 81.00 DSC 

2016 [21] 
V-Net (Volumetric U-

Net) Prostate MRI-T2 82.39 DSC 

2016 [22] U-Net Liver MRI-T1 72.90 IoU 

2017 [23] 3D CNN Brain lesion MRI-T1 60.80 DSC 

2018 [24] Bayesian CNN Nonhuman primate 
brain extraction 

MRI-T1 98.00 DCS 

3. Material and Methods 

3.1. Dataset  

Participants in this study were selected from a breast MRI database retrospectively collected at 
our collaborator institution (Jules Bordet institute—Brussels, Belgium). A cohort of 43 adult patients with 
pathologically-confirmed breast cancer was used to realize this study. In this dataset, all patients have 
tumors larger than 2 cm and received neoadjuvant chemotherapy. These patients received pre-
treatment and post-treatment imaging between 2002 and 2010. Therefore, 86 volumes were exploited. 
After the first cycle of chemotherapy, all tumors were visible with a gradual change in intensity and 
size. The patients’ median age was 51 years (between 25 and 82). A total of 30 patients (60 volumes) 
were used to directly train the proposed encoder–decoder CNN. The remaining 13 patients (26 
volumes) were included as test dataset during training to evaluate the final model. Consequently, 86 
volumes were used in this study. In addition, a protocol approved by the institute’s ethical committee 
was obtained for this dataset. The MRI exams were performed with a Siemens 1.5T MRI scanner. 
Each breast tumor area was annotated manually, with the help of an experiment radiologist, to create 
ground truth data. The images were first preprocessed using a bias field correction filter [25] followed 
by the selection of the breast of interest (with tumor) [26]. Annotation was performed using MITK 
software [27]. 

3.2. Data-Augmentation  

We applied data augmentation to the training set using random operations of translations, 
rotations, flips, and scale. For each training epoch, new training samples were generated. Therefore, 
during 500 epochs, more than two million different samples were generated to train the deep neural 
network. To avoid non-real tumors for validation, only linear transformations were used.  
  



Computers 2019, 8, 52 4 of 11 

3.3. Encoder–Decoder Architecture 

As illustrated in Figure 2, the encoder–decoder architecture is a deep fully convolutional neural 
network structure for pixel-wise segmentation [18]. This structure consists of an encoder network 
and a corresponding decoder network followed by a pixel-wise classification layer. The role of the 
decoder layers is to map the low resolution of the encoder layers’ features to full input resolution. 
This allows recovering a 2D mask containing the tumor segmentation, with the same size as the input 
image. In this work, we used two different encoder–decoder architectures, SegNet [14] and U-Net [13]. 
For each architecture, the layer’s and parameters were tuned for the segmentation of breast tumors 
on DCE-MR images. 

 
Figure 2. Illustration of an encoder–decoder architecture. 

3.3.1. SegNet Architecture  

SegNet was designed to be an efficient CNN architecture for pixel-wise semantic segmentation 
for road scene understanding (cars, building, and pedestrians). The encoder layers in SegNet are 
inspired by the CNN layers in VGG16 [28] architecture. The decoder uses max-pooling indices 
stocked and sent from the corresponding encoder’s layers. This aims to perform non-linear up-
sampling of their input feature maps. The advantage of reusing max-pooling indices in the decoding 
process is improving boundary delineation. This process can be incorporated into any encoder–
decoder architecture with minimal updates. The final layer consists of a Sigmoid activation function 
that classify each pixel as a tumor or background. Figure 3 illustrates the used SegNet architecture. 

 
Figure 3. SegNet simplified Architecture. 

3.3.2. U-Net Architecture  

U-Net [13] is a fully convolutional neural network architecture providing a fast and precise object 
segmentation in 2D or 3D images [21]. One advantage of this method is its robustness even with small 
training data. U-Net architecture consists of two parts, first down-sampling (left side) and second up-
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sampling (right side). The left side is a classical fully CNN, it consists of a sequence of blocks of 3 × 3 
convolutions layers followed by a rectified linear unit (ReLU) activation function and a 2 × 2 max 
pooling operation with two strides for down-sampling. After each block, the number of feature’s 
maps is doubled. On the right side, a 2 × 2 up-sampling is used, the number of features maps is 
divided by 2 after each block and concatenated with the corresponding feature map from the left side 
(contracting path), followed by a 3 × 3 convolution and a ReLU activation function. A 1 × 1 
convolution is used at the final layer followed by a sigmoid activation function, in order to associate 
each 32-component feature vector to the desired number of classes. In our version, we had 26 
convolutional layers with a total number of 9,239,681 trainable parameters. The used U-Net 
architecture is illustrated in Figure 3. 

 
Figure 4. The used U-Net architecture. 

3.4. HPC Software and Hardware 

In addition to proving the efficiency of automatic breast tumor segmentation, we were interested 
in providing improved performance in terms of computation time. Therefore, we used a high-
performance architecture composed of graphic processing units that allowed for the exploitation of 
a high number of computing units in parallel [29]. In this context, we used Keras 2.2.4 API with 
Tenserflow 1.9.0 backend. The latter can exploit the power of GPUs based on the CUDA API (CUDA. 
NVIDIA Accelerated Computing) which allows efficient exploitation of the parallel architecture of 
GPUs. In our case, we used the following hardware: 

• CPU: 16 cores, 2.10 GHz clock speed, 128 GB of RAM memory 
• 4 GPUs: Nvidia P100, 3584 CUDA cores, 10.6 TeraFLOPS (performance), 16 GB of memory. 

Notice that the GPU was used within the Tensorflow library for executing highly intensive steps, 
while the CPU was used for executing low intensive steps. The resource selection (CPUs or GPUs) 
was based on estimating the complexity of each step (or layer) of our deep neural network 
architecture. The factor of complexity was calculated by the following multiplication of four 
parameters [30]:  

- Parallel fraction: Calculated with Amdahl’s law [31] that estimates the theoretical speedup when 
using N processors. This law supposes that f is the part of program that can be parallelized and 
(1−f) is the part that cannot be made in parallel (data transfers, dependent tasks, etc.). Indeed, 
high values of f can provide better performance and vice versa. 

- Computation per-pixel: In fact, GPUs allow for the acceleration of image processing algorithms 
thanks to the exploitation of the GPU’s computing units in parallel. These accelerations increase 
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when we apply intensive treatments since the GPU is specialized for highly parallel 
computation. The number of operations per pixel presents a relevant factor to estimate the 
computation intensity. 

- Computation per-image: Simply computed with the multiplication of the image resolution by 
the computation per pixel factor. 

- Dependency factor: Obtained by counting the mean number of neighbors’ pixel values that are 
required for calculating the output values of image pixels after treatment, such as convolution, 
pooling, etc. 

As a result, our algorithm exploited HPC material in a convenient way that allows for the 
acceleration of computations and the reduction of energy consumptions, since GPUs are used for 
highly intensive steps. In our case, the most intensive steps that were affected by GPU were: 
convolution and deconvolution. Moreover, we used the Docker framework [32] to deploy our 
application (mainly for doctors) without the need to install and configure operating systems and 
libraries. Notice that Docker is an open-source platform released in 2013 and is used for the creation, 
deployment, and management of applications. Docker is mainly based on images and containers, 
where images allow for the definition of the precise software packages (applications, libraries, 
configurations, etc.). Images can be also created by combining or modifying other standard images 
downloaded from public repositories. On the other hand, containers present instances of images that 
can be executed from each user (one user can execute one container). To summarize, Docker 
containers present an open-source software platform of development. Its main advantage is the 
ability to package applications in containers, which allows them to be portable among any system 
running the Linux operating system (OS). 

In our case, we generated two docker images: 

- CPU-based docker image: Including sequential (CPU) versions of the required algorithms and 
libraries, such as OpenCV (Open Computer Vision Library), Tensorflow, Keras (The Python 
Deep Learning Library) etc. 

- GPU-based docker image: Including parallel (GPU) versions of the required algorithms and 
libraries, such as OpenCV, Tensorflow, Keras, etc. 

The final training time was around 16 h 40 min using U-Net and 17 h 32 min using SegNet.  

3.5. Performance Analysis 

The accuracy of the predicted segmentations was calculated based on the degree of similarity 
between the ground truth and the outputs predicted by the two models. This similarity was 
performed by the mean IoU (Equation 1). To evaluate the segmentation’s error, we used the binary 
cross entropy (Equation 2). 𝐻(𝑞) = −1𝑁  𝑦. log൫𝑝(𝑦)൯ + (1 − 𝑦). log൫1 − 𝑝(𝑦)൯ேୀଵ (3) (3)

where y is the label and p(y) is the predicted probability for all the N points (pixels).  
To compare between the two performances, we used the one-sided Mann–Whitney U test [33,34], 

a non-parametric test where the null hypothesis checks if the two samples (ground truth and 
predicted segmentations) come from the same population without assuming a normal distribution. 
To accept the null hypothesis or not a threshold of 0.05 was fixed (95% of confidence). 

4. Results 

In this study, 86 volumes of DCE-MRI were used. We conducted an extended experiment to 
model hyper-parameter tuning using two different architectures of encoder–decoder. Table 2 shows 
the most important parameters and their optimal values for SegNet and U-Net. 
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Table 2. The tried and used learning parameters with their optimal values for SegNet and U-Net. 

Parameter  Grid Search 
Optimal Value 

for SegNet  
Optimal Value 

for U-Net  

Data augmentation Linear, no-linear Linear Linear 

Learning rate  0.5, 0.05, 0.005, 0.0005 0.0005  0.005 

Batch size 2, 4, 8, 16, 32 4 4 

Momentum rate 0.8, 0.9, 0.99 0.99 0.99 

Weight initialization Normal, uniform, Glorot uniform, Normal Normal 

Adaptive learning 
rate methods 

stochastic gradient descent (SGD), 
RMSprop, Adagrad, Adadelta, 

Adam 
SGD SGD 

Learning rate decay None, linear, exponential 
Linear 

(0.000062) 
Linear 

(0.000062) 

Dropout rate 0.1, 0.25, 0.3, 0.5, 0.75 0.30, 0.40 0.10, 0.20, 0.30 

Training was conducted on the augmented 60 volumes (85%), the models were validated on the 
remaining 26 volumes (15%) using mean IoU as the accuracy score metric. The final mean IoU scores 
were 76.14% using U-Net and 68.88% using SegNet. The loss error based on binary cross entropy 
(equation 3) for U-Net and SegNet were, respectively, 0.002 and 0.053. As illustrated in Figure 5, the 
predicted qualitative results using U-Net were closer to the ground truth than those obtained using 
SegNet.  

To prove if there was a statistically significant difference between the predicted segmentations 
provided by the two architectures and the ground truth labels, based on Mann–Whitney test, we 
calculated the p-values between the ground truth of the validation set (stratified 26 volumes: 1664 2D 
slices) and the two predicted segmentations. No significant difference was found between the U-Net 
predicted segmentation and the ground truth one (p-value = 0.147). However, by using SegNet, it was 
found that the p-value was less than the fixed cutoff (p-value = 0.045), which confirmed it failed to 
find a difference between the ground truth labels and the SegNet’s predicted segmentation. A p-value 
of 0.046 was found between the two predicted segmentations, which corroborate that the two outputs 
segmentations provided by U-Net and SegNet were also different according to U-test. Table 3 presents 
an overview of the quantitative obtained results regarding the accuracy, loss, and the p-values 
between the ground truth and the predicted results based on U-test. 

Table 3. Loss, accuracy, and p-value comparison between U-Net and SegNet. 

 Accuracy (IoU) Loss (Binary Cross Entropy) p-value (U-test) 
U-Net 76.14 0.002 0.147 (>0.05) 
SegNet 68.88 0.053 0.045 (<0.05) 
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Figure 5. U-Net and SegNet predicted segmentations. 

5. Discussion 

In this work, two different fully CNN encoder–decoder type architectures, namely U-Net and 
SegNet, were successfully implemented to perform breast tumor segmentation. A dataset of 86 
volumes of DCE-MRI data was used. DCE-MRI of 13 patients (26 volumes) were used for testing the 
model’s performances. According to the radiologist, the predicted segmentation using U-Net showed 
better accuracy than the segmentation done by humans in some cases (Figure 5). However, SegNet's 
qualitative results were not very close to the ground truth. This is can be explained by the fact that 
SegNet is more adapted to the multiclassification task such as autonomous car’s applications [35]. The 
main difference between the two architectures is the relation type between the convolution and 
deconvolution. Indeed, U-Net is based on a concatenation between features maps (convolution and 
deconvolution). Whereas, SegNet uses only the saved pooling indices during convolution operation. 
One of the limitations of this study, is that, due to the lack of data, only 2D slices were used as inputs 
rather than 3D volumes. This affects, artificially, the statistically significant differences between the 
outputs and the ground truth. Indeed, comparing performance by 2D slices can fail to consider the 
correlation in performance for same slices from the tumor. A last limitation of this study is that only 
one collaborator radiologist was working to provide the ground truth labels. It could be interesting 
to provide the ground truth by many radiologists.  

6. Conclusion and Future Work 

In this work, two different encoder–decoder architectures were tuned to tumor segmentation: 
SegNet and U-Net. All parameters and layers of each architecture were modified to re-train the deep 
neural network using DCE-MRI data. The best quantitative and qualitative results were provided by 
using U-Net architecture. 

We plan to improve the robustness of the proposed model by adding new data, which is still 
undergoing annotation and is awaiting the ethics committee approval. We also plan to use the 
segmented tumor method as a part of an end-to-end breast cancer response to chemotherapy 
prediction system [36–38]. On the other hand, we plan to deploy the proposed model to a web-based 
service to provide a prospective validation [39,40]. To get users’ evaluation and validation, we plan 
also to explore and concept a cloud resource, to make our model available to a broader community. 
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