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Do charges delocalize over multiple molecules in
fullerene derivatives?†

G. D’Avino,a Y. Olivier,a L. Muccioli*b and D. Beljonne*a

We address the question of charge delocalization in amorphous and crystalline fullerene solids by performing

state of the art calculations encompassing force-field molecular dynamics, microelectrostatic and quantum-

chemical methods. The solution of a tight-binding model built from spatially (down to atomistic scale) and

time (down to fs) resolved calculations yields the density of electronic states for the charge carriers and their

energy-dependent intermolecular delocalization. Both pristine C60 and the soluble PC61BM/PC71BM acceptors

may sustain high-energy states that spread over a few tens of molecules irrespective of morphology, yet

electrostatic disorder (mostly dipolar and static in nature) makes the thermally available electron states collapse

to hardly more than one molecule in PC61BM/PC71BM, while it has a much more limited impact in the case of

the bare C60. Implications of these results for charge transport and exciton dissociation at donor–fullerene

interfaces are discussed.

1. Introduction

Fullerenes are ubiquitous electron acceptor molecules for organic
photovoltaics.1 While C60 is typically deposited as thin layers in
planar junction architectures using thermal evaporation techniques,
the use of its soluble phenyl-C61-butyric acid methyl ester (PC61BM)
and phenyl-C71-butyric acid methyl ester (PC71BM) derivatives, cast
from a solution of the donor–acceptor mixture,2 has paved the way
to the bulk heterojunction strategy.3,4 Despite many attempts to find
alternative acceptors,5–7 fullerenes appear to offer a rather unique
combination of attractive (supra)molecular features that turn into
solar cells with still the highest power conversion efficiencies. These
advantages include of course their relatively high electron affinity
compared to common donors, thereby ensuring the necessary
driving force for photogeneration, but also the three-dimensional
character of the molecular packing that translates into an increased
number of pathways for charge transport8–10 and an entropic
gain for exciton dissociation.11–13 Solution processability and
spontaneous nanosegregation into bi-continuous networks
when mixed with the molecular or polymer donor represent
additional advantages of PCBM.14,15

Though some questions are left open, there is growing
experimental evidence that, in blends where crystallization of
fullerene aggregates occurs in the donor matrix, charge photo-
generation at the polymer/fullerene interface proceeds via
weakly bound charge-transfer excitations.16–21 Although this
is not inconsistent with a localized charge picture,61,62 it seems
that the large coordination shell and high dimensionality of
fullerenes, combined with the relatively low intramolecular
reorganization energy of the rigid C60 cage,22–25 prompt the
formation of electronic states that spread out spatially over
neighboring acceptor molecules, thereby reducing the effective
Coulomb binding energy of the interfacial electron–hole pairs
down to values comparable to kBT at room temperature.26 The
formation of such delocalized electron wavefunctions is also
supported by quantum-chemical calculations and has brought
many authors to question the applicability of electron hopping
models in these materials.27,28 Though there is, to our knowl-
edge, no unambiguous proof for a band-like transport mecha-
nism in bulk fullerenes, this would look at first sight consistent
with the high electron mobility values (up to 11 cm2 V�1 s�1)
reported in field effect transistors built from solution-grown
aligned C60 single crystals.29,30 In contrast, the electron mobility
for the solution-processed fullerene derivatives is typically two
or three orders of magnitude smaller,31 a difference loosely
attributed to disorder effects. Theoretical modeling has so far
focused primarily on the role played by intermolecular couplings
and the large coordination shells of fullerenes that, in conjunc-
tion with small intramolecular geometric relaxation energies, are
expected to result in sizeable intermolecular delocalization of the
electron wavefunction.22,27,28,32–35 Yet, until recently,25 computa-
tional studies have largely ignored the important fluctuations in
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site energies brought about by the polar side groups of PCBM
molecules, and whether these could cause or not electron
localization.

Hence the question we would like to address in this contribution:
how much do excess negative charges delocalize in fullerenes and
how does localization depend on the detailed molecular structure
(C60 vs. PC61BM and PC71BM, Fig. 1a) as well as on the associated
morphology (single crystals versus amorphous structures)? To
answer these questions, we resort to a full atomistic model that
accounts for the thermal fluctuations of the molecular electron
energies due to the local dielectric environment and of the inter-
molecular electronic couplings on an equal footing.

2. Methods

A comprehensive picture of the electronic structure of fullerene
derivatives is here obtained by means of a multiscale theoretical
approach that synergistically combines different computational
methods. This strategy is applied to crystalline C60 (labeled
‘‘C60x’’) and PC61BM (‘‘C61x’’), and to amorphous phases of
PC61BM and PC71BM (‘‘C61a’’ and ‘‘C71a’’).

Molecular dynamics (MD) simulations are employed to sample
the thermal motion and to obtain realistic morphologies for
amorphous samples. For each system, MD structures are then
used to build a model Hamiltonian for the states relevant to
electron transport, developed on the basis of diabatic states
localized over molecular units. Model parameters are assessed

via quantum chemical and microelectrostatic (ME) calculations,
accounting for fluctuations of site energies (diagonal disorder) and
intermolecular couplings (off-diagonal disorder). The diagonaliza-
tion of the Hamiltonian provides the adiabatic, and possibly
delocalized, states of the molecular solid. Ensemble averages are
obtained by repeating this analysis for 11 frames extracted at 2 ns
intervals from the MD trajectory.

We present below the calculation details in a top-down
fashion, i.e. starting from the macroscopic model and then
presenting its microscopic ingredients.

2.1. Tight-binding model

The states relevant to electron transport were described by a
three-band tight-binding Hamiltonian explicitly accounting for
the three low-lying unoccupied orbitals of fullerene derivatives
(LUMO, LUMO+1 and LUMO+2), following Troisi and coworkers.9,27

Our model Hamiltonian reads:

He ¼
XN
m¼1

X3
k¼1

ekm þ Pm
�� �
jm; kihm; kj

þ
X
m;n

X3
k;l¼1

Jkl
mnðjm; kihn; lj þH:c:Þ

(1)

where m and n run on molecular sites and k and l on the
unoccupied orbitals. Diagonal site energies are the sum of two
terms, the orbital energies ek

m (see Section 2.3), and the electron
polarization energy Pm

� (see Section 2.4). The polarization
energy accounts for the electrostatic interaction of the localized
carrier with the relaxed polarizable environment.36–39 This approach
implicitly assumes that molecular induction (sub-fs timescale) is
instantaneous with respect to charge transfer (ps timescale).38 J kl

mn

are the intermolecular couplings or charge transfer integrals (see
Section 2.3), periodic boundary conditions in three directions were
implemented to minimize finite-size effects.

Besides Hamiltonian (1), we also considered a simpler
model with one orbital per site. There, either the actual LUMO
or an ‘‘effective’’ LUMO was used. In the latter case, the site
energy is taken as the energy of the LUMO, but we adopted an

effective intermolecular coupling Jmn
eff ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
kl

Jkl
mn

� �2.
3

r
that

ensures the same electron-transfer rate of the three explicit
orbital picture.

The degree of electron delocalization in the j-th eigenstate is
quantified by the inverse participation ratio (IPR):

IPRj ¼
XN
m¼1

pmj

�� ��2 !�1
(2)

where pmj ¼
P3
k¼1

ckmj

��� ���2 is the occupation of molecule m in the

eigenstate j. We note that our electronic picture, as it disregards
polaronic effects, provides an upper estimate of charge deloca-
lization, though the rigidity of fullerene cage suggests a limited
influence of molecular relaxation.

Fig. 1 (a) 3D rendering of the chemical structure of fullerene (C60),
phenyl-C61-butyric acid methyl ester (PC61BM), and phenyl-C71-butyric
acid methyl ester (PC71BM). (b–e) Density of neighbours (black continuous
lines) and integrated number of neighbours (coordination number CN, red
dashed line) as a function of the intermolecular distance, calculated
between the centers of mass.
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The density of carriers, given as the fraction of charged
molecules (n = Nel/Nmol), relates to the density of states (DOS)
and to the Fermi energy (EF) via the equation:40

n EFð Þ ¼
ð
DOSðEÞ 1

1þ exp E � EFð Þ=ðkTÞ½ �dE (3)

This integral is evaluated using an analytical expression to fit the
low-energy tail of the DOS obtained from numerical calculations.
Details on the fit can be found in the ESI.† We inverted the n(EF)
curve in order to obtain the Fermi energy for a sensible range of
carrier concentration.41

2.2. Molecular dynamics simulations

The crystalline samples were built as replica of the experimental
crystal unit cells. Crystalline supercells (counting 500 and 576
molecules in C60x and C61x, respectively) were equilibrated at
atmospheric pressure and room temperature (300 K), utilizing a
weak coupling barostat, a velocity-scaling thermostat, and
smooth particle mesh Ewald method for electrostatic inter-
action. The crystal structure of fullerene is known since the
discovery of this material in 1985, and we used here a well
resolved one available in the literature,42 while for PC61BM a
solvent-free structure has been reported only very recently;43,44

the crystal structure of PC71BM is so far unknown. Amorphous
samples of 512 molecules each were instead produced starting
from very low-density configurations that were first annealed
for a few ns at 2000 K and at constant volume. These were then
compressed and equilibrated at the same conditions employed
for crystalline samples.

For the force field, the choice went to a united atom force
field (with implicit hydrogens) that was already employed for
simulating crystalline fullerene45 and PC61BM.26 In C60, all
atoms are charge-less, while for PC61BM and PC71BM we
adopted an identical set of charges at heavy atoms, obtained by
electrostatic potential fitting from B3LYP/cc-pVTZ calculations.
Charges were symmetrized and slightly adapted in order to have
only the half of the fullerene cage closer to the phenyl-butyric acid
substituents with non-zero charges. All simulations were carried
out with NAMD 2.8,46 with an equilibration time of at least 30 ns
and production time of 20 ns.

2.3. Semiempirical quantum-chemical calculations

Orbital energies ek
m and transfer integrals Jkl

mn were both com-
puted at the (Z)INDO level. Once validated versus higher level
calculations, semiempirical methods represent an affordable
and reliable option to perform many thousands of calculations
for several MD frames.

The energies ek
m of the unoccupied orbitals LUMO+k, with

k = 0, 1, 2, were calculated for isolated molecules at the MD
geometry. When introducing ek

m in Hamiltonian (1), an energy
shift was applied so that the LUMO energy amounts to �2.7 eV.
Experiments and high-level calculations in fact indicate electron
affinity (EA) to pin at about 2.7 � 0.1 eV for C60, PC61BM and
PC71BM.47–50 Hence, we used ZINDO only to capture the relative
energy difference between LUMO levels and their variation with
the molecular geometry in the solid state.

The electron transfer integrals Jkl
mn were calculated in the

one-electron picture between the kth and lth orbitals of mole-
cules m and n, respectively.51 In fact, considering three LUMOs
implies that all nine electronic couplings between the LUMO+k
and LUMO+l (with k and l going from 0 to 2) are accounted for
in the evaluation of the DOS, ODOS, and IPR. In general, charge
transfer integral is a delicate quantity to compute: it has been
shown to depend crucially on the method (DFT, Hartree–
Fock),52,53 the functional,52 the basis set,54 as well as the
diabatization scheme (Constrained DFT, Fragment Orbital
DFT).53 As a validation step prior to larger scale calculations
on the MD morphologies, we compared ZINDO transfer integrals
with the results of recent calculations by Blumberger and coworkers
at the fragment orbital density functional theory (FODFT) level.22,53

As reported in Fig. S2 (ESI†), we found a reasonably good agree-
ment between the effective intermolecular coupling calculated at
the ZINDO level and the scaled FODFT transfer integrals for three
different relative orientations of the C60 molecules, as well as a
function of the relative distance between them. Moreover, as
displayed in Table S1 (ESI†), the predicted IPRs are affected by
the overall magnitude of the transfer integrals (scaled uniformly
with three different scaling factors) in a way that does not alter the
general conclusions of this work. Transfer integrals are computed
for all the molecular pairs with closest intermolecular atom–atom
contact within 8 Å, calculated applying 3D periodic boundary
conditions.

2.4. Microelectrostatic calculations

The interaction between charge carriers and the molecular
environment is responsible for large variations of site polariza-
tion energies of electrons, Pm

�, which we assume to depend
only on the molecular site and not on the orbital actually
occupied by the extra charge. This quantity is here evaluated
with the classical ME model described in ref. 55, based on
permanent atomic charges and distributed polarizabilities that
give rise to induced dipoles at heavy atoms. Self-consistent ME
calculations were performed in order to account for the mutual
interactions between induced dipoles.

The set of atomic charges used in ME calculations is
identical to the one employed in the MD simulations. Isotropic
molecular polarizabilities for neutral and negatively charged
fullerenes were calculated with B3LYP//6-311++G** model
chemistry (aC60 = 81.6 Å3, aC60

� = 91.3 Å3, aPC61BM = 106.5 Å3,
aPC61BM

� = 113.2 Å3, aPC71BM = 126.2 Å3, aPC71BM
� = 133.1 Å3).

DFT calculations for the parameterization of the ME model
were performed with Gaussian 09 A01.56

Polarization energies include an electrostatic (Sm
�) and

induction term (Dm
�). Sm

� corresponds to the interaction
energy required to place the charged molecule in the electro-
static field of the surrounding non-polarized molecules, while
Dm
�o 0 is the stabilizing contribution provided by the dipoles

induced by the localized charge. The induction term Dm
� is

obtained in the bulk limit by extrapolating the results of self-
consistent calculations on spherical clusters with radius of
R = 30, 35, 40, and 45 Å (consisting of approximately N =
100–600 molecules) by the linear fit D(R�1) = Dm

� + c�R�1.
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The electrostatic term Sm
� is instead evaluated for the largest

cluster, and the total polarization energy for molecule m is just
Pm
� = Sm

� + Dm
�. Polarization energies obtained in this way

target the value for a 3D bulk solid. The calculation of polarization
energies for all the molecules in our samples represented the most
computationally demanding step of our modeling.

3. Results and discussion
3.1. Structural characterization and connectivity

We begin our analysis with the discussion of the molecular
dynamics simulation results. This is an important step, not
only as the structure affects all the electronic properties of a
given material, but also because the comparison with experimental
data is often straightforward and may serve for evaluating the
quality of the force field and how far the simulated system is from
reality.57 Here in particular we can compare, at least for C60x and
C61x, the simulated and experimental densities and cell para-
meters, alongside with MD results in the literature44 (Table 1). All
the experimental values are nicely reproduced for C60x, while for
C61x the cell parameter b is slightly underestimated, yet the
calculated density is still in good agreement with the experimental
one (1.65 g cm�3 vs. 1.62 in single crystals43 and 1.69 g cm�3 in
thin films58). Amorphous samples C61a and C71a show very
similar densities (1.55–1.56 g cm�3) and remarkably lower than
the one of C61x. The C71a density is very close to the one
obtained at room temperature with MD simulations by Williams
and co. (1.57 g cm�3); on the contrary they found slightly lower
densities for C61a (1.51 g cm�3).59

A first insight into the molecular organization is given by the
radial density of neighboring molecules N(r), shown with black
continuous lines in Fig. 1b–e for our four samples. The N(r) of
C60x and C61x presents a series of well resolved peaks typical of
crystalline samples and the large difference between the two
originates from the different cell symmetry: for the face-
centered cubic C60x there is only one type of first neighbors
at r E 10 Å, while for the monoclinic C61x the situation is more
complex with several peaks appearing in sequence. The trend of
N(r) confirms the similarity of C61a and C71a. Both amorphous

samples in fact show only a broad peak for the first coordination
shell at about 10 Å, then a region still populated but not as dense
at the first one, and then a continuous rise typical of an isotropic
distribution of molecules with N(r) p r2.

The number of neighbors around one molecule (the coordina-
tion number, CN) is better summarized by the cumulative integral
of N(r), shown again in Fig. 1b–e with dashed red lines. For the
crystalline samples it grows in steps centered at the positions of the
main N(r) peaks; the 12 neighbours of C60x cubic-centered lattice
are recovered at r E 10 Å (18 at r E 14 Å), while for C61x the
coordination number is less well defined, appeareing to be CN = 7
when the distance between fullerene groups is considered,43,44 or
CN = 9 at r E 13 Å, using the distance between the centers of mass
in the calculation. For the amorphous C61a and C71a samples the
number of neighbors instead rises in a rather continuous fashion,
starting from CN = 1 at r E 9 Å, and reaching CN = 10 at about
r E 13 Å; the main difference between the two is that the curves for
C71a is shifted by E0.5 Å to larger r, owing to the larger molecular
size of the C70 cage.59 In general, even though here larger samples
and longer simulation times are spanned with a united atom force
field, the morphological picture that is obtained is very similar to
recent fully atomistic MD studies (ref. 44 for C61x, ref. 32 for C61a,
ref. 59 for C71a).

Once having assessed the local structure around the molecules,
it is worth investigating how much this is relevant for the effective
electronic connectivity between them. We hence analyze the elec-
tronic couplings for electron transfer, which, directly mirroring
wavefunction overlap, are highly sensitive to the distance and
relative orientation between the molecules, as well as to thermal
lattice fluctuations sampled along MD simulations.60

The ensemble-averaged value of the effective coupling Jeff

with the inter-fullerene distance is shown in Fig. 2a. The decay
with distance is roughly exponential, as often assumed in lattice
models for charge transport, but with long-range tails and large
standard deviations at any distance. In addition, the larger and
anisotropic C70 unit determines a longer decay length in C71x,
while the curves for C60 derivatives are very similar among them.
This information is integrated by the energy distribution of
LUMO–LUMO transfer integrals in Fig. 2b. For all the systems
we found that couplings between individual orbitals are in the
0–30 meV range, in line with similar calculations by Brédas and
coworkers,59 with nearly identical distributions for transfer
integrals between other unoccupied orbitals (not shown). Electronic
couplings are, however, on average much stronger in the highly
symmetric and densely packed C60x, hinting to a qualitatively
different nature of charge transport for this system. On the other
hand, the distributions for PCBMs are rather similar, especially in
the region of larger couplings.

Finally, Fig. 2c shows the electronic connectivity or effective
coordination number, defined as the number of neighbors
having, on average, Jeff larger than a given value. This plot
shows that the actual coordination does not necessarily follow the
one guessed from the structure (see Fig. 1b–e). In fact, while for
C60x we have 12 neighbors with sizeable couplings ( Jeff > 5 meV) as
expected, values between 6 and 7 are found for the PCBMs. Quite
surprisingly, we note that the electronic connectivity is higher in

Table 1 Experimental and simulated densities and cell parameters for C60,
PC61BM, and PC71BM

System
Density
(g cm�3) a (Å) b (Å) c (Å) a (deg) b (deg) g (deg)

C60x exp.a 1.73 14.05 14.05 14.05 90 90 90
C60x MDb 1.72 14.1 14.1 14.1 90h 90h 90h

C61x exp.c 1.63 13.47 15.14 19.01 90 106.9 90
C61x exp.d 1.62 13.50 15.16 19.10 90h 107.1 90h

C61x MDe 1.63 13.3 14.9 19.5 90h 106.3 90h

C61x MD f 1.65 13.5 14.8 19.2 90h 106.8 90h

C61a MDg 1.56 — — — — — —
C71a MDg 1.55 — — — — — —

a 100 K, 4 molecules per cell, ref. 42. b This work, 300 K, 5 � 5 � 5
supercell, 500 molecules. c 100 K, 4 molecules per cell, ref. 43. d 298 K,
4 molecules per cell, ref. 44. e 300 K, 3 � 3� 3 supercell, 108 molecules,
ref. 43. f This work, 300 K, 6 � 6 � 4 supercell, 576 molecules. g This
work, 300 K, 512 molecules. h Fixed.
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amorphous samples than in C61x, suggesting that, unlike other
small molecules or polymers, the connectivity between nearly
spherical molecules does not suffer from structural disorder.

3.2. Diagonal energetic disorder and polarization energies

We now turn to the analysis of the energy of molecularly confined
charge carriers in the different fullerene morphologies, corres-
ponding to the diagonal elements of Hamiltonian (1) and being
the sum of the orbital energy and of the polarization energy.

We start the discussion from the LUMO energies, whose
distributions for the four systems under examination are shown
in Fig. 3. The C60 molecule presents a threefold degenerate
LUMO when it retains the highest possible symmetry (Ih point
group). However, molecular vibrations at room temperature
distort molecular geometry leading to a splitting of the three
levels that remain close in energy, with a difference of E0.1 eV
between the maxima of their distributions (see Fig. 2a). In
substituted fullerenes as PC61BM and PC71BM this degeneracy
is lifted but the three LUMOs still remain quite close in energy
(within E0.5 eV, see Fig. 2b–d), while the larger flexibility
conferred by the butyric acid methyl ester group results in
broader distributions for the individual levels than in C60. The
broader LUMOs distributions found for C61a (and C71a) with
respect to C61x testify a larger molecular distortion in the
amorphous phases.

More interesting is the analysis of polarization energies P�,
quantifying the contribution of the interaction between the
localized charge carriers and the neighboring polarized mole-
cules. These environmental effects represent the main source of

diagonal disorder in ordered and disordered materials. Within
the ME approach, P� can be cast into an electrostatic (S�) and
an induction (D�) component (see Section 2.4), as largely
documented in previous works.39,40 Since both contributions
are sensitive to the local environment around the charged
molecule, P� changes from site to site and with time.

The ensemble distributions of polarization energies, includ-
ing electrostatic and induction components, are shown in
Fig. 4, while the relevant statistics are reported in Table 2.
Polarization energies vary around a mean value of 0.9–1.0 eV for
all the investigated systems, and appear to be dominated by the
induced dipole contribution, with the electrostatic component
very close to zero, on average. However, the electrostatic con-
tribution is the main responsible for the energetic disorder, i.e.
the standard deviation of the polarization energies.

We notice that accounting for induced dipoles in the calcula-
tion, as we do with the ME approach, actually reduces the total
disorder with respect to a solely electrostatic picture, as can be
seen by comparing the standard deviations of P and S in Table 2.
In other words, performing a purely electrostatic calculation
based on partial atomic charges (i.e. neglecting the role of
molecular polarizability) leads to an overestimation of the ener-
getic disorder.63,64 This result follows from a rather strongly anti-
correlation (see ESI† for correlation plots) between S and D that
we encountered in the electrostatic modeling of other systems
and that we believe to be a general feature of organic materials.

Striking differences appear when comparing the different
fullerenes, especially for what concerns the magnitude of the
site energy disorder. The disorder mostly originates from the
rather large permanent electric dipole in PC61BM and PC71BM
(respectively 4.1 and 4.6 Debye at B3LYP/6-31G/6-311++G**
level) conferred by the polar butyric acid methyl ester group.
In fact C60, which has no permanent dipole, exhibits a very
limited disorder in the crystal phase, only 5 meV.

It is also interesting to note that the similarities in the
supramolecular structure and in molecular dipole between

Fig. 2 (a) Average value of the effective transfer integral as a function of
the distance between the fullerene cage centers. Error bars represent the
standard deviations. (b) Distribution of the LUMO–LUMO transfer integral
values in the four systems. (c) Intermolecular electronic connectivity based
on effective transfer integrals, defined as the average number of neighbors
having a coupling larger than a given Jeff value.

Fig. 3 Distribution of the ZINDO orbital energies calculated for isolated
molecules at the simulated morphologies. An energy shift is then applied
to these values in building Hamiltonian (1), so that the mean energy of the
LUMO is �2.7 eV for all the systems.
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C61a and C71a determine also very similar energetic landscapes.
Moreover, the larger positional disorder of amorphous samples
translates into a larger inhomogeneous broadening of polarization
energies, with the standard deviation that is roughly doubled from
the 85 meV of cC61x to the 160 meV in C6(7)1a. The calculated
energetic disorder computed for the crystalline C61x sample
(100 meV, including the spread of the LUMO energy) compares
favorably with the value of 73–77 meV extracted from fitting the
temperature-dependent zero field mobility of PC61BM,34,65 though
this comparison should be considered with care (as, among others,
the fitted value depends on the model used66).

Another relevant question is whether the large site energy
disorder of fullerene derivatives is static or dynamic. Here, it is
useful to consider which kinds of molecular motions characterize
the dynamics of these solids. Apart the ubiquitous molecular or
lattice vibrations, which take place in the sub-picosecond time
scale, PCBM derivatives do rotate at room temperature, like C60, but
on a much slower time scale, of the order of hundreds of
nanoseconds versus the picoseconds for C60.26,42,45 We measured
the timescale of these rotations in our simulations by fitting the
time autocorrelation function of the molecular axes (Fig. 5a) with a
tri-exponential function, obtaining a rough estimate of 0.0545 and
1500 ns for C60x and C61x, and of 500 and 600 ns for the
amorphous C61a and C71a samples (for the dipole autocorrelation
functions in Fig. 5b, C61x: 300 ns, C61a and C71a: 150 ns). This
difference should have profound effect on charge transport as in
the case of C60 small changes in the energy landscape occur while
the charge moves, while for the dipolar derivatives the energetic
disorder can be considered as static in nature on the time scale of
charge transport.

The analysis of rotational motion gives only partial information,
since the time autocorrelation function of PCBM molecular dipoles
in Fig. 5b shows actually two different decays: a very fast one on the
picosecond time scale, which we attribute to molecular and lattice

vibrations, and a more important and much slower one that
corresponds to the molecular rotation. Considering that in the
20 ns time scale spanned by our simulations the molecular
rotation of PCBMs is practically negligible, we can disentangle
the fraction of the energetic disorder that depends on the
position of the molecule in the sample from other contributions
evolving on a much faster timescale. We quantified the posi-
tional disorder by calculating the standard deviation of the mean
polarization energy for each molecule i with respect to the global

average,
P
hPi � Pih ið Þ2

.
N

h i1=2
, whose values are reported in

Table 2. This analysis shows that the positional electrostatic
disorder largely dominates the energetic disorder in amorphous
samples and contributes for about 60% to the total disorder in
C61x. We also note that the residual (i.e. non positional) disorder
is similar for amorphous and crystalline PCBMs, hinting to a
possible common origin, as for instance the conformational
dynamics of the polar side groups. The primarily static nature
of the energetic disorder in PCBMs is in line with a very recent
study by Tummala et al.,25 though owing to different cluster sizes
and methodologies employed in the calculation of site energies,

Fig. 4 Distribution of the calculated polarization energies. From the left to the right, (a) total, (b) electrostatic, and (c) induction components. For C60x
the S� distribution is a Dirac delta function centered at zero, and the P� distribution reaches the value of 25 eV�1.

Table 2 Average polarization energies (total P, electrostatic S, and induction D) and corresponding standard deviations for the four systems studied

(units: eV). The ‘‘static’’ or positional standard deviation is also given, evaluated as
P
hEi � Eih ið Þ2

.
N

h i1=2
where hEii is the average energy for molecule i

along the trajectory, hEi is the global average, and N is the total number of molecules

System hPi Std P Std Ppos hSi Std S Std Spos hDi Std D Std Dpos Std LUMO

C60x �0.957 0.005 0.001 — — — �0.957 0.005 0.001 0.049
C61x �0.945 0.085 0.053 0.014 0.109 0.074 �0.959 0.070 0.044 0.068
C61a �0.915 0.157 0.138 0.069 0.278 0.260 �0.984 0.217 0.206 0.077
C71a �0.880 0.160 0.143 0.066 0.329 0.314 �0.946 0.321 0.312 0.083

Fig. 5 (a) Time autocorrelation function of an arbitrary molecular axis for
PC61BM and PC71BM samples. The corresponding function for C60x is not
shown, as the rotation time for at room temperature is of the order of
1 ps.45 (b) Time autocorrelation function of the molecular dipole unit vector.
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there is only qualitative agreement between the standard devia-
tions reported in Table 2 and their results.

A last word regarding the site energetic disorder concerns
the possibility that, being mostly dipolar in nature, the disorder
might be spatially correlated. To check this hypothesis, which might
have important consequences for charge transport pathways, we
computed the spatial correlation function for the polarization
energy, Fig. 6. Fitting the data with an inverse distance dependence
relation as proposed by Novikov et al.,67,68 we conclude that there is
some degree of spatial correlation, yet limited to 2–3 nm, i.e. up to
the nearest or next-nearest neighbors, with a larger correlation range
for PC71BM than for PC61BM, an effect directly related to the larger
size of the former molecule.

3.3. Density of states and charge delocalization

After having discussed the microscopic electronic parameters
and their relationship with the molecular and supramolecular

structure, we are in the position of describing the electronic
states in the four systems under investigation. The panels in
the upper line of Fig. 7 show the density of states (DOS) for
localized and possibly delocalized states, i.e. the diagonal
elements and the eigenstates of Hamiltonian (1), respectively.
The density of localized states is approximately Gaussian for all
the systems. The partly resolved peaks relative to the different
orbitals in Fig. 3b and c are smeared out by the disorder in
polarization energies and can be only grasped in the asymmetry
of the DOS of C61x. Delocalization effects minimally affect the
DOS of PCBMs that essentially remain Gaussian with slightly
longer tails, while a considerable change occurs for C60 that
presents a much steeper decay at its edges.

From the calculated DOS we can extract the electron affinities
(EA), accounting for the effect of polarization and charge delo-
calization on equal footings. For such a purpose, the low-energy
tails of the DOSs were fitted with analytic functions and the EA
estimated as the x-axis intercept of the tangent to the curve in its
steepest point (see ESI† for details and fit parameters). Similar
values are obtained for the four systems (EA E 3.8–3.9 eV, see
annotations in Fig. 7), in good agreement with the low energy
inverse photoemission spectroscopy (LEIPS) data by Yoshida and
coworkers, who reported EA values in the 3.7–4.0 eV range for
several fullerene derivatives.69,70 Moreover, our results are also
consistent with the 0.12 eV decrease of the EA in PC61BM upon
crystallization, recently reported by Zhong et al.,58 and we ascribe
this difference to the longer tail in the DOS of the more
energetically disordered amorphous system.

The energy distributions of occupied states (or occupied
DOS, ODOS) have been computed for a broad range of carrier
concentration and are shown in the bottom line panels of
Fig. 7. The ODOS, whose shape essentially depends on the tail
of the DOS, is much broader in PCBMs than in C60, and
especially in the more disordered amorphous systems. The
values obtained for the Fermi energy, marked by solid vertical
lines in Fig. 7, are in line with experimental data,49 and can be
experimentally tuned by few tenths of eV in disordered systems

Fig. 6 Spatial correlation function of the static and dynamic polarization
energies. Continuous lines correspond to a fit from r = 8 Å onwards of the
normalized spatial correlation function of the total polarization energy with
an inverse distance dependence equation, following Novikov et al.67,68

Fig. 7 Top panels: Density of states for the four systems under examination computed for localized and delocalized carriers. The vertical dotted line
marks the value of the electron affinity that is also annotated in each graph. Bottom panels: Distributions of occupied states at different carrier densities.
Vertical thin lines mark the value of the Fermi energy computed for each density.
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by varying the carrier concentration via doping or by applying a
gate bias in a field-effect transistor architecture.

We finally address the issue of a possible charge delocalization
in fullerene derivatives by inspecting the inverse participation ratio
(IPR in eqn (2)) that essentially counts the number of molecules
over which electronic states are delocalized. The distributions of
IPR values as a function of their eigenstates energies are shown in
Fig. 8a. As it is well known for disordered molecular systems,
charge delocalization is higher in the central and denser region of
the DOS for all the investigated systems, while localized states are
found at the edges. Once again, however, C60 singles out, with
maximum IPR values reaching up to 200 molecules, compared to
less than 30 molecules in the soluble fullerene derivatives, irre-
spective of their morphology. The states at the center of the DOS
might have a relevance for charge separation in organic solar cells,
provided these higher-lying delocalized acceptor states resonate
with molecular donor excitations.18,71

To assess the role of delocalization on charge transport, we
are instead interested in the thermal averages of the IPR, shown
in Fig. 8b as a function of the different carrier concentration
using the Fermi–Dirac statistics. A first observation is that
thermally-averaged IPR at room temperature barely deviates
from the density-independent Boltzmann average (horizontal
lines) in the relevant range of carriers concentration. More
importantly, we find that states relevant to charge transport are
delocalized over E26 molecules in C60. Though this is an upper
estimate based on a purely electronic picture, it is thus likely
that a hopping model will fail in qualitatively describing the
charge transport properties in unsubstituted C60 crystalline
samples.

The picture obtained for PC61BM and PC71BM is profoundly
different: despite the favorable electronic coordination, the
presence of (mostly dipolar-like) static energetic disorder con-
fines the low-energy eigenstates over hardly more than one
molecule. Thus, up to high charge carrier densities, our calcu-
lations suggest that the wavefunction for the excess electron in
PCBM fullerene derivatives is to a good approximation confined
over a single molecule. This finding is only in apparent contrast
with the theoretical results of Cheung and Troisi,27 who reported
a delocalization over up to 50 molecules for C61a by using a
very similar methodology, because they actually neglected the

fluctuations of site energies ek
m + Pm

�, and consequently obtained
an upper limit to charge delocalization. It is also interesting to note
that, despite the halved energetic disorder, the thermally averaged
IPR for C61x is only slightly larger than that of C61a and C71a.

Before concluding, we note that the amount of charge
delocalization is largely underestimated in a minimal model
where only the LUMO of each fullerene is considered, although
the use of effective electronic couplings ( Jeff) provides an
adequate description of the DOS tail (see ESI† for further
details). The latter approach should be adequate for charge
transport simulations. Nevertheless, models with one orbital
per site cannot describe the DOS as a whole, and in particular
higher lying states that have been proposed as one of the key
elements for the success of fullerene derivatives as electron
acceptor materials in organic solar cells.9

4. Conclusions

The modeling studies presented here provide a robust micro-
scopic picture for charged excitations in solid-state fullerenes.
By accounting for molecular motion at different timescales and
treating intermolecular charge transfer and electrostatic inter-
actions in a polarizable environment on equal footings, we
quantified the amount of electron wavefunction delocalization
in unsubstituted and substituted fullerenes. Performing these
calculations on large samples for multiple snapshots extracted
along MD runs yield ensemble distributions and relevant time-
scales for the fluctuations. In line with earlier theoretical
models, our results point to the formation of electronic states
that largely spread over at least a few molecular shells, depend-
ing on the actual chemical structure and morphology. We
conjecture that these states, if hybridized with or thermally
accessible from the donor electronic excitations might play a
critical role in charge separation at fullerene-based heterojunc-
tions. We are currently conducting similar simulations on
polymer–fullerene interfaces to assess how much this true.

It is important to stress, however, that while these spatially
delocalized states can be thermally populated in pristine C60,
they are found far above the Fermi energy in the soluble
PC61BM and PC71BM derivatives. In the latter two materials,
irrespective of the actual morphology (crystalline or amor-
phous), the low-energy tail of the density of states comprises
electronic states that hardly extend over more than a single
molecule. We calculated the amount of dipolar electrostatic
disorder in the fullerene derivatives and identified it as being
the main responsible for the collapse of the electronic wave-
function. Besides, such a disorder was found to be primarily
static in nature, in comparison to timescales for charge trans-
port, and weakly spatially correlated. Altogether, these results
suggest that C60 and PCBMs might behave differently in terms
of charge transport, with the former closer to a band regime
and the latter likely appropriately accounted for in a hopping
picture. However, a definitive (dis)proof for this hypothesis
calls for charge transport simulations going beyond these two
limited scenarios.

Fig. 8 (a) Distribution of the inverse participation ratio (IPR, eqn (2))
quantifying the number of molecules over which eigenstates are deloca-
lized, as a function of the eigenstate energy. Dots and error bars mark the
average and standard deviation of IPR value in intervals of energy. (b)
Thermal averages of the IPR at 300 K as a function of the charge carrier
density (dots) computed with the Fermi–Dirac statistics. Straight lines are
the density-independent Boltzmann thermal averages.
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