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#### Abstract

We study the first-order theory of Bezout difference rings. In particular we show that rings of sequences very rarely have decidable theories as difference rings, or even decidable model completions.
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## 1. Introduction

A difference ring is a ring $R$ with a distinguished endomorphism $\sigma$ (see [7]). In this paper we will assume $\sigma$ is an automorphism. Difference fields enjoy a rich model theory; their study started in the nineties with the axiomatization (denoted by ACFA) of the existentially closed difference fields (see [10]). A different kind of difference ring is the ring of sequences over a finite field. A well-known theorem of Büchi implies that these rings too have a decidable theory. A whole spectrum of difference rings incorporating these two types exists, and is of considerable interest; see $[15,28]$. We study the decidability of such rings, and show that the two known cases of difference fields, and of sequences over finite fields, are quite exceptional: in a rather general setting, away from small neighborhoods of these two classes, the first-order theory $T$ is

[^0]undecidable, and has no model companion, namely the class of existentially closed models of $T$ is not first-order axiomatizable (see [16, Theorem 8.3.6]). See Proposition 5.1 for a general statement of this kind; see also Section 3 for rings of sequences over infinite fields.

On the other hand, we show there does exist a universal domain for von Neumann regular commutative difference rings, as well as for lattice-ordered commutative difference rings (Sections 7,8 ). Thus the model companion fails to exist only for reasons of definability. We also prove decidability results for these rings in the language of modules (Section 2), and for von Neumann regular commutative difference rings whose spectrum is fixed by the automorphism (Section 6), or for which the automorphism has finite order (Sections 4, 6).

In the rest of the introduction we describe the results in more detail.
First, we will consider the difference rings of sequences over a field; we will examine the decidability of such structures first in a language of modules and then in the difference ring language. Let $(K, \sigma)$ be a perfect difference field and assume that the fixed subfield $C:=\operatorname{Fix}(K)$ is algebraically closed. Then, consider $\left(C_{\mathcal{F}}^{\omega}, \sigma_{t}\right)$, the ring of sequences over $C$ quotiented out by the Frechet filter $\mathcal{F}$ endowed with the shift automorphism defined by $\sigma_{t}\left(c_{i}\right) \mathcal{F}=\left(c_{i+1}\right) \mathcal{F}$. Make the additional assumption on $K$ that its algebraic closure can be embedded in $\left(C_{F}^{\omega}, \sigma_{t}\right)$ with $\sigma_{t}$ extending $\sigma$. Then every Picard-Vessiot extension associated with a linear difference system over $K$ embeds in $\left(C_{F}^{\omega}, \sigma_{t}\right)$ [28]. We will translate this universality property of ( $C_{F}^{\omega}, \sigma_{t}$ ) in the language of modules as follows. Given a $K$-algebra $R$ with an endomorphism $\sigma$, leaving $K$ invariant, one can always consider $R$ as a right module over the skew polynomial ring $K[t ; \sigma]$ with the commutation rule $k . t=t . k^{\sigma}, k \in K$; the action of $t$ on $R$ is defined by: r.t $=\sigma(r)$, $r \in R$. The skew polynomial ring $K[t ; \sigma]$ is right Ore (and left Ore if $\sigma$ is an automorphism of $K$ ).

In the special case of $R:=\left(C_{F}^{\omega}, \sigma_{t}\right)$, we will axiomatize its theory $T_{m}$ as a module over the skew polynomial ring $K[t ; \sigma]$, with the previous assumptions on $K$ (see Proposition 2.6). We will show that the theory $T_{m}$ admits positive quantifier elimination (see Proposition 2.7) and that any difference $K$-algebra embeds in a model of $T_{m}$ (see Corollary 2.11). Moreover, we will prove that a quantifier elimination result holds in a richer two-sorted structure, a sort for the module with the usual module language and another sort for the fixed subfield of $K$ with the field language (see Proposition 2.14). So, in that structure, we can quantify both over the module elements and over the fixed subfield elements. (A similar result has been obtained by Moshe Kamensky [22] for the two-sorted theory of modules over $K\left[t_{1}, \ldots, t_{m}\right]$, where $t_{1}, \ldots, t_{m}$ are commuting indeterminates.)

Then, working now in the full ring language, we will show that a partial dichotomy result holds for the class of commutative von Neumann difference rings $(R, \sigma)$ of characteristic 0 . Recall that a commutative von Neumann regular ring is a commutative ring satisfying the following axiom: $\forall x \exists y\left(x^{2} \cdot y=x \& y^{2} \cdot x=y\right)$.

Exactly one of the following holds.
(I) For some natural number $n, \sigma^{n}$ fixes the maximal spectrum $\operatorname{MSpec}(R)$ of the ring $R$ and we get decidability results for the class of existentially closed such rings (see Propositions 6.6, 6.10). We use the Boolean product representation of commutative von Neumann regular rings [6,12], the decidability of ACFA [11], and transfer results due to S. Burris and H. Werner [5].
(II) The theory of any such difference ring is undecidable (see Proposition 5.1). In particular, we will obtain that the theory of non-principal ultraproducts of Picard-Vessiot difference total rings is undecidable (see Corollary 5.3).

We will generalize this undecidability result to the class of Bezout commutative difference rings $R$ of characteristic 0 as follows. Suppose that the fixed subring Fix $(\sigma)$ of $R$ is an integral
domain and that for every natural number $n$ there exists a prime ideal $\pi$ such that $\pi, \ldots, \sigma^{n}(\pi)$ are pairwise co-maximal and have a trivial intersection with $\operatorname{Fix}(\sigma)$. Then, the theory of $(R, \sigma)$ is undecidable (see Corollary 5.11). An application of this result is the undecidability of the difference ring $\mathbb{C}\left\{z^{-1}\right\}$ (see Examples 5.9).

In the characteristic $p$ case, with $p$ a prime number, for von Neumann regular commutative difference rings, whenever the sizes of the orbits are bounded, we obtain a decidability result similar to the one obtained in the characteristic 0 case (see Propositions 6.6, 6.10); and when the automorphism $\sigma$ has orbits of arbitrarily large cardinalities, in the case where Fix( $\sigma$ ) is an infinite field, we obtain an analogous undecidability result (see Proposition 5.1). However, when $\operatorname{Fix}(\sigma)$ is finite, we obtain a new class of decidable structures as follows. Let $R$ be the ring of sequences over a finite field, indexed by the integers, with the shift automorphism. Then, the theory of such a ring is decidable as a consequence of a result of Büchi on the decidability of the weak-monadic second-order theory of the natural numbers with the successor function (see Proposition 3.2 and Corollary 3.3). Moreover, we prove that its theory is model-complete (see Proposition 3.4), using finite automata.

Note that our results lead to the question whether there exists a decidable difference ring $(R, \sigma)$ such that $\sigma$ has an infinite orbit on $\operatorname{MSpec}(R)$ and $\operatorname{Fix}(\sigma)$ is infinite.

Finally, we prove an amalgamation result. Let $\mathcal{C}$ be a class of $\mathcal{L}$-structures, let $\sigma$ be a new function symbol and denote by $\mathcal{C}_{\sigma}$ the subclass of the elements of $\mathcal{C}$ considered as $\mathcal{L}_{\sigma}$-structures, where $\sigma$ is interpreted by an automorphism. When $\mathcal{C}$ is a model-complete class of von Neumann commutative regular rings (these have been identified in the mid-seventies using FefermannVaught transfer type results) we will show that in some cases, the subclass of existentially closed elements of $\mathcal{C}_{\sigma}$ has a universal domain, namely a model $U$ embedding every countable model in a unique way, up to $\operatorname{Aut}(U)$-conjugacy.

Our precise result reads as follows: the classes of commutative von Neumann regular perfect difference rings (where a perfect ring is either a ring of characteristic zero or a ring of characteristic $p$ closed under $p$ th roots), in the language of rings with the pseudo-inverse and extra symbols for the automorphism, its inverse, and $p$ th-roots in characteristic $p$, have the amalgamation property (see Propositions 7.6, 7.7). So, as a universal class with amalgamation, this is a Robinson class (see $[18, \S 8]$ ). Further, the subclass of its existentially closed models is not elementary (see Proposition 7.11).

We will prove similar results for a subclass of the class of lattice-ordered commutative difference rings (see Proposition 8.3).

## 2. The theory of modules

The ring $S=K[t ; \sigma]$ is a skew polynomial ring over the difference field ( $K, \sigma$ ) with the commutation rule given by $k . t=t . k^{\sigma}, k \in K$. We will write any element $p(t)$ of $S$ as $\sum_{i=0}^{n} t^{i} . a_{i}$ and we will consider the category of all right $S$-modules; let $T_{S}$ denote its theory.

Since $\sigma$ is an automorphism of $K$, the ring $S$ is a left and right Euclidean domain and so left and right principal ideal domain (see [8, Proposition 2.1.1]). This implies that any matrix with coefficients in $S$ can be put in diagonal form (see [19]) and so the (p.p.) primitive positive formulas can easily be described.

Proposition 2.1. (See [19, p. 176].) Let $S_{0}$ be a right and left Euclidean domain and $A$ be an $m \times n$ matrix with coefficients in $S_{0}$. Then there exist invertible matrices $P, Q$ such that P.A.Q
is diagonal. Moreover, if $d_{1}, \ldots, d_{k}$ are the non-zero coefficients occurring on the diagonal, then $d_{i}$ divides $d_{i+1}, 1 \leqslant i \leqslant k$.

Corollary 2.2. Any positive primitive formula $\phi(v)$ is equivalent in $T_{S}$ to a p.p. formula of the form: $\bigwedge_{i} \exists w_{i} w_{i} . s_{i}=v . r_{i}, s_{i}, r_{i} \in S$.

To the p.p. formula:

$$
v \cdot\left(t^{n}+t^{n-1} \cdot a_{n-1}+\cdots+a_{0}\right)=0
$$

we will associate the difference equation:

$$
\sigma V=V \cdot A,
$$

where $\mathrm{A} \in M_{n}(K)$ and $V$ is the tuple $\left(v, \sigma v, \ldots, \sigma^{n-1} v\right)$

$$
\left(\sigma v \sigma^{2} v \ldots \sigma^{n} v\right)=\left(v \sigma v \ldots \sigma^{n-1} v\right)\left(\begin{array}{ccccc}
0 & 0 & 0 & \ldots & -a_{0} \\
1 & 0 & 0 & \ldots & -a_{1} \\
& \ddots & & & \vdots \\
& & \ddots & & \vdots \\
0 & 0 & \ldots & 1 & -a_{n-1}
\end{array}\right)
$$

Note that whenever $a_{0} \neq 0, A \in G L_{n}(K)$. Moreover, we may assume that we are in that case since $\sigma$ is an automorphism.

Now, let us recall some results on Picard-Vessiot extensions which will be useful to understand the theory of modules of our ring of sequences over an algebraically closed field $C$ with the shift $\sigma_{t}$.

Definition 2.3. Let $(K, \sigma)$ be a difference field and fix a first-order linear system of the form $\sigma Y=Y$.A, where $A \in G L_{n}(K)$. Suppose $R$ is a commutative $K$-algebra. Then $R$ is a PicardVessiot ring w.r.t. this equation if the following conditions hold:
(1) One may extend $\sigma$ to an automorphism (also denoted $\sigma$ ) of the ring $R$.
(2) $R$ has no non-trivial (two-sided) difference ideals.
(3) There exists a matrix $U$ in $G L_{n}(R)$ such that $\sigma U=U . A$.
(4) No proper $K$-subalgebra of $R$ satisfies conditions (1), (2), (3).

In the sequel, we will use the following results of [28]. From now on, we will assume that the difference field $(K, \sigma)$ is perfect (i.e. either of characteristic zero or of characteristic $p$ and closed under $p$ th roots) and that the subfield $C:=$ Fix $(\sigma)$ of constants, consisting of the elements fixed by the automorphism, is algebraically closed.
(1) To a linear difference equation over $K$, one can associate a unique Picard-Vessiot ring [28, Section 1.1]. This Picard-Vessiot ring is the direct product of finitely many copies of a domain and the automorphism acts as a cyclic permutation of theses copies [28, Corollary 1.16]. If one considers the direct product of the field of fractions of this domain, one obtains a total Picard-Vessiot ring.
(2) Further, we will now assume that $(K, \sigma)$ is a difference subfield of $\left(C_{\mathcal{F}}^{\omega}, \sigma_{t}\right)$, that it contains the algebraically closed subfield of constants $C$ and that the algebraic closure of $K$ is included in $C_{\mathcal{F}}^{\omega}$. We will call such difference field a $P V$-field. Let $\sigma Y=Y$. $A$ be a first-order linear difference system with $A \in G L_{n}(K)$. Then the Picard-Vessiot ring associated to this system embeds in $C_{\mathcal{F}}^{\omega}$. Moreover, there is a matrix $Z$ in $G L_{n}\left(C_{\mathcal{F}}^{\omega}\right)$ such that every solution is a $C$-linear combination of the columns of $Z$ (see Proposition 4.1 in [28]).

Examples 2.4. Examples of $P V$-fields are [28, Chapter 1, p. 4]:
$\mathbb{C}(z)$ the field of rational functions over $\mathbb{C}$;
$\mathbb{C}\left(\left\{z^{-1}\right\}\right)$ the fraction field of the ring of power series in $z^{-1}$ that converge in a neighborhood of infinity, with automorphism $\left(z^{-1} \rightarrow z^{-1} / z^{-1}+1\right)$;
the field $\mathbb{C}\left(\left(z^{-1}\right)\right)$ of Laurent series in $z^{-1}$ and the algebraic closure of $\mathbb{C}\left(\left(z^{-1}\right)\right)$ with automorphism $\left(z^{-1}\right)^{1 / m} \rightarrow\left(z^{-1}\right)^{1 / m} .\left(1+\left(z^{-1}\right)\right)^{-1 / m}$.

In each case, the embedding into the ring $\left(\mathbb{C}_{F}^{\omega}, \sigma_{t}\right)$ is the following: $f \rightarrow(f(0), f(1), \ldots)$.
Definition 2.5. Let $\mathcal{L}_{S}$ be the language of $S$-modules, i.e. $\{+,-, 0, . r ; r \in S\}$, where.$r$ denotes right multiplication by elements of $S$.

Let $T_{m}$ be the following theory:
(1) $T_{S}$ the theory of all right $S$-modules,
(2) $\forall g \exists f(f . t=g) \& \forall g(g . t=0 \rightarrow g=0)$, " $\sigma$ is an automorphism,"
(3) $\forall g \exists f(f \cdot p(t)=g)$, with $p(t)$ ranging over the irreducible polynomials of $S$ and $p(0) \neq 0$, "divisibility,"
(4) $\exists v \neq 0(v \cdot p(t)=0)$, with $p(t)$ ranging over the irreducible polynomials of $S$ and $p(0) \neq 0$, "torsion."

Note that (3) and (4) are schemes of axioms, one for each irreducible element $p(t)$ of $S-\{t\}$. Axiom scheme (3) even though it is stated only for irreducible polynomials holds in models of $T_{m}$ for any polynomial. Using axiom (2), we get axiom scheme (4) for polynomials of the form $t^{m} \cdot p(t)$ with $p(0) \neq 0$.

Proposition 2.6. $T_{m}$ is consistent.
Proof. Let us show that $C_{\mathcal{F}}^{\omega}$ is a model of $T_{m}$. First, it is an $S$-module with the action of $t$ defined as follows: $m . t=\sigma_{t}(m), m \in C_{\mathcal{F}}^{\omega}$.

By Proposition 4.1 in [28], the set of solutions of $v .\left(t^{n}+t^{n-1} \cdot a_{n-1}+\cdots+a_{0}\right)=0$, with $a_{0} \neq 0$ in $C_{\mathcal{F}}^{\omega}$ is a $C$-vector space of dimension $n$ and so there exists $v \neq 0$ such that $v .\left(t^{n}+t^{n-1} \cdot a_{n-1}+\cdots+a_{0}\right)=0$.

It remains to show that $\forall g \exists f p(t) . f=g$ holds in $C_{\mathcal{F}}^{\omega}$, where $p(t) \in S$. Let $g^{\prime}=\left(g_{i}\right)_{i \in \omega}$ belong to $C^{\omega}$ be such that $g=g_{\mathcal{F}}^{\prime}$. Let $p(t)=t^{n}+t^{n-1} \cdot a_{n-1}+\cdots+a_{0}$. We will first define $f^{\prime}=$ $\left(f_{i}\right)_{i \in \omega}$ in $C^{\omega}$ as follows. Choose arbitrarily $f_{0}, \ldots, f_{n-1}$ and then set $f_{n}=g_{0}-\left(\sum_{i=0}^{n-1} a_{i} . f_{i}\right)$, and recursively $f_{n+k}=g_{k}-\left(\sum_{i=0}^{n-1} a_{i} . f_{k+i}\right)$. Set $f=f_{\mathcal{F}}^{\prime}$.

In the next proposition, we will show that $T_{m}$ admits positive q.e., namely any p.p. formula is equivalent to a conjunction of atomic formulas.

Proposition 2.7. In $T_{m}$, any p.p. formula $\phi\left(v_{1}, \ldots, v_{n}\right)($ respectively $\phi(v))$ is equivalent to $a$ conjunction of atomic formulas (respectively to an atomic formula).

Proof. Write $\phi\left(v_{1}, \ldots, v_{n}\right)$ in the form $\exists \bar{w} \bar{w} \cdot A=\bar{v} . B$, where $A$ and $B$ are matrices with coefficients in $S$. By Proposition 2.1, there exist invertible matrices $P$ and $Q$ such that P.A.Q is a diagonal matrix. So, the formula $\phi\left(v_{1}, \ldots, v_{n}\right)$ is equivalent in any model of $T_{S}$ to $\exists \bar{w}^{\prime} \bar{w}^{\prime} . P . A . Q=\bar{v} . B . Q$. Since any model of $T_{m}$ is divisible, $\phi\left(v_{1}, \ldots, v_{n}\right)$ is equivalent (in $\left.T_{m}\right)$ to a conjunction of formulas of the form $\bigwedge_{j=1}^{k} \sum_{i=1}^{n} v_{i} \cdot t_{i, j}=0$, where $t_{i, j} \in S$.

If $n=1$, since $S$ is a right Euclidean ring, $\phi\left(v_{1}\right)$ is equivalent to $v_{1} . g c d\left(t_{1,1}, \ldots, t_{1, k}\right)=0$.
Corollary 2.8. Any submodule of any model of $T_{m}$ is a pure submodule.
Lemma 2.9. Let $M$ be a model of $T_{m}$. Thenfor any pair of non-zero polynomials $p_{1}(t), p_{2}(t)$ with $\operatorname{deg}\left(p_{1}(t)\right)>\operatorname{deg}\left(p_{2}(t)\right)$ and $p_{1}(0) \neq 0$, there exists $v \in M$ such that $v \cdot p_{1}(t)=0 \wedge v \cdot p_{2}(t) \neq 0$.

Proof. We will prove the lemma by induction on the pair of degrees of $p_{1}(t)$ and $p_{2}(t)$. The case of a pair of degrees of the form $(d, 0)$, with $d \geqslant 1$, is taken care of by axiom scheme (4) since $p_{1}(0) \neq 0$.

By axiom scheme (4), there is an element $u \in M-\{0\}$ such that $u . p_{1}(t)=0$. Either $u . p_{2}(t) \neq$ 0 and we found the desired element $u$, or $u \cdot p_{2}(t)=0$. In that last case, let $p(t) \in S-\{0\}$ be of minimal degree with $u . p(t)=0$. So, $p(t)$ is of degree greater than or equal to 1 and, applying the fact that $S$ is right Euclidean, $p(t)$ divides both $p_{1}(t)$ and $p_{2}(t)$. Let $q_{1}(t), q_{2}(t) \in S-\{0\}$ with $p_{1}(t)=p(t) \cdot q_{1}(t)$ and $p_{2}(t)=p(t) \cdot q_{2}(t), 1 \leqslant \operatorname{deg}\left(q_{1}(t)\right)<\operatorname{deg}\left(p_{1}(t)\right)$ and $\operatorname{deg}\left(q_{2}(t)\right)<$ $\operatorname{deg}\left(p_{2}(t)\right)$. Note that $\operatorname{deg}\left(q_{2}(t)\right)<\operatorname{deg}\left(q_{1}(t)\right)$ and $q_{1}(0) \neq 0$. We may apply the induction hypothesis to the pair $\left(q_{1}(t), q_{2}(t)\right)$, so there exists an element $w \in M$ with $w \cdot q_{1}(t)=0$ and $w \cdot q_{2}(t) \neq 0$. By axiom scheme (3) we can find an element $v \in M$ with $v \cdot p(t)=w$ and so we have that $v \cdot p_{1}(t)=0$, whereas $v \cdot p_{2}(t) \neq 0$.

Proposition 2.10. $T_{m}$ is complete and admits quantifier elimination in $\mathcal{L}_{S}$.
Proof. We apply the Baur-Monk p.p. elimination theorem for theories of modules (see for instance [26]) and Proposition 2.7.

In order to prove completeness, it suffices to describe the index of p.p. definable subgroups (included in the domain of a model of $T_{m}$ ) in one another. Let $M$ be a model of $T_{m}$. Given any two p.p. formulas $\phi(v), \psi(v)$ with $T_{S} \vdash \psi \rightarrow \phi$, using the proof of Proposition 2.7, we reduce ourselves to consider the case where $\phi(M)=\operatorname{ann}\left(p_{1}(t)\right)$ and $\psi(M)=a n n\left(p_{2}(t)\right)$ with $p_{1}(t), p_{2}(t) \in S$. Note that since $\operatorname{Fix}(\sigma) \cap K$ is infinite, all the indices are either trivial or infinite.

Since $\sigma$ is an automorphism of $K$, we may write $p_{1}(t)=t^{m_{1}} \cdot q_{1}^{\prime}(t)=q_{1}(t) \cdot t^{m_{1}}$ and $p_{2}(t)=$ $t^{m_{2}} \cdot q_{2}^{\prime}(t)=q_{2}(t) \cdot t^{m_{2}}$, for some $q_{1}(t), q_{1}^{\prime}(t), q_{2}(t), q_{2}^{\prime}(t) \in S, m_{1}, m_{2} \in \mathbb{N}$, with $q_{1}(0), q_{2}(0)$ both non-zero. Applying axiom (2), we have that $\operatorname{ann}\left(p_{1}(t)\right)=\operatorname{ann}\left(q_{1}(t)\right)$ and $\operatorname{ann}\left(p_{2}(t)\right)=$ $\operatorname{ann}\left(q_{2}(t)\right)$. So, $\operatorname{ann}\left(q_{2}(t)\right) \subseteq \operatorname{ann}\left(q_{1}(t)\right)$, which implies by Lemma 2.9 , that $\operatorname{deg}\left(q_{1}(t)\right) \geqslant$ $\operatorname{deg}\left(q_{2}(t)\right)$.

If $\operatorname{deg}\left(q_{1}(t)\right)>\operatorname{deg}\left(q_{2}(t)\right)$, we apply Lemma 2.9 in order to find an element $v \in \operatorname{ann}\left(p_{1}(t)\right)-$ $\operatorname{ann}\left(p_{2}(t)\right)$.

If $\operatorname{deg}\left(q_{1}(t)\right)=\operatorname{deg}\left(q_{2}(t)\right)$, we apply the Euclidean algorithm and we get $q_{1}(t)=q_{2}(t) \cdot k+$ $q(t), k \in K-\{0\}, q(t) \in S$ with $\operatorname{deg}(q(t))<\operatorname{deg}\left(q_{2}(t)\right)$. If $q(t)=0$, we get that $\operatorname{ann}\left(q_{1}(t)\right)=$ $\operatorname{ann}\left(q_{2}(t)\right)$ and so, $\operatorname{ann}\left(p_{1}(t)\right)=\operatorname{ann}\left(p_{2}(t)\right)$.

If $q(t) \neq 0$, we apply Lemma 2.9 to the pair $\left(q_{1}(t), q(t)\right)$ and we find an element $v$ belonging to $\operatorname{ann}\left(q_{1}(t)\right)-\operatorname{ann}(q(t))$ and so it also belongs to $\operatorname{ann}\left(q_{1}(t)\right)-\operatorname{ann}\left(q_{2}(t)\right)$. So, we found an element in $\operatorname{ann}\left(p_{1}(t)\right)-\operatorname{ann}\left(p_{2}(t)\right)$.

Quantifier elimination in $T_{m}$ then follows from the above completeness result.
Corollary 2.11. Let $R$ be a difference ring which is a $K$-algebra over a $P V$-field $K$. Then, as a $K[t ; \sigma]$-module, $R$ embeds into some model of $T_{m}$.

Proof. Let us first show that one can embed $R$ into a model of axiom scheme (3). Consider the ring of sequences $R^{\omega}$ endowed with the endomorphism $\tilde{\sigma}$ defined as follows: $\tilde{\sigma}\left(\left(r_{i}\right)_{i \in \omega}\right):=$ $\left(\sigma\left(r_{i+1}\right)_{i \in \omega}\right)$, with $r_{i} \in R$. Let $\mathcal{F}$ be the Frechet filter on $\omega$. Then $R$ embeds into the difference ring $R_{\mathcal{F}}^{\omega}$ of sequences modulo the Frechet filter, sending $r \rightarrow(r)_{\mathcal{F}}$ and $\left(R_{\mathcal{F}}^{\omega}, \tilde{\sigma}\right)$ satisfies axiom scheme (3). The proof of this last assertion is similar to the proof of Proposition 2.6. Namely, let $p(t)=t^{n}+t^{n-1} . a_{n-1}+\cdots+a_{0}$ and let $g^{\prime}=\left(g_{i}\right)_{i \in \omega}$ belong to $R^{\omega}$ be such that $g=g_{\mathcal{F}}^{\prime}$. We first define $f^{\prime}=\left(f_{i}\right)_{i \in \omega}$ in $R^{\omega}$ as follows. Choose arbitrarily $f_{0}, \ldots, f_{n-1}$ and then set $f_{n}=g_{0}^{\sigma^{-n}}-$ $\left(\sum_{i=0}^{n-1} a_{i} . f_{i}\right)^{\sigma^{-n}}$, and recursively $f_{n+k}=g_{k}^{\sigma^{-n}}-\left(\sum_{i=0}^{n-1} a_{i} . f_{k+i}\right)^{\sigma^{-n}}$. Finally, set $f=f_{\mathcal{F}}^{\prime}$.

Then it suffices to observe that the direct product: $R_{\mathcal{F}}^{\omega} \oplus C_{\mathcal{F}}^{\omega}$ satisfies (1)-(4).
In the following corollary, we will use the notion of splitting algorithm (see [27, Definition 9]).
Corollary 2.12. Let $K_{1}$ be a recursively presented subfield of $K$ with a splitting algorithm, let $S_{1}$ be the corresponding skew polynomial ring and denote by $T_{m, 1}$ the corresponding theory of $S_{1}$-modules. Then, $T_{m, 1}$ is decidable.

Alternatively, we shall consider a two-sorted theory of modules, with quantification over the module elements and over the elements of the fixed subfield $C$ of $K$. For each non-zero natural number $n$, we will add new relation symbols which hold on the $n$-tuples of $C$-linearly dependent elements of the module; these predicates will be denoted by $D_{n}, n \in \omega$; we also add predicates $T_{n, \theta(\bar{x}, \bar{y})}, n \in \omega$ and $\theta$ a formula in the field language, that will hold on pairs of $n+1$ tuples of elements $\left\{\left(v_{0}, \bar{v}\right),\left(w_{0}, \bar{w}\right)\right\}$ where $\bar{v}$ and $\bar{w}$ are $C$-linearly independent and $\left(v_{0}, w_{0}\right)$ lie in the "same" way in the subspaces generated respectively by $\bar{v}$ and by $\bar{w}$. More precisely, the tuple of coefficients of the linear combination expressing $v_{0}$ in terms the elements $\bar{v}$ and those expressing $w_{0}$ in terms the elements $\bar{w}$ satisfy the formula $\theta$.

Definition 2.13. We will now formally define the language $\mathcal{L}$. It consists of two unary relations symbols: $M$ and $C$, the sort $M$ will be endowed with the language of $S$-modules $\mathcal{L}_{S}$; the sort $C$ with the field language $\mathcal{L}_{f}$; we have a new function symbol $\cdot$ from $M \times C$ to $M$; and new relation symbols on $M$, for each $n \in \omega$ and each open $\mathcal{L}_{f}$-formula $\theta, D_{n}(., \ldots,$.$) and T_{n, \theta}(\bar{v} ; \bar{w})$.

Let $T_{M, C}$ be the following theory:
(1) the $\mathcal{L}_{S}$-theory $T_{m}$ on the sort $M$,
(2) the $\mathcal{L}_{f}$-theory of algebraically closed fields on the sort $C$,
(3) $M$ is a $C$-vector space with scalar multiplication -,
(4) $\forall v \in M \forall c \in C(v \cdot c) . t=(v . t) \cdot c$,
(5) $\forall v \in M \forall c \in C(v \cdot c) \cdot k=(v . k) \cdot c$, for all $k \in K$,
(6) $\forall v_{1} \in M \cdots \forall v_{n} \in M \forall c_{1} \in C \cdots \forall c_{n} \in C$
$\left(\bigvee_{i=1}^{n} c_{i} \neq 0 \& \sum_{i=1}^{n} v_{i} . c_{i}=0 \leftrightarrow D_{n}\left(v_{1}, \ldots, v_{n}\right)\right), n \geqslant 1, n \in \omega$,
(7) $\forall v_{0} \in M \cdots \forall v_{n} \in M \forall w_{0} \in M \cdots \forall w_{n} \in M\left[\neg D_{n}\left(v_{1}, \ldots, v_{n}\right)\right.$ and $\left.\neg D_{n}\left(w_{1}, \ldots, w_{n}\right)\right] \rightarrow$ $\left[T_{n, \theta}\left(v_{0}, v_{1}, v_{2}, \ldots, v_{n} ; w_{0}, w_{1}, w_{2}, \ldots, w_{n}\right)\right.$ iff $\left(\exists k_{1} \neq 0 \cdots \exists k_{n} \neq 0 \in C \exists l_{1} \neq 0 \cdots \exists l_{n} \neq\right.$ $0 \in C \theta\left(k_{1}, \ldots, k_{n}, l_{1}, \ldots, l_{n}\right)$ and $v_{0}+v_{1} \cdot k_{1}+\cdots+v_{n} \cdot k_{n}=0$ and $w_{0}+w_{1} \cdot l_{1}+\cdots+$ $w_{n} . l_{n}=0$ ], for each open $\mathcal{L}_{f}$-formula $\theta$ and natural number $n$.
(8) $\exists v_{1} \cdots v_{d} \in M\left(\neg D_{d}\left(v_{1}, \ldots, v_{d}\right) \wedge \bigwedge_{i=1}^{d} p(t) . v_{i}=0\right), p(t)$ ranging over the irreducible polynomials of $S$ of degree $d, d \in \omega$, "torsion."

Note that in axiom scheme (7), the elements $k_{i} \in C$ and $l_{i} \in C$, whenever they exist, are uniquely determined.

Also, in any model of the theory $T_{M, C}$ and any tuple of non-zero elements $v_{0}, \ldots, v_{n} \in M$, we have that $D_{2}\left(v_{0}, v_{1}\right)$ iff $T_{1, x=x}\left(v_{0}, v_{1} ; v_{0}, v_{1}\right)$, and if $n \geqslant 2$,
$T_{n, x=x}\left(v_{0}, v_{1}, \ldots, v_{n}\right)$ is equivalent to $D_{n+1}\left(v_{0}, v_{1}, \ldots, v_{n}\right)$ and $\neg D_{n}\left(v_{1}, \ldots, v_{n}\right)$. Then, by induction on $n$, we see that we can express $D_{n+1}\left(v_{0}, v_{1}, \ldots, v_{n}\right)$ by a quantifier-free formula in the module language augmented by the predicates $T_{n, x=x}$.

Also, we would have gotten similar results, using a simpler language, namely by only adding to the two-sorted language the predicates $T_{n, \theta}$; we would have deleted axiom scheme (6) and in axiom schemes (7) and (9), we would have replaced the occurrences of $D_{n}\left(v_{1}, \ldots, v_{n}\right)$ by $\exists c_{1} \in C \cdots \exists c_{k} \in C\left[\left(\bigvee_{i=1}^{k} c_{i} \neq 0\right) \& \sum_{i=1}^{k} v_{i} . c_{i}=0\right]$.

Proposition 2.14. The theory $T_{M, C}$ admits q.e. in $\mathcal{L}$ and is complete.

Proof. Now we have to consider formulas where the quantified variables are both from the module and from the subfield $C$ included in $\operatorname{Fix}(\sigma)$.

The terms $s\left(v_{0}, \bar{v} ; k_{0}, \bar{k}\right)$ can be put in the form $\sum_{i} v_{i} \cdot\left(\sum_{j} t^{j} . a_{j} \cdot f_{j}\left(k_{0}, \bar{k}\right)\right)$, where $v_{0}, \bar{v}$ are variables ranging over $M, k_{0}, \bar{k}$ are variables ranging over $C, a_{j} \in K$ and $f_{j}\left(k_{0}, \bar{k}\right)$ are $L_{f}$-terms.

We can rewrite the term $s\left(v_{0}, \bar{v} ; k_{0}, \bar{k}\right)$ as

$$
\sum_{i=0}^{n} v_{i} \cdot r_{i 0}(t, \bar{k})+\sum_{i=0}^{n} v_{i} \cdot r_{i 1}(t, \bar{k}) \cdot k_{0}+\cdots+\sum_{i=0}^{n} v_{i} \cdot r_{i d}(t, \bar{k}) \cdot k_{0}^{d}
$$

First, let us assume that there are no predicates $T_{n, \theta}$ appearing in the formula.
Consider the formula: $\exists k_{0}\left[\bigwedge_{i} t_{i}\left(\bar{v}, k_{0}, \bar{k}\right)=0 \& \bigwedge_{j} s_{j}\left(\bar{v}, k_{0}, \bar{k}\right) \neq 0 \& \theta\left(k_{0}, \bar{k}\right)\right]$, where $\theta$ is an open $\mathcal{L}_{f}$-formula. Assume that in all the terms occurring in the above formula, the powers of $k_{0}$ that occur are among $\left\{k_{0}, \ldots, k_{0}^{d}\right\}$.

We can rewrite it as

$$
\begin{aligned}
& \exists \bar{l}\left[\bigwedge_{j \in J_{1}} \sum_{i=0}^{n} v_{i} \cdot r_{i j 0}(t, \bar{k})+\sum_{i=0}^{n} v_{i} \cdot r_{i j 1}(t, \bar{k}) \cdot l_{1}+\cdots+\sum_{i=0}^{n} v_{i} \cdot r_{i j d}(t, \bar{k}) \cdot l_{d}=0\right. \\
& \quad \wedge \bigwedge_{j \in J_{2}} s_{j}(\bar{v}, \bar{l}, \bar{k}) \neq 0 \\
& \left.\quad \text { and } \exists k_{0}\left(\theta\left(k_{0}, \bar{l}, \bar{k}\right) \& \bigwedge_{i=1}^{d} l_{i}=k_{0}^{i}\right)\right]
\end{aligned}
$$

Then we have to make a disjunction of cases according to which subsets of the elements $w_{j \ell}:=\sum_{i=0}^{n} v_{i} . r_{i j \ell}(t, \bar{k}), 1 \leqslant \ell \leqslant d, j \in J_{1} \cup J_{2}$, are linearly independent over $C$. Thanks to the fact that in the case of linearly independent elements the coefficients are uniquely determined, the above conjunction is equivalent to a disjunction of conjunctions, the conjunctions consisting either of two equations or of one equation and one inequation. Let us examine the conjunctions more closely.

In the case of two equations, we use the predicate $T_{n, \bar{x}=\bar{y}}$ and in the case of one equation and an inequation the negation of this predicate (again we use the fact that the coefficients, if they exist, are unique). Indeed, assume that both sets $\left\{w_{1 j}, \ldots, w_{d j}\right\},\left\{w_{1 j^{\prime}}, \ldots, w_{d j^{\prime}}\right\}$ are linearly independent over $C$, then:
$\left[\exists f_{1} \cdots \exists f_{d} \bigwedge_{z=1}^{3} w_{0 z}+\sum_{m=1}^{d} w_{m z} \cdot f_{m}=0\right]$ is equivalent to $\left[\exists f_{1} \cdots \exists f_{d} \bigwedge_{z=1}^{2} w_{0 z}+\right.$ $\left.\sum_{m=1}^{d} w_{m z} \cdot f_{m}=0\right]$ and $\left[\exists f_{1} \cdots \exists f_{d} \bigwedge_{z=1, z=3} w_{0 z}+\sum_{m=1}^{d} w_{m z} \cdot f_{m}=0\right]$.

In turn, $\left[\exists f_{1} \cdots \exists f_{d} \bigwedge_{z=1}^{2} w_{0 z}+\sum_{m=1}^{d} w_{m z} \cdot f_{m}=0\right]$ is equivalent to the atomic formula $T_{d, \bar{x}=\bar{y}}\left(w_{01}, w_{11}, \ldots, w_{d 1} ; w_{02}, w_{12}, \ldots, w_{d 2}\right)$.

Now, consider the case where an inequation occurs:

$$
\exists f_{1} \cdots \exists f_{d}\left[\bigwedge_{z=1}^{2} w_{0 z}+\sum_{m=1}^{d} w_{m z} \cdot f_{m}=0 \quad \text { and } \quad w_{03}+\sum_{m=1}^{d} w_{m 3} \cdot f_{m} \neq 0\right] .
$$

It is equivalent to

$$
\begin{aligned}
& T_{d, \bar{x}=\bar{y}}\left(w_{01}, w_{11}, \ldots, w_{d 1} ; w_{02}, w_{12}, \ldots, w_{d 2}\right) \quad \& \\
& \neg T_{d, \bar{x}=\bar{y}}\left(w_{01}, w_{11}, \ldots, w_{d 1} ; w_{03}, w_{13}, \ldots, w_{d 3}\right)
\end{aligned}
$$

Suppose now that there are some predicates $T_{m, \theta_{m}}$ or their negations occurring in the above formula. Then we replace each predicate $T_{m, \theta_{m}}\left(\bar{s}, \bar{s}^{\prime}\right)$, where $\bar{s}, \bar{s}^{\prime}$ are tuples of terms in the elements $\bar{v}$ with coefficients in $S$ which depend on parameters $\bar{k}, k_{0} \subset C$, by:

$$
\left(\exists r_{1} \neq 0 \cdots \exists r_{m} \neq 0 \in C \exists s_{1} \neq 0 \cdots \exists s_{m} \neq 0 \in C \theta_{m}(\bar{r}, \bar{s})\right.
$$

and

$$
\left.t_{0}+t_{1} \cdot r_{1}+\cdots+t_{m} \cdot r_{m}=0 \quad \& \quad t_{0}^{\prime}+t_{1}^{\prime} \cdot s_{1}+\cdots+t_{m}^{\prime} \cdot s_{m}=0\right)
$$

Then, we rewrite the terms along coefficients of the form: monomials in $k_{0}, \bar{l}, \bar{r}, \bar{s}$, that we enumerate in some order: $m_{0}, \ldots, m_{d}$. So, we get

$$
\begin{gathered}
\exists k_{0}, \exists \bar{\exists} \exists \bar{r} \exists \bar{s} \bigwedge_{j} \sum_{i=0}^{n^{\prime}} v_{i} \cdot r_{i j 0}(t, \bar{k}) \cdot m_{0}+\sum_{i=0}^{n^{\prime}} v_{i} \cdot r_{i j 1}(t, \bar{k}) \cdot m_{1}+\cdots+\sum_{i=0}^{n^{\prime}} v_{i} \cdot r_{i j d}(t, \bar{k}) \cdot m_{d}=0 \quad \& \\
\theta\left(k_{0}, \bar{l}, \bar{k}\right) \quad \& \quad \theta_{m}(\bar{r}, \bar{s})
\end{gathered}
$$

We replace this last formula by

$$
\begin{gathered}
\exists \bar{h} \bigwedge_{j} \sum_{i=0}^{n^{\prime}} v_{i} \cdot r_{i j 0}(t, \bar{k}) \cdot h_{0}+\sum_{i=0}^{n^{\prime}} v_{i} \cdot r_{i j 1}(t, \bar{k}) \cdot h_{1}+\cdots+\sum_{i=0}^{n^{\prime}} v_{i} \cdot r_{i j d}(t, \bar{k}) \cdot h_{d}=0 \quad \& \\
\exists k_{0}, \exists \bar{l} \exists \bar{r} \exists \bar{s} \theta^{\prime}\left(\bar{l}, \bar{k}, \bar{r}, \bar{s}, k_{0}\right) \quad \& \quad \bigwedge_{i=0}^{d} m_{i}\left(k_{0}, \bar{l}, \bar{r}, \bar{s}\right)=h_{i}
\end{gathered}
$$

Using now quantifier elimination in algebraically closed fields, we get that the formula

$$
\exists k_{0}, \exists \bar{l} \exists \bar{r} \exists \bar{s} \theta^{\prime}\left(\bar{l}, \bar{k}, \bar{r}, \bar{s}, k_{0}\right) \quad \& \quad \bigwedge_{i=0}^{d} m_{i}\left(k_{0}, \bar{l}, \bar{r}, \bar{s}\right)=h_{i}
$$

is equivalent to a quantifier-free formula $\theta^{\prime \prime}(\bar{h})$.
Now, we proceed as above grouping pairwise the equations and using the predicates $T_{n^{\prime}, \theta^{\prime \prime}}$. Now consider a formula where we quantify over a module variable.

$$
\exists v_{0} \bigwedge_{i} t_{i}\left(v_{0}, \bar{v}, \bar{k}\right)=0 \quad \& \quad \bigwedge_{j} s_{j}\left(v_{0}, \bar{v}, \bar{k}\right) \neq 0 \quad \& \quad T_{n, \theta_{n}}\left(\bar{v}, v_{0}\right) \quad \& \quad \neg T_{m, \theta_{m}}\left(\bar{v}, v_{0}\right)
$$

If a predicate $T_{n, \theta_{n}}$ appears, we replace the corresponding atomic formula by

$$
\exists k_{1} \cdots \exists k_{n} \in C-\{0\} \exists l_{1} \cdots \exists l_{n} \in C-\{0\} \theta(\bar{k}, \bar{l}) \quad \& \quad v_{0} \cdot r_{0}(\bar{k}, \bar{l})=-\sum_{i=1}^{n} v_{i} \cdot r_{i}(\bar{k}, \bar{l})
$$

where for each values of the parameters $r_{0}, r_{i}$ belong to $S$. So, we get a system of equations and inequations.

The system of equations in the matrix form is of the form $\exists\left(v_{0}, \bar{v}\right)\left(v_{0}, \bar{v}\right) \cdot B=0$, where $B$ is a matrix with coefficients in $S$, with parameters varying over $C$. Using Proposition 2.1, we get that there exist invertible matrices $P$ and $Q$ such that $P . B . Q$ is a diagonal matrix.

Set $\left(w_{0}, \bar{w}\right):=\left(v_{0}, \bar{v}\right) \cdot P^{-1}$. Let $w_{0} \cdot s_{0}=0$ be the first equation. Then, we consider the inequations one by one. Let $w_{0} . t_{0}+\cdots \neq 0$ be the first one. Using the Euclidean algorithm, we may assume that either $s_{0}$ divides $t_{0}$, which can be expressed in the coefficients in $K$ of those two elements of $S$, or the degree of $t_{0}$ is strictly smaller than the degree of $s_{0}$. If a solution $w_{0}$ satisfies $w_{0} . t_{0}+\cdots=0$, then we add to it an element of $\operatorname{ann}\left(s_{0}\right)-\operatorname{ann}\left(t_{0}\right)$.

If a predicate $\neg T_{m, \theta_{m}}$ appears, then suppose that such $w_{0}$ does not satisfy the predicate i.e. $T_{m, \theta}\left(w_{0}, \ldots\right)$ holds, then whenever we add to $w_{0}$ a non-zero element of $\operatorname{ann}\left(s_{0}\right)$ say $w_{0}^{\prime}$, we have $T_{m, \theta}\left(w_{0}+w_{0}^{\prime}, \ldots\right)$ (note that we have infinitely many choices for $w_{0}^{\prime}$ ).

More generally, if we consider the system

$$
\exists w_{0}\left(w_{0} \cdot s_{0}=0 \& w_{0} \cdot t_{0} \neq u_{0} \& \cdots \& w_{0} \cdot t_{\ell} \neq u_{\ell} \& \bigwedge_{m} \neg T_{m, \theta_{m}}\right)
$$

we proceed as in the first case in order to reduce to a disjunction of cases where either we get a formula on the elements of $C$ with parameters in $K$ or where $\operatorname{deg}\left(t_{i}\right)<\operatorname{deg}\left(s_{0}\right)$ for all $i \geqslant 0$. Then, we have to look at the cosets of the subspaces $\operatorname{ann}\left(t_{i}\right)$ inside $\operatorname{ann}\left(s_{0}\right)$ and in order to satisfy the system, we have possibly to add to a solution of the first equation an element $w_{0}^{\prime}$ of $\operatorname{ann}\left(s_{0}\right)$
which does not belong to a finite subset of certain cosets of the subspaces ann $\left(t_{i}\right), 0 \leqslant i \leqslant \ell$. Since those last subspaces are of dimension strictly less than the dimension of ann ( $s_{0}$ ) (by axiom scheme (8)) and the index of any of such subspaces in $\operatorname{ann}\left(s_{0}\right)$ is infinite, this is always feasible.

## 3. Rings of sequences over a field $\boldsymbol{F}$

In this section, we will consider rings with an endomorphism, namely rings of sequences over a field $F$ with the shift $\sigma_{t}$. We will show that the theory of the underlying Boolean algebra of idempotents with the shift $\sigma_{t}$, is decidable but that whenever the field $F$ is infinite, the theories of those difference rings are undecidable. Our decidability results below will be a consequence of the decidability result due to Büchi of the second-order theory of $\mathcal{N}:=(\mathbb{N}, S, \leqslant)$, where $S$ is the successor function $x \rightarrow x+1$ and $\leqslant$ is the usual order on the natural numbers. The proof of that last result used finite automata theory that we will again appeal to, later in that section.

Definition 3.1. Let $\mathcal{B}_{0}$ be the set of idempotents of the difference ring $\left(\mathbb{C}_{\mathcal{F}}^{\omega},+, ., 0,1, \sigma_{t}\right)$, where $\mathcal{F}$ is the Frechet filter on $\omega$. For $a, b \in \mathcal{B}_{0}$, define $a \oplus b=a+b-a . b$ and $a^{c}=1-a$. Then, $\left(\mathcal{B}_{0}, \oplus, .,{ }^{\mathfrak{c}}, 0,1, \sigma_{t}\right)$ is an atomless Boolean algebra with an automorphism $\sigma_{t}$.

Let $\mathcal{L}_{\sigma}$ be $\mathcal{L}_{\text {rings }} \cup\{\sigma\}$.
Proposition 3.2. The $\mathcal{L}_{\sigma}$-structures $\left(\mathbb{F}_{2}^{\omega},+, ., 0,1, \sigma_{t}\right),\left(\mathbb{F}_{2}^{\mathbb{Z}},+, ., 0,1, \sigma_{t}\right)$ are decidable, as well as the Boolean algebra with an automorphism $\left(\mathcal{B}_{0}, \oplus, ., 0,1, \sigma_{t}\right)$.

Proof. One interprets these structures in the monadic second-order theory of $\mathcal{N}$ and uses the result of Büchi (see [3]). First, a sequence of 0 and 1 can be thought as the characteristic function of a subset $s$ of $\mathbb{N}$, the shift function applied to this sequence is just the characteristic function of the subset $s^{\prime}$ defined as $n \in s^{\prime}$ iff $S(n) \in s$. One can easily define the disjoint union and intersection of two subsets of $\mathbb{N}$. So, this entails the decidability of the two rings.

Finally, an element of $\mathcal{B}_{0}$ can be viewed as an equivalence class of an infinite sequence of natural numbers modulo the Frechet filter by defining

$$
s_{1} \sim s_{2} \quad \text { iff } \exists n \in \mathbb{N} \forall m \in \mathbb{N}\left(m \geqslant n \rightarrow\left(m \in s_{1} \text { iff } m \in s_{2}\right)\right) .
$$

Note that the theory of all Boolean algebras with a non-locally finite group of automorphisms is undecidable. One interprets the theory of Boolean pairs (see [4]).

Corollary 3.3. Let $F$ be a finite field, then the difference ring $R$ of sequences $\left(F^{\mathbb{Z}}, \sigma_{t}\right)$ is decidable.

Proof. Let $\mathcal{B}$ be the Boolean algebra of idempotents of $R$. It is a difference subring of $R$, which is isomorphic to $\left(\mathbb{F}_{2}^{\mathbb{Z}},+, ., 0,1, \sigma_{t}\right)$. Let $F=\left\{f_{1}, \ldots, f_{n}\right\}$, for some natural number $n$. Any element $r \in F^{\mathbb{Z}}$ can be written as $\sum_{i=1}^{n} f_{i} . e_{i}$, where $f_{i} \in F$ and $e_{i} \in \mathcal{B}$ with $\left\{e_{1}, \ldots, e_{m}\right\}$ a partition of 1 of size at most $n$. Moreover, since $\operatorname{Fix}(R)=F$, we get that $\sigma(r)=\sum f_{i} . \sigma\left(e_{i}\right)$.

To any $\mathcal{L}_{\sigma}$-formula $\psi\left(x_{1}, \ldots, x_{m}\right)$, we shall associate an $\mathcal{L}_{\sigma}$-formula $\phi\left(z_{1}, \ldots, z_{n . m}\right)$ such that for any $\bar{r} \in R$ there exists $\bar{e} \in \mathcal{B}$ such that $\psi(\bar{r})$ holds in $R$ iff $\bigwedge_{i=1}^{m} r_{i}=\sum_{j=1}^{n} f_{j} . e_{j i}$ and $\phi(\bar{e})$ holds in $\mathcal{B}$.

First, given an atomic formula of the form $t\left(x_{1}, \ldots, x_{m}\right)=0$, where $t(\bar{x})$ is an $\mathcal{L}_{\sigma}$-term, we associate a quantifier-free $\mathcal{L}_{\sigma}$-formula as follows. Express each $x_{i}$ as $\sum_{j=1}^{n} f_{j} . z_{i j}$, where $z_{i j}, 1 \leqslant i \leqslant n$, are pairwise disjoint idempotents and $\sum_{i=1}^{n} z_{i j}=1$. Then $t\left(x_{1}, \ldots, x_{n}\right)=$ $\sum_{h=1}^{k} t_{h}(\bar{f}) \cdot s_{h}(\bar{z})$, where $t_{h}$ is an $\mathcal{L}$-term, $s_{h}$ is an $\mathcal{L}_{\sigma}$-term and $s_{h}(\bar{z}) \cdot s_{h^{\prime}}(\bar{z})=0$, for $1 \leqslant h \neq$ $h^{\prime} \leqslant k$. We have that $t(\bar{x})=0$ iff $\bigwedge_{h=1}^{k}\left(t_{h}(\bar{f})=0 \vee s_{h}(\bar{z})=0\right)$. Let $H$ be the subset of indices $h$, $1 \leqslant h \leqslant k$ such that $F \models t_{h}(\bar{f}) \neq 0$. We get:

$$
t(\bar{x})=0 \quad \text { iff } \quad \bigwedge_{h \in H} s_{h}(\bar{z})=0 \& \bigwedge_{i} x_{i}=\sum_{j=1}^{n} f_{j} \cdot z_{i j}
$$

( $\star$ ) So a quantifier-free formula $\theta(\bar{x})$ is equivalent to the conjunction $\bigwedge_{i} x_{i}=\sum_{j=1}^{n} f_{j} . z_{i j} \&$ $\phi(\bar{u})$, for some quantifier-free $\mathcal{L}_{\sigma}$-formula $\phi$.

Then, we replace the quantifier $\forall r \in R$ by $\forall z_{1}, \ldots, \forall z_{n} \in \mathcal{B}$ (similarly for the quantifier $\exists$ ). So, given a formula $\psi(\bar{a})$ of the form $Q_{1} x_{1} \cdots Q_{\ell} x_{\ell} \theta\left(x_{1}, \ldots, x_{\ell}, \bar{a}\right)$, where $\theta$ is a quantifier-free formula, we replace it, using ( $\star$ ), by

$$
Q_{1 z_{11}} \cdots Q_{1} z_{1 n} \cdots Q_{\ell z_{\ell 1}} \cdots Q_{\ell} z_{\ell n} \bigwedge_{i=1}^{\ell}\left(x_{i}=\sum_{j=1}^{n} f_{j} \cdot z_{i j} \wedge \phi\left(z_{11}, \ldots, z_{\ell n}, \bar{e}_{\bar{a}}\right)\right)
$$

where each $a_{h}=\sum_{i=1}^{n} f_{h i} \cdot e_{a_{h i}}, 1 \leqslant h \leqslant m$ and $e_{\bar{a}}:=\left(e_{a_{h 1}}, \ldots, e_{a_{h n}}\right)$.
So, we get that $\psi(\bar{a})$ is equivalent to an $\mathcal{L}_{\sigma}$-formula $\psi_{1}\left(\bar{e}_{\bar{a}}\right)$.
Finally, if $\psi$ is a sentence, then so is $\psi_{1}$ and we apply the decidability of $\left(\mathbb{F}_{2}^{\mathbb{Z}},+, ., 0,1, \sigma_{t}\right)$.

Before proving undecidability results on difference rings of sequences, we will show that the theory of the difference Boolean algebra $\mathcal{B}_{0}$, that was proven to be decidable at the beginning of this section, is model-complete. We will be using the fact that any definable subset of $\left(\mathbb{F}_{2}^{\omega},+, ., 0,1, \sigma_{t}\right)$ is recognizable by a finite automaton. The finite automata we will be describing are called Muller-McNaughton automata (see for instance [17]); their input are infinite sequences indexed by $\omega$. The (deterministic finite) automaton $A:=\left(Q, q_{0}, \mathcal{F S}, T\right)$ has finitely many states: $Q:=\left\{q_{0}, \ldots, q_{\ell}\right\}$, with an initial state $q_{0}$, a set $\mathcal{F} \mathcal{S}:=\left\{F_{1}, \ldots, F_{f}\right\} \subset \mathcal{P}(Q)$ of subsets of final states, $F_{i} \in \mathcal{P}(Q), 1 \leqslant i \leqslant f$, and a transition function $T: Q \times\{0,1\}^{m} \rightarrow Q$. An $m$-tuple of infinite sequences is accepted by $A$ if the subset of states this tuple visits infinitely many times belongs to $\mathcal{F S}$, beginning at the initial state $q_{0}$, with the rule to go from a state to the next one, given by the transition function $T$. Such sequences will be called $A$-recognizable. For any $q_{i} \in Q$, put $A_{q_{i}}:=\left(Q, q_{i}, \mathcal{F} \mathcal{S}, T\right)$. This finite automaton only differs from $A$ by its initial state which is now $q_{i}$. (So, in this notation $A=A_{q_{0}}$.)

More generally, letting $F$ be a finite field, we will consider the ring

$$
R^{*}:=\left(F^{\omega},+,-, ., 0,1, \sigma_{t}, \sim\right)
$$

where $\sigma_{t}$ denotes the shift endomorphism, and $\sim$ is the following equivalence relation $\left(f_{n}\right)_{n \in \omega} \sim$ $\left(g_{n}\right)_{n \in \omega}$ iff $\exists n_{0} \forall n>n_{0}\left(f_{n}=g_{n}\right)$. The decidability of this difference ring can also be proven using a result of B. Hodgson who showed that it suffices to check whether the graphs of the
functions and relations of the structure are recognizable (when coded in a specific way) to deduce that the structure is $\omega$-automatic (namely, any 0 -definable subset is recognizable by a finite automaton).

If $r \in R^{*}$ and $s$ a finite sequence of elements of $F$ of length $n$, we denote by $s \subset r$ the concatenation of the two sequence $s$ and $r$. It can be defined algebraically as follows: let $\tau$ be the map sending the sequence $\left(r_{0}, r_{1}, \ldots\right)$ to the sequence $\left(0, r_{0}, r_{1}, \ldots\right)$, then it is equal to $\tau^{n}(r)+s$. Note that $\sigma_{t} \circ \tau$ is the identity.

We say that a subset $E$ of $\left(R^{*}\right)^{m}$ is Fraïssé invariant if for any natural number $n$ and any $m$-tuple $\bar{s}$ of finite sequences of length $n$, we have for any $\bar{a} \in\left(R^{*}\right)^{m}$ that

$$
\bar{a} \in E \quad \text { iff } \bar{s}+\tau^{n}(\bar{a}) \in E .
$$

Proposition 3.4. Let $F$ be any finite field. Let $R:=\left(F^{\omega}{ }_{\mathcal{F}},+,-, ., 0,1, \sigma_{t}\right)$, where $\sigma_{t}$ denotes the shift automorphism. Then, the theory $\operatorname{Th}(R)$ of the difference ring $R$ is model-complete.

Proof. We code elements of $F$ by integers between 0 and $q-1$, where $q$ is a prime power. Let us denote this subset of integers by $[q]$. We will show that any 0 -definable subset $D \subseteq R^{m}$ is existentially definable.

Let $D^{*}:=i^{*}(D)$ be the pullback $i^{*}$ of $D$ to $\left(R^{*}\right)^{m}$. Then $D^{*}$ is both $\sigma_{t}$-invariant and Fraïssé invariant. The first property follows from the fact that $D$ is 0 -definable and $\sigma_{t}$ induces an automorphism of $R$. Let us check the second property. Let $\bar{s}$ be a tuple of finite sequences of length $n$. If $\bar{a} \in D^{*}$, then by definition of the pullback, $\bar{s}+\tau^{n}(\bar{a}) \in D^{*}$. Conversely, if $\bar{s}+\tau^{n}(\bar{a}) \in D^{*}$, then $\bar{a}=\sigma_{t}^{n}\left(\bar{s}+\tau^{n}(\bar{a})\right) \in D^{*}$ since $D^{*}$ is $\sigma_{t}$-invariant.

Claim. Let $E \subset\left(R^{*}\right)^{m}$ be Fraïssé invariant, and $\sigma_{t}$-invariant. Assume that $E$ is $A$-recognizable, where $A$ is a finite automaton, as described above. Then, for any $q_{i} \in Q, E$ is also $A_{q_{i}}$ recognizable.

Proof of Claim. We show that $A_{q_{i}}$ accepts $\bar{r}$ iff $\bar{r} \in E$.
Let $\bar{r}_{0}$ be an $m$-tuple of finite sequences (of length $n$ ) which labels the path which in the automaton $A$ goes from $q_{0}$ to $q_{i}$.

If $\bar{r} \in E$ then since $E$ is Fraïssé invariant $\bar{r}_{0} \bar{r}$ also belongs to $E$. Since $E$ is $A$-recognizable, $A$ accepts $\bar{r}_{0} \bar{r}$. So, $A_{q_{i}}$ accepts $\bar{r}$. Conversely, suppose that $A_{q_{i}}$ accepts $\bar{r}$. Then $\bar{r}_{0} \bar{r}$ is also accepted by $A$ and so it belongs to $E$. But $\bar{r}=\sigma_{t}^{n}\left(\bar{r}_{0} \bar{r}\right)$ and since $E$ is $\sigma_{t}$-invariant, then $\bar{r} \in E$.

Now, we want to express by a difference ring formula that $\bar{u} \in D$, making use of the fact that $D^{*}$ is definable in $R^{*}$ and so recognizable by a finite automaton say $A:=\left(Q, q_{0}, \mathcal{F} \mathcal{S}, T\right)$.

In order to do so, we encode the finite set of states by $\ell$-tuples, namely $q_{1}=\left(1^{\omega}, 0^{\omega}\right.$, $\left.\ldots, 0^{\omega}\right), \ldots, q_{\ell}=\left(0^{\omega}, \ldots, 0^{\omega}, 1^{\omega}\right)$.

First, let us (informally) express that a given $m$-tuple of sequences $\bar{v} \in R^{*}$ is accepted by the automaton $A$ : $F^{\omega} \models \exists y_{1} \cdots \exists y_{\ell}$ such that $\left(y_{1}(0), \ldots, y_{\ell}(0)\right)$ is the initial state, for all but finitely many $k\left(\bigvee_{j=1}^{f}\left(y_{1}(k), \ldots, y_{\ell}(k)\right) \in F_{j}\right.$ and for all $t$, for all $\tilde{q} \in Q$, if $\left(y_{1}(t), \ldots, y_{\ell}(t)\right)=q$, then $\left(y_{1}(t+1), \ldots, y_{\ell}(t+1)\right) \in T(\tilde{q}, \bar{v}(t))$.

Finally, we claim that $\bar{u}:=\left(u_{1}, \ldots, u_{m}\right) \in D$ can be expressed in $R$ by the following existential formula $\phi(\bar{u}): \exists y_{1} \cdots \exists y_{\ell}$

$$
\begin{gathered}
\bigvee_{i=1}^{f} \bigvee_{\substack{\bar{a} \in\left\{0^{\omega}, 1^{\omega}\right]^{m} \\
\text { where } q_{j}^{\prime} \in T\left(q_{j}, \bar{a}\right)}} \bigwedge_{q_{j} \in F_{i}}\left(\bar{y}-q_{j}\right)^{*}=\left(\bar{y}^{\sigma}-q_{j}^{\prime}\right)^{*} \leqslant \prod_{z=1}^{m}\left(1-\left(u_{z}-a_{z}\right)^{*}\right) \quad \text { and } \\
\bigvee_{i=1}^{f} \prod_{j \in F_{i}}\left(\bar{y}-q_{j}\right)^{*}=0
\end{gathered}
$$

Indeed, let $\bar{u} \in D$, and let $\bar{v} \in i^{*}(\bar{u})$. Since $D^{*}$ is $A$-recognizable and $\bar{v}$ is accepted by $A$, $\phi(\bar{u})$ holds. Conversely, if $\phi(\bar{u})$ holds, then any $\bar{v} \in R^{*}$ in the equivalence class defined by $\bar{u}$, is accepted by $A_{q_{i}}$ for some $i$ and so by the claim above, $\bar{v} \in D^{*}$ and so $\bar{u} \in D$.

Proposition 3.5. Let $F$ be any field of characteristic zero. Then, the existential $\mathcal{L}_{\sigma}$-theory of $\left(F_{\mathcal{F}}^{\omega},+, .,-, \sigma_{t}, 0,1\right)$ is undecidable.

Proof. We will show that one can define $\mathbb{Z}$ by an existential formula and we will use the undecidability result of Y. Matijasevich for solvability of diophantine equations over $\mathbb{Z}$.

Let us define $\mathbb{Z}$ as follows: $x \in \mathbb{Z}$ iff $\left(\sigma_{t}(x)=x\right.$ and $\exists y\left(\sigma_{t}(y)-y\right)^{2}=1$ and $x-y$ and $y$ are zero-divisors)).

Let $y=(y(n))_{\mathcal{F}}$. Since $y$ is a zero-divisor, for infinitely many $n$ we have that $y(n)=0$, now since $\left(\sigma_{t}(y)-y\right)^{2}=1$, this implies that for cofinitely many $n$ we have that $y(n)=\sigma_{t}(y)(n) \pm 1$ and finally we know that $y(n)=x(n)$ for infinitely many $n$.

Proposition 3.6. Let $F$ be a non-algebraic field of characteristic $p$ (i.e. $F$ has an element which does not belong to the algebraic closure of the prime field). Then, we can interpret the ring $(\mathbb{Z},+, ., 0,1)$ in the difference ring $\left(F_{\mathcal{F}}^{\omega},+, .,-, \sigma_{t}, 0,1\right)$ and so the $\mathcal{L}_{\sigma}$-theory of this last ring is undecidable.

Proof. We will define in $F_{\mathcal{F}}^{\omega}$ the set of integral powers of any non-algebraic element $a$ of $F-\tilde{\mathbb{F}}_{p}$. Note that the set of such elements $a$ is $\exists \forall$-definable by the following formula $I(a)$ : $a \in \operatorname{Fix}\left(\sigma_{t}\right) \& \exists z\left(\sigma_{t}(z)=a . z\right.$ and $\forall z^{\prime} \in \operatorname{Fix}\left(\sigma_{t}\right)\left(z-z^{\prime}\right)$ is not a zero divisor).

We define the (infinite) set of integral powers $P(a)$ of $a$ as follows: $x \in P(a)$ iff $\left(\sigma_{t}(x)=x\right.$ and $\exists y\left(\sigma_{t}(y)-a \cdot y\right) \cdot\left(\sigma_{t}(y)-a^{-1} \cdot y\right)=0$ and $x-y$ and $y-1$ are zero-divisors).

Given two non-algebraic elements $a, b$, we will put an equivalence relation on the set of 2-tuples ( $a, x$ ), where $I(a)$ and " $x \in P(a)^{\prime \prime}$ hold, identifying $\left(a, a^{n}\right)$ with $\left(b, b^{n}\right), n \in \omega$.

We proceed as follows. Let $a, b$ be such that $I(a) \& I(b)$. First assume that $P(a) \cap P(b)=$ $\{1\}$. Define the function $h_{a, b}(x)=y$ from $P(a)$ to $P(b)$ by the following formula: $x \in P(a)$, $y \in P(b)$ and $x \cdot y^{-1} \in P\left(a \cdot b^{-1}\right)$. (Note that if $I(a)$ and $I(b)$ hold and $P(a) \cap P(b)=\{1\}$, then $I\left(a \cdot b^{-1}\right)$ holds too.) In the general case, we define the function $f_{a, b}(x)=y$ from $P(a)$ to $P(b)$ as follows: $\exists c\left(I(c) \& P(c) \cap(P(a) \cup P(b))=\{1\} \& h_{c, b} \circ h_{a, c}(x)=y\right)$.

The equivalence relation $\sim$ is then defined on the set

$$
\mathcal{Z}:=\left\{(a, x) \in F_{\mathcal{F}}^{\omega} \times F_{\mathcal{F}}^{\omega}: I(a) \& x \in P(a)\right\} \quad \text { by: } \quad(a, x) \sim(b, y) \quad \text { iff } \quad f_{a, b}(x)=y
$$

Let $(a, x),(b, y) \in \mathcal{Z}$, then we define

$$
(a, x) \oplus(b, y):=\left(a, x \cdot f_{a, b}(y)\right) \quad \text { and } \quad(a, x) \otimes(b, y):=\left(a, f_{a, x} \circ f_{a, b}(y)\right)
$$

It is easy to check that the relation $\sim$ is a congruence relation for the operations $\oplus$ and $\otimes$. The identity for $\oplus$ is $(a, 1) \sim$ and for $\otimes,(a, a)_{\sim}$.

Therefore $\left(\mathcal{Z} / \sim, \oplus, \otimes,(a, 1)_{\sim},(a, a)_{\sim}\right)$ is isomorphic to $(\mathbb{Z},+, ., 0,1)$ and so this latter structure is first-order interpretable in $\left(F_{\mathcal{F}}^{\omega},+, .,-, \sigma_{t}, 0,1\right)$ from which the undecidability result follows [16, Theorem 5.5.7].

Remark 3.7. Note that in the case where $F$ is an infinite algebraic field of characteristic $p$, we can interpret in $\left(F_{\mathcal{F}}^{\omega},+, .,-, \sigma_{t}, 0,1\right)$ an infinite class ${ }^{3}$ of finite rings of the form $\mathbb{Z} / m \mathbb{Z}$ and so we also obtain the undecidability of this difference ring. (This will also be a consequence of a more general undecidability result for a class of von Neumann regular commutative difference rings (see Proposition 5.1).)

Let $a$ be an algebraic element over $\mathbb{F}_{p}$ i.e. an element satisfying the formula $A(a):=a \in \operatorname{Fix}\left(\sigma_{t}\right) \& \exists z \neq 0\left(\sigma_{t}(z)=a . z\right.$ and $\exists z^{\prime} \in \operatorname{Fix}\left(\sigma_{t}\right)-\{0\}\left(z-z^{\prime}\right)$ is a zero divisor $)$.

We want to identify two algebraic elements $a$ and $b$ such that $a^{n}=1$ and $b^{n}=1$, where $n$ is minimal such. This is the case whenever the following formula holds $E(a, b): a \in \operatorname{Fix}\left(\sigma_{t}\right) \& b \in$ $\operatorname{Fix}\left(\sigma_{t}\right) \& \exists z_{0} \neq 0 \exists z_{1} \neq 0 \exists z_{2} \neq 0\left[\sigma_{t}\left(z_{1}\right)=a . z_{1} \& \sigma_{t}\left(z_{2}\right)=b . z_{2} \& z_{0}-z_{1}\right.$ is a zero-divisor and $z_{0}-z_{2}$ is a zero-divisor].

We define the set $P(a)$ as in the proof above. Then, on the (finite) set $P(a)$ of powers of $a$, one defines for $x, y \in P(a), x \oplus y=z$ by $x . y=z$ and $x \otimes y=z$ by $z=f_{a, x}(y)$, where the function $f$ is defined as in the above proof.

Then the ring $(\mathbb{Z} / m \mathbb{Z},+, ., 0,1)$ is isomorphic to $(P(a), \oplus, \otimes, 1, a)$ where $A(a)$ holds and $a$ is an algebraic element such that $a^{m}=1$ with $m$ minimal such.

## 4. Decidability of the difference ring $\left(C^{n},+, \cdot, \sigma_{n}\right)$

In view of the undecidability results of the previous section, we will examine the theories of difference rings of the form $\left(C^{n},+, \cdot, \sigma_{n}\right)$ where $C$ is an algebraically closed field of characteristic $p$ with the convention in that section that $p$ is either equal to 0 or to a prime number, and where $\sigma_{n}$ is an automorphism acting as the cyclic permutation of order $n$ on the factors, $n \in \omega$.

Recall that this kind of difference rings occurred as total Picard-Vessiot rings attached to a difference equation. Namely, given a difference equation with coefficients in a perfect difference field $K$ with an algebraically closed field of constants, then the Picard-Vessiot ring $R$ attached to this equation is a $K$-algebra of the form $\bigoplus_{1 \leqslant i \leqslant m-1}\left(D_{i}, \sigma_{m}\right)$, where $D_{i}$ is a domain and $\sigma\left(D_{i}\right)=D_{i+1(\text { modulo } m)}$. The total Picard-Vessiot ring is obtained by taking the fraction field of these domains and extending the automorphism $\sigma_{m}$ accordingly. Finally, one can embed the fraction field of each $D_{i}$ in its algebraic closure and extend the automorphism accordingly.

We will show that the theories of such difference von Neumann commutative rings can be axiomatized by the following sets $T_{n, p}$ of axioms.
(1) the theory of commutative rings $R$ of characteristic $p$ (with the convention above) satisfying: $\forall x \exists y\left(x^{2} \cdot y=x \& y^{2} \cdot x=y\right)$, with an automorphism $\sigma_{n}$,
(2) the Boolean algebra $\mathcal{B}_{n}$ of idempotents of $R$ is atomic and there are exactly $n$ atoms: $\left\{e_{0}, \ldots, e_{n-1}\right\} ; \sigma_{n}$ acts as the cyclic permutation of order $n$ on these atoms, namely $\sigma_{n}\left(e_{i}\right)=$ $e_{i-1}, 1 \leqslant i \leqslant n$, and $e_{n}=e_{0}$,

[^1](3) the set of fixed elements of $\sigma_{n}$ is an algebraically closed field and
$$
R=\operatorname{Fix}\left(\sigma_{n}\right) \cdot e_{0}+\cdots+\operatorname{Fix}\left(\sigma_{n}\right) \cdot e_{n-1}
$$

Note that this set of axioms implies that $\sigma_{n}^{n}=1$.
Proposition 4.1. The theory $T_{n, p}$ is $\aleph_{1}$-categorical, model-complete, complete and decidable.
Proof. We apply the Lindström criterion in order to show that $T_{n, p}$ is model-complete (see [16, Theorem 8.3.4]). First, all models of $T_{n, p}$ are infinite. The union of a chain of models of $T_{n, p}$ is still a model of $T_{n, p}$. Finally, if we take two models $\left(R_{1}, \sigma_{1}\right),\left(R_{2}, \sigma_{2}\right)$ of $T_{n, p}$ of cardinality $\aleph_{1}$, then $F_{1}:=\operatorname{Fix}_{R_{1}}\left(\sigma_{1}\right)$ and $F_{2}:=\operatorname{Fix}_{R_{2}}\left(\sigma_{2}\right)$ being two algebraically closed fields of cardinality $\aleph_{1}$ and of the same characteristic are isomorphic by Steinitz Theorem; denote by $f_{0}$ the isomorphism from $F_{1}$ to $F_{2}$. Let $e_{0}, \ldots, e_{n-1}$ and $u_{0}, \ldots, u_{n-1}$ be the atoms of respectively $R_{1}$ and $R_{2}$, then we define $f: R_{1} \rightarrow R_{2}$ sending $r=r_{0} \cdot e_{0}+\cdots+r_{n-1} \cdot e_{n-1}$, where $r_{i} \in F_{1}$, to $f_{0}\left(r_{0}\right) \cdot u_{0}+\cdots+f_{0}\left(r_{n-1}\right) \cdot u_{n-1}$. Let us check that it preserves the automorphisms: $f\left(\sigma_{1}(r)\right)=\sigma_{2}(f(r))$. We have that $\sigma_{1}(r)=r_{0} \cdot e_{n-1}+r_{1} \cdot e_{0}+\cdots+r_{n-1} \cdot e_{n-2}$, so $f\left(\sigma_{1}(r)\right)=f_{0}\left(r_{0}\right) \cdot u_{n-1}+f_{0}\left(r_{1}\right) \cdot u_{0}+\cdots+f_{0}\left(r_{n-1}\right) \cdot u_{n-2}$.

The decidability of $T_{n, p}$ follows from the fact that it is complete and recursively axiomatizable.

In particular, in $T_{n, p}$ any formula is equivalent to an existential formula. In fact, we can show more, namely that any existential formula in $T_{n, p}$ is equivalent to a quantifier free formula with extra parameters in ( $\mathcal{B}_{n}, \sigma$ ) (see Corollary 4.4).

This will give another proof that for each $n$, the difference ring of finite sequences $\left(\mathbb{C}^{n},+, ., \sigma_{n}\right)$, where $\sigma_{n}$ is the cyclic permutation of order $n$, is decidable.

However, note that using the same formula as in the proof of Proposition 3.5, we can show that an ultraproduct of the $\left(\mathbb{C}^{n},+, ., \sigma_{n}\right)$ with respect to an ultrafilter containing for each $m$ the multiples of $m$, is undecidable.

Remark 4.2. Note that $\left(\mathbb{C}^{n}, \sigma_{n}\right)$ embeds in $\left(\mathbb{C}^{n . m}, \sigma_{n . m}\right)$. Indeed, we send $\left(r_{0}, \ldots, r_{n-1}\right)$ to $\left(r_{0}, \ldots, r_{n-1}, r_{0}, \ldots, r_{n-1}, \ldots, r_{0}, \ldots, r_{n-1}\right)$.

Now, we will consider the case where $\sigma$ acts non-trivially on each factor.
In the following, we will often use the fact that in a von Neumann regular commutative ring $R$, there is an homeomorphism between the Stone space $X(R)$ of the Boolean algebra $\mathcal{B}(R)$ of the idempotents of $R$ and the maximal spectrum $\operatorname{MSpec}(R)$ of $R$. (We will often identify those two spaces.)
Z. Chatzidakis and E. Hrushovski in [11] have given an axiomatization ACFA for the class of existentially closed models of the theory of difference fields, in the language $\mathcal{L}_{\sigma}$. It expresses the following properties of a field $K$.
(1) $\sigma$ is an automorphism of $K$.
(2) $K$ is an algebraically closed field.
(3) For every irreducible variety $U$ and every variety $V \subset U \times \sigma(U)$ projecting generically onto $U$ and $\sigma(U)$ and every algebraic set $W$ properly contained in $V$, there is $a \in U(K)$ such that $(a, \sigma(a)) \in V-W$.

Observe that the third scheme of axioms is elementary; L. van den Dries and K. Schmidt showed how to express in a first-order way that a variety is (absolutely) irreducible [14].

In [11], the authors show that $A C F A$ is the model companion of the theory of difference fields. Note that the fixed field by $\sigma$ in a model of $A C F A$ is a pseudo-finite field.

We consider the theory $T_{n, \sigma}$ :
(1) $R$ is a von Neumann regular commutative ring with an automorphism $\sigma$.
(2) The Boolean algebra $\mathcal{B}(R)$ of idempotents of $R$ is atomic, it has exactly $n$ atoms: $\left\{e_{0}, \ldots, e_{n-1}\right\}$ and $\sigma$ acts as the cyclic permutation of order $n$ on these atoms (so the restriction of $\sigma^{n}$ on $\mathcal{B}(R)$ is the identity and each $R . e_{i}$ is a field).
(3) $\left(R . e_{i}, \sigma^{n},+, ., 0, e_{i}\right), 0 \leqslant i<n$, is a model of $A C F A$.

Proposition 4.3. The theory $T_{n, \sigma}$ is model-complete and decidable.
Proof. Let $R$ be a model of $T_{n, \sigma}$, let $\mathcal{B}(R)$ be its Boolean algebra of idempotents; it has $n$ atoms. Let $X(R)$ be the Stone space of $\mathcal{B}(R)$. Then, as a set $X(R)$ is in bijection with the set $\left\{\pi, \sigma(\pi), \ldots, \sigma^{n-1}(\pi)\right\}$, where $\pi \in \operatorname{MSpec}(R)$. Then the ring $R$ is isomorphic (as a ring) to a finite direct product of simple rings $R \cong\left(R / \pi \times R / \sigma^{-1}(\pi) \times R / \sigma^{-2}(\pi) \times \cdots \times R / \sigma^{-n+1}(\pi)\right)$, $\left(\sigma^{n}(\pi)=\pi\right)$, where each of the $R / \sigma^{-i}(\pi), 1 \leqslant i \leqslant n-1$ is isomorphic to $R . e_{i}$. Using the above isomorphism, we will identify any element $r$ of $R$ with an $n$-tuple of the form: $\left(r_{0}, r_{1}, \ldots, r_{n-1}\right)$ with each $r_{i} \in R / \sigma^{-i}(\pi)$.

The automorphism $\sigma$ acts on each factor of the direct product by sending $R / \sigma^{-i}(\pi)$ to $R / \sigma^{-i+1}(\pi)$ and $\tau:=\sigma^{n}$ is an automorphism of each factor.

If we calculate the images of $r=\left(r_{0}, \ldots, r_{n-1}\right)$ by the iterates of $\sigma$ we get: letting $k=n \cdot k_{1}+$ $k_{2}$ with $0 \leqslant k_{2}<n$, and with the convention that we calculate the indices modulo $n$,

$$
\left.\begin{array}{rl}
r^{\sigma} & =\left(r_{1}^{\sigma}, \ldots, r_{n-1}^{\sigma}, r_{0}^{\sigma}\right) \\
& \ldots \\
r^{\sigma^{k}} & =\left(r_{k_{2}} \tau^{{k_{1}}^{k_{2}}}, \ldots, r_{k_{2}+n-1} \tau^{k_{1}} \sigma^{k_{2}}\right.
\end{array}\right) .
$$

We want to show that any existential formula $\phi(\bar{x})$ is equivalent to a universal formula. Let $\phi(\bar{x})$ be of the form $\exists \bar{u} \phi(\bar{u}, \bar{x})$, where $\phi(\bar{u}, \bar{x})$ is a quantifier-free formula of the form:

$$
\bigwedge_{i \in I} p_{i}\left(\bar{u}, \sigma(\bar{u}), \ldots, \sigma^{k}(\bar{u}), \bar{x}\right)=0 \wedge \bigwedge_{j \in J} q_{j}\left(\bar{u}, \sigma(\bar{u}), \ldots, \sigma^{k}(\bar{u}), \bar{x}\right) \neq 0 .
$$

Let $\mathcal{P}_{J, n}$ be the set of partitions of $J$ into $n$ subsets or less.
We have the following equivalence: $\exists \bar{r} \in R R \models \phi(\bar{r}, \bar{x})$ iff

$$
\begin{gathered}
\bigvee_{\left\{J_{0}, \ldots, J_{n-1}\right\} \in \mathcal{P}_{J, n}} \bigwedge_{h=0}^{n-1} R / \sigma^{-h}(\pi) \models \exists \bar{r}_{h} \exists \bar{r}_{h+1}^{\sigma} \cdots \exists \bar{r}_{h+n-1}^{\sigma^{n-1}} \\
\left(\bigwedge_{i \in I} p_{i}\left(\bar{r}_{h}, \bar{r}_{h+1}^{\sigma}, \ldots, \bar{r}_{h+k_{2}}^{\tau^{k_{1}} \sigma^{k_{2}}}, \bar{x} . e_{h}\right)=0 \wedge \bigwedge_{j \in J_{h}} q_{j}\left(\bar{r}_{h}, \bar{r}_{h+1}^{\sigma}, \ldots, \bar{r}_{h+k_{2}}^{\tau^{k_{1}} \sigma^{k_{2}}}, \bar{x} . e_{h}\right) \neq 0\right) .
\end{gathered}
$$

Note that for any $\mathcal{L}$-formula $\chi$, we have $R / \sigma^{-h}(\pi) \models \chi(\bar{u})$ with $\bar{u} \subseteq R / \sigma^{-h}(\pi)$, iff $R / \pi \models \chi^{\sigma^{h}}\left(\bar{u}^{\sigma^{h}}\right)$, where $\chi^{\sigma^{h}}$ is defined by replacing in the formula $\chi$ the quantifier $\forall r$ by $\forall r \sigma^{\sigma^{h}}$ and $\exists r$ by $\exists r^{\sigma^{h}}$.

This allows us to express every first-order property in $R / \pi$ using only the automorphism $\tau$. Therefore, we may now use that $A C F A$ is a model-complete theory and so in $R / \pi$ that any existential formula is equivalent to a universal formula.

So, there exists a universal formula $\theta(\bar{x})$ such that $\exists \bar{r} \in R R \models \phi(\bar{r}, \bar{x})$ is equivalent to $R / \pi \models$ $\theta\left(\bar{x} . e_{0}, \ldots, \bar{x} . e_{h} \sigma^{h}, \ldots\right)$, where $\theta$ is a universal formula. Now, it remains to express everything back in $R$, using the fact that $R / \pi \cong R . e_{0}$. We transform the formula $\theta(\bar{y})$ as follows: replace the universal quantifier $\forall x$ by $\forall x\left(x=x \cdot e_{0}\right)$, replace the atomic formula $t(\bar{x})=0$ by $t(\bar{x}) \cdot e_{0}=0$. We denote the transformed formula by $\theta_{e_{0}}\left(\bar{y}, e_{0}\right)$. So,

$$
R / \pi \models \theta\left(\bar{x} \cdot e_{0}, \ldots, \bar{x} \cdot e_{h} \sigma^{\sigma^{h}}, \ldots\right) \quad \text { iff } \quad R \models \theta_{e_{0}}\left(\bar{x} \cdot e_{0}, \ldots, \bar{x} \cdot e_{h} \sigma^{h}, \ldots, e_{0}\right) .
$$

So, by induction on the complexity of the formula, this allows us to show that any formula is equivalent to an existential formula. In particular, any sentence is equivalent to an existential sentence. Moreover, by the above, any existential sentence in $R$ is equivalent, by a recursive procedure, to an existential sentence in $R / \pi$. Since $R / \pi$ is a model of ACFA and ACFA is decidable (see $[11,(1.6)]$ ), it entails that $T_{n, \sigma}$ is decidable.

Going back to the setting of Proposition 4.1, we will assume that $\sigma^{n}=1$. So, instead of working with $A C F A$, we work with $A C F$ and so we may use the quantifier elimination result for that last theory. Therefore, in the proof above the formula $\theta$ can be chosen quantifier-free and so, the formula $\theta_{e_{0}}$ is also quantifier-free.

Corollary 4.4. The theory $T_{n, p}$ admits quantifier elimination in the language where we add $n$ constants to be interpreted in models of $T_{n, p}$ by the atoms of the Boolean algebra of idempotents.

Let $T_{n, \sigma}^{f}$ be the following theory:
(1) $R$ is a von Neumann commutative regular ring with an automorphism $\sigma$.
(2) The Boolean algebra $\mathcal{B}(R)$ of $R$ is atomic and there are exactly $n$ atoms: $\left\{e_{0}, \ldots, e_{n-1}\right\}$ and $\sigma$ acts as the cyclic permutation of order $n$ on these atoms (so the restriction of $\sigma^{n}$ on the Boolean algebra of idempotents is the identity and each $R . e_{i}$ is a field).

Proposition 4.5. $T_{n, \sigma}$ is the model-companion of $T_{n, \sigma}^{f}$.
Proof. We use the result of Chatzidakis and Hrushovski showing that ACFA is the model companion of the theory of difference fields (see Theorem 1.1 in [11]). Let $R \models T_{n, \sigma}^{f}$ and let $\left\{e_{0}, \ldots, e_{n-1}\right\}$ be the atoms of $R$. Then each $\left(R . e_{i}, \sigma^{n}\right)$ is a difference field, the automorphism $\sigma$ of $R$ sends each field $R . e_{i}$ to $R . e_{i+1}, 0 \leqslant i \leqslant n-2$, and $R . e_{n-1}$ to $R . e_{0}$; denote that $\sigma_{i}$ its restriction to $R . e_{i}, 0 \leqslant i \leqslant n-1$. We consider the $n$-sorted structure

$$
\mathcal{S}:=\left(R . e_{0}, \ldots, \text { R. } e_{n-1}, \sigma_{i} ; 0 \leqslant i \leqslant n-1\right) .
$$

Let $F$ be a (pure) field isomorphic to $R . e_{0}$. Then $\mathcal{S}$ is isomorphic to an $n$-sorted structure of the form $(F, \ldots, F, \mathbf{1}, \ldots, \mathbf{1}, \tau)$, where the identity $\mathbf{1}$ goes from the $i$ th copy of $F$ to the $(i+1)$ th, $0 \leqslant i \leqslant n-2$, and $\tau$ goes from the $(n-1)$ th copy of $F$ to the 0 th one.

By the above result, $(F, \tau)$ extends to a model $(K, \tilde{\tau})$ of $A C F A$ and so $\mathcal{S}$ embeds into $(K, \ldots, K, \mathbf{1}, \ldots, \mathbf{1}, \tilde{\tau})$. Finally we consider the von Neumann regular difference ring which is the direct product of these copies of $K$ with the automorphism induced by the tuple $(\mathbf{1}, \ldots, \mathbf{1}, \tilde{\tau})$. This gives us a model of $T_{n, \sigma}$ into which ( $R, \sigma$ ) embeds.

## 5. Undecidability results for commutative difference Bezout rings

In this section, we will generalize the undecidability result we proved for difference rings of sequences over a field either of characteristic zero (Proposition 3.5) or of characteristic $p$ which contains a non-algebraic element over the prime field (Proposition 3.6).

This will not only entail the undecidability of the non-principal ultraproducts over $\omega$ of the $\left(\mathbb{C}^{n},+, ., \sigma_{n}\right)$ but also of their limit theory i.e. the set of sentences true in all but finitely many of them, and similarly of the $\left(\tilde{\mathbb{F}}_{p}^{n},+, ., \sigma_{n}\right), n \in \omega$.

Let us recall some well-known undecidable finitely axiomatizable subtheories of Peano arithmetic.

Let $Q$ be the following $\{s(),.+, ., 0\}$-theory, where $s$ is a unary function symbol:

$$
\begin{aligned}
& \forall x, \forall y[(s(x)=s(y)) \rightarrow(x=y)], \\
& \forall y[0 \neq s(y)], \\
& \forall x[x+0=x], \\
& \forall x, \forall y[x+s(y)=s(x+y)], \\
& \forall x[x \cdot 0=0], \\
& \forall x, \forall y[x \cdot s(y)=(x \cdot y)+x], \\
& \forall x[(0 \neq x) \rightarrow(\exists y x=s(y))] .
\end{aligned}
$$

Then, $Q$ has been shown to be essentially undecidable (i.e. any consistent theory $T^{\prime}$ containing it, is undecidable (see II.5, Theorem 9, p. 60 in [29])). One shows that every recursive function is definable in the following subtheory Rec (this subtheory is denoted by $R$ in [29]); note that this entails that Rec is essentially undecidable. We will write $u \leqslant v$ for $\exists w u+w=v$.

Let Rec be the following theory: with the convention that $s^{0}(0)=0$, it consists in an infinite list of axioms indexed by $n, m \in \mathbb{N}$ :

$$
\begin{aligned}
& s^{n}(0)+s^{m}(0)=s^{n+m}(0), \\
& s^{n}(0) \cdot s^{m}(0)=s^{n \cdot m}(0), \\
& s^{n}(0) \neq s^{m}(0), \quad \text { for } n \neq m, \\
& \forall x\left(\left(x \leqslant s^{n}(0)\right) \rightarrow\left(\bigvee_{i=0}^{n} x=s^{i}(0)\right)\right), \\
& \forall x\left(x \leqslant s^{n}(0)\right) \vee\left(s^{n}(0) \leqslant x\right) .
\end{aligned}
$$

Every truncated semi-ring of the integers between 0 and $n, n \in \mathbb{N}$, satisfies the following theory $Q_{c}$. [By "truncated semi-ring," we mean the following. The domain is the integers in the interval $[0 ; n]$ and the operations $\oplus$ and $\otimes$ on that domain are defined as follows. Let $0 \leqslant a, b \leqslant n$, then we check in $(\mathbb{N},+,$.$) whether a+b \leqslant n$ and $a . b \leqslant n$, we set $a \oplus b=a+b$ (respectively $a \otimes b=a . b$ ); if $a+b \geqslant n$ (respectively $a . b \geqslant n$ ), we set $a \oplus b=n$ (respectively $a \otimes b=n$ ).]

Let $Q_{c}$ be the following $\{s(),.+, ., 0, c\}$-theory, where $s$ is a unary function symbol,,.+ are binary function symbols and $0, c$ are constants. Again, we will write $u \leqslant v$ for $\exists z(x+z=y)$.
(0) $0 \neq c$,

$$
\begin{align*}
& \forall x \neq c \forall y \neq c(s(x)=s(y) \rightarrow x=y),  \tag{1}\\
& \forall y \neq c(y \neq s(y)) \quad \& \quad s(c)=c  \tag{2}\\
& \forall x(x+0=x),  \tag{3}\\
& \forall x \forall y(x+s(y)=s(x+y)),  \tag{4}\\
& \forall x(x \cdot 0=0),  \tag{5}\\
& \forall x \forall y(x \cdot s(y)=(x \cdot y)+x),  \tag{6}\\
& \forall x(0 \neq x \rightarrow \exists y x=s(y)),  \tag{7}\\
& \forall x(0 \leqslant x \leqslant c) \quad \& \quad \forall x \forall y(x \leqslant y \vee y \leqslant x) \tag{8}
\end{align*}
$$

Let $M$ be an infinite model of $Q_{c}$ and let $T_{\text {fin }}$ be its theory. Let us show that $T_{\text {fin }}$ does contain Rec, which will entail the undecidability of $T_{\mathrm{fin}}$. First, note that $M$ contains the subset $\left\{s^{n}(0): n \in \mathbb{N}\right\}$. Suppose not, then $c=s^{n}(0)$ for some $n$, which we choose minimal such. By axiom 8 , any element $a \in M$ satisfies: $0 \leqslant a \leqslant s^{n}(0)$. So, there exists $b \in M$ such that $a+b=s^{n}(0)$. Either, $b=0$ and so $a=s^{n}(0)$ or by axiom 7, there exists $b^{\prime} \in M$ such that $b=s\left(b^{\prime}\right)$. By axiom 4, $s\left(a+b^{\prime}\right)=s^{n}(0)$ and so by axiom $1, a+b^{\prime}=s^{n-1}(0)$. Iterating the above reasoning at most $n-1$ times we get that $a$ is of the form $s^{m}(0)$ with $0 \leqslant m \leqslant n$. Therefore, $M$ is finite, a contradiction.

Then we check that the subset $\left\{s^{n}(0): n \in \mathbb{N}\right\}$ of $M$ satisfies Rec and so the theory of $M$ will include Rec. The first three schemes of axioms of Rec are easily checked using the inductive definitions of + and. in models of $Q_{c}$. The fourth scheme of axioms is proven in the same way as the fact that $c$ was not equal to an element of the form $s^{n}(0)$ and the last axiom of Rec is a particular case of the last axiom of $Q_{c}$.

Let $(R, \sigma)$ be a commutative difference ring. Let $\operatorname{MSpec}(R)$ be the maximal spectrum of $R$, i.e. the set of maximal (ring) ideals of $R$, endowed with the following topology: a basic open set is of the form $\{\pi \in \operatorname{MSpec}(R): r \notin \pi\}$, where $r \in R$. Recall that this space is compact, and since we work with the maximal spectrum instead of the prime spectrum, it is Hausdorff.

Either there exists $n$ such that $\sigma^{n}$ fixes $\operatorname{MSpec}(R)$ or for all $m$ there exists a maximal ideal $\pi$ such that $\sigma^{m}(\pi) \neq \pi$. In the latter case, if we take $m=n!$, we get that for all $n$, there exists a maximal ideal $\pi$ such that $\pi, \sigma(\pi), \ldots, \sigma^{n}(\pi)$ are pairwise distinct.

In the first case, if we further assume that $R$ is a commutative semi-simple ring, then the intersection of its maximal ideals is the zero ideal, and so $R$ embeds into the subdirect product of difference fields. In the next section, we will show under the additional hypothesis that $\sigma$ fixes $\operatorname{MSpec}(R)$, that the theory of $(R,+, ., \sigma)$ has a model-companion (see Proposition 6.8). If in
addition $R$ von Neumann regular and if $\sigma^{n}=\mathbf{1}$ for some $n$, then the theory of $(R,+, ., \sigma)$ has a model-companion (see Proposition 6.10), improving on the results of the previous section.

In the second case, we have the following undecidability results working under the additional hypothesis that the subring fixed by $\sigma$ is an infinite field. First, we will consider the case when $R$ is a commutative von Neumann regular ring. In Section 6, we will review more systematically a few properties about these rings, but for convenience of the reader we state here some basic facts used below. Given any element $b \in R$, there exists an element $c \in R$ with $b=b .(b . c)$ and $c=c .(b . c)$. From this, it follows that $b . c$ is an idempotent and that such element $c$ is uniquely determined; $c$ is called the pseudo-inverse of $b$. In a von Neumann commutative regular ring, it is convenient to add a unary function symbol $*$ sending $b$ to $c$. Let $\mathcal{B}(R)$ be the Boolean algebra of idempotents of $R$. We have that $\operatorname{MSpec}(R)$ coincides with $\operatorname{Spec}(R)$ the prime spectrum of $R$ and is homeomorphic to the Stone space of $\mathcal{B}(R)$. Such a ring $R$ can be represented as a Boolean product of fields (see Section 6). For gaining some intuition in the proof below, it might be useful to identify an element with its image in such a representation, however we will not formally use such identification.

The property that no power of $\sigma$ fixes $\operatorname{Spec}(R)$ is equivalent to the property that no power of $\sigma$ fixes $\mathcal{B}(R)$. Moreover, if the intersection of the fixed subring $\operatorname{Fix}(\sigma)$ of $\sigma$ with $\mathcal{B}(R)$ is equal to $\{0,1\}$, then $\operatorname{Fix}(\sigma)$ is a field (see Lemma 6.2).

Proposition 5.1. Let $R$ be a commutative von Neumann regular difference ring for which Fix $(\sigma)$ is an infinite field. Assume that no power of $\sigma$ fixes $\mathcal{B}(R)$. Then we can interpret either $Q$ or $T_{\mathrm{fin}}$ in the theory of $R$. So, the theory of $R$ is undecidable.

Proof. Set $F:=\operatorname{Fix}(\sigma)$.
Since no power of $\sigma$ fixes $\operatorname{Spec}(R)$, for every non-zero natural number $n$, there exists a maximal ideal $\pi$ such that $\pi, \sigma(\pi), \ldots, \sigma^{n}(\pi)$ are pairwise distinct. This entails that there is an idempotent $e$ such that $e+\pi=1+\pi$ and $e, \sigma(e), \ldots, \sigma^{n-1}(e)$ are pairwise disjoint. The element $u=e+\sigma(e)+\cdots+\sigma^{n-1}(e)$ is again an idempotent and

$$
\begin{equation*}
e=u-u . \sigma(u), \quad \sigma^{n}(e)=\sigma(u)-\sigma(u) . u . \tag{1}
\end{equation*}
$$

Denote by $B_{n}$ the subset of $\mathcal{B}(R)$ consisting of all idempotents $u$ such that $u=e+\sigma(e)+$ $\cdots+\sigma^{n-1}(e)$, where $e, \sigma(e), \ldots, \sigma^{n-1}(e)$ are pairwise disjoint elements of $\mathcal{B}(R)$.

Let $u \in B_{n}$, set $e=u-u \cdot \sigma(u)$ and let $I_{e}=\operatorname{Ann}(e):=\{r \in R: r . e=0\}$. Then $I_{e}$ is a definable ideal included in $\pi$ (indeed $(1-e) \in \pi$ and if $r . e=0$, then $r .(1-e)=r$, so $r \in \pi$ ). Since, $1-e \in I_{e}$ and for all $0 \leqslant i<j \leqslant n, \sigma^{i}(e) \cdot \sigma^{j}(e)=0,1-\sigma^{j}(e) \in \sigma^{j}\left(I_{e}\right)$, we have that $\sigma^{i}(e) .\left(1-\sigma^{j}(e)\right)=\sigma^{i}(e)$ and so, for all $0 \leqslant i<j \leqslant n$,

$$
\begin{equation*}
\sigma^{i}\left(I_{e}\right)+\sigma^{j}\left(I_{e}\right)=R \tag{2}
\end{equation*}
$$

Note that for $1 \leqslant i \leqslant n$, we have

$$
\begin{equation*}
\sigma^{i}\left(I_{e}\right)=\operatorname{Ann}\left(\sigma^{i}(e)\right) \tag{3}
\end{equation*}
$$

Case 1. The characteristic of $R$ is equal to zero.
First, we define the subset $[0 ; n]:=\{0,1, \ldots, n\}$ of $F$ by a formula (with parameters) which does not depend on $n$.

Let $u \in R$, set

$$
\begin{aligned}
F(u):= & \{f \in F: \exists r r \in \operatorname{Ann}(u-u \cdot \sigma(u)) \text { and }(\sigma(r)-r) \cdot(\sigma(r)-r+1) \in \operatorname{Ann}(\sigma(u)) \text { and } \\
& r-f \in \operatorname{Ann}(\sigma(u)-\sigma(u) \cdot u)\} .
\end{aligned}
$$

Claim 1. For $u \in B_{n}, F(u)=[0 ; n]$.
First note that $\sigma\left(I_{e}\right) \cap \cdots \cap \sigma^{n}\left(I_{e}\right)=\operatorname{Ann}(\sigma(u))$ (use (3) and the fact that $\sigma(u)=\sigma(e)+\cdots+$ $\left.\sigma^{n}(e)\right)$.

Proof. ( $\supseteq$ ) By hypothesis on $e=u-u . \sigma(u)$ (see (2)), we may apply the Chinese Remainder Theorem, and so there exists $r \in R$ such that

$$
\begin{align*}
& r-k \in \sigma^{k}\left(I_{e}\right), \quad \text { for } k=0, \ldots, m \text { and } \\
& r-m \in \sigma^{k}\left(I_{e}\right), \quad \text { for } k=m, \ldots, n . \tag{4}
\end{align*}
$$

For $k=n, r-m \in \sigma^{n}\left(I_{e}\right)=\operatorname{Ann}(\sigma(u)-\sigma(u) . u)($ see (1)).
By (4), we have:
$\sigma(r)-k \in \sigma^{k+1} I_{e} \quad$ for $k=0, \ldots, m \quad$ and $\quad \sigma(r)-m \in \sigma^{k+1} I_{e} \quad$ for $k=m, \ldots, n$.
So, $(\sigma(r)-r) .(\sigma(r)-r+1) \in \sigma\left(I_{e}\right) \cap \cdots \cap \sigma^{n}\left(I_{e}\right) \subseteq \operatorname{Ann}(\sigma(u))$.
Therefore, for any $0 \leqslant m \leqslant n, m \in F(u)$.
$(\subseteq)$ First, let us show that if $r \in I_{e}$ and $(\sigma(r)-r) .(\sigma(r)-r+1) \in \sigma\left(I_{e}\right) \cap \cdots \cap \sigma^{n}\left(I_{e}\right)$, then $r .(r-1) . \cdots .(r-n) \in \sigma^{n}\left(I_{e}\right)$.

By induction on $k$, we prove that $r . \cdots .(r-k) \in \sigma^{k}\left(I_{e}\right)$.
Let us show that it holds for $k=1$. First, since $r \in I_{e}, \sigma(r) \in \sigma\left(I_{e}\right)$. Then, since $\operatorname{Ann}(\sigma(e))=$ $\sigma\left(I_{e}\right) \subseteq \operatorname{Ann}(\sigma(u))$, we have that $(\sigma(r)-r) .(\sigma(r)-r+1) \in \sigma\left(I_{e}\right)$. So for any prime ideal $q$ containing $\sigma\left(I_{e}\right)$, either $\sigma(r)-r \in q$ or $\sigma(r)-(r-1) \in q$. Thus, for any such ideal $q$, either $r \in q$ or $r-1 \in q$. Therefore, $r .(r-1) \in \sigma\left(I_{e}\right)$.

Assume that it holds for $k$ and let us show it for $k+1$. Let $q$ be a prime ideal containing $\sigma^{k+1}\left(I_{e}\right)$. By hypothesis, $(\sigma(r)-r) .(\sigma(r)-r+1) \in \sigma^{k+1}\left(I_{e}\right)$, since $q$ is prime, either $(\sigma(r)-r) \in q$ or $(\sigma(r)-r+1) \in q$. By inductive hypothesis, $r . \cdots .(r-k) \in \sigma^{k}\left(I_{e}\right)$, and so $\sigma(r) . \cdots .(\sigma(r)-k) \in \sigma^{k+1}\left(I_{e}\right)$. So, either $\sigma(r) \in q, \ldots$, or $\sigma(r)-k \in q$. Replacing $\sigma(r)$ by either $r$ or $r-1$, we get that for any such ideal $q, r .(r-1) \cdots .(r-k) .(r-(k+1)) \in q$. Therefore, $r .(r-1) . \cdots .(r-k) .(r-(k+1)) \in \sigma^{k+1}\left(I_{e}\right)$.

Now, let $f \in F(u)$. Since $\sigma^{n}(e)=\sigma(u)-\sigma(u) . u$ (see (1)), we have that $r-f \in \sigma^{n}\left(I_{e}\right)$. Also, by the above, $r .(r-1) \cdots(r-n) \in \sigma^{n}\left(I_{e}\right)$, so we have that $f(f-1) \cdots(f-n) \in \sigma^{n}\left(I_{e}\right)$; but $F$ is a field, so $\bigvee_{i=0}^{n}(f-i)=0$. So, we obtain that $F(u)=[0 ; n]$.

Now, we want to define the set of such subsets.
Consider the following subset Ind of $\mathcal{B}(R)$ :

$$
\begin{aligned}
\text { Ind }:= & \left\{u \in R: u^{2}=u \& u \cdot \sigma(u) \neq \sigma(u) \& u \cdot \sigma(u) \neq u \&\right. \\
& 0 \in F(u) \&[(\exists!y \in F(u))(\forall x \neq y)(x \in F(u) \Rightarrow x+1 \in F(u)) \&(y+1 \notin F(u))]\} .
\end{aligned}
$$

For $u \in$ Ind, we will denote the element $y$ appearing in the formula defining Ind, by $c_{u}$.
By Claim 1, for every $n \in \mathbb{N}$ and $u \in B_{n}, F(u)$ is equal to the subset $[0 ; n]$. So, the set Ind contains $B_{n}$.

Let $\psi(f, u)$ be the following formula: $u \in \operatorname{Ind} \& f \in F(u) \& F(u) \models Q_{c}$ (with the constant $c$ appearing in the language of $Q_{c}$ interpreted as $c_{u}$ ).

Let

$$
M_{1}=\{f \in F: \exists u \psi(f, u)\} .
$$

Then $\bigcup_{n}[0 ; n] \subseteq M_{1}$.
Let

$$
\begin{aligned}
M_{0}:= & \left\{f \in F: \exists u\left[\psi(f, u) \& \forall f^{\prime} \in F(u) \exists u^{\prime} \psi\left(f^{\prime} \cdot f, u^{\prime}\right) \& \psi\left(f^{\prime}+f, u^{\prime}\right) \&\right.\right. \\
& \left.\left.\forall f^{\prime \prime}\left(\exists u^{\prime \prime} \psi\left(f^{\prime \prime}, u^{\prime \prime}\right) \rightarrow F\left(u^{\prime \prime}\right) \subseteq F(u) \text { or } F(u) \subseteq F\left(u^{\prime \prime}\right)\right)\right]\right\} .
\end{aligned}
$$

Claim 2. $M_{0}$ is an infinite model of either $Q_{c}$ or $Q$.
Proof. First, we have that $M_{0}$ contains $\bigcup_{n}[0 ; n]$. Indeed, by the above, for $u \in B_{n}$ we have $F(u)=[0 ; n]$ and this subset is a model of $Q_{c}$ with the constant $c$ interpreted by $n$. Let $f, f^{\prime} \in$ [ $0 ; n$ ], then $f . f^{\prime}$ and $f+f^{\prime}$ belong to $\left[0 ; \max \left\{n^{2}, 2 n\right\}\right]$. Moreover there exists $u^{\prime}$ such that this interval is equal to $F\left(u^{\prime}\right)$. Therefore, $M_{0}$ includes $[0 ; n]$.

Let $f, f^{\prime} \in M_{0}$. So there exists $u, u^{\prime}$ such that $\psi(f, u) \& \psi\left(f^{\prime}, u^{\prime}\right)$. So, we get that either $F(u) \subseteq F\left(u^{\prime}\right)$ or $F\left(u^{\prime}\right) \subseteq F(u)$. W.l.o.g. suppose we are in the first case. By assumption, there exists $u^{\prime \prime}$ such that $\psi\left(f^{\prime} . f, u^{\prime \prime}\right) \& \psi\left(f^{\prime}+f, u^{\prime \prime}\right)$.

Then, either $M_{0}$ has an element $c$ such that for an idempotent $u$ such that $\psi(c, u)$ holds, we have that $\forall f \in M_{0}\left(\forall u^{\prime \prime} \psi\left(f, u^{\prime \prime}\right) \rightarrow F\left(u^{\prime \prime}\right) \subseteq F(u)\right)$, otherwise we get a model of $Q$.

Case 2. Suppose now that the ring $R$ is of characteristic $p$.
Take a non-principal ultrapower of $R$. Then there is an element $\mu \in F-\tilde{\mathbb{F}}_{p}$ where $\tilde{\mathbb{F}}_{p}$ is the algebraic closure of $\mathbb{F}_{p}$. The (finite) set of distinct integral powers of $\mu$, namely $\left[1 ; \mu^{n}\right]=$ $\left\{1, \mu, \ldots, \mu^{i}, \ldots, \mu^{n}\right\}$ will play the role of the subset $[0 ; n]$ and the successor function will be interpreted by multiplication by $\mu$. Addition will be interpreted as multiplication and to interpret multiplication, we will first interpret division. This allows us to interpret the least common multiple $l c m$ of two elements, then the square of an element can be defined as $\operatorname{lcm}(x, x+1)-x$ and $x . y=1 / 2 .\left((x+y)^{2}-x^{2}-y^{2}\right)$.

Let us indicate the modifications needed from the characteristic zero case.
Set

$$
\begin{aligned}
F(u, \mu):= & \{f \in F: \exists r r \in \operatorname{Ann}(u-u \cdot \sigma(u)) \text { and }(\sigma(r)-r) \cdot(\sigma(r)-r \cdot \mu) \in \operatorname{Ann}(\sigma(u)) \text { and } \\
& r-f \in \operatorname{Ann}(\sigma(u)-\sigma(u) \cdot u)\} .
\end{aligned}
$$

Claim 3. For $u \in B_{n}$ and $\mu \in F-\tilde{\mathbb{F}}_{p}$, we have $F(u, \mu)=\left[1 ; \mu^{n}\right]$.

The proof of this claim goes as before, replacing $m$ by $\mu^{m}$ with $0 \leqslant m \leqslant n$ and " +1 " by ". $\mu$." Let us indicate how to interpret division, assuming that $u \in B_{n}$. Let $x, y \in F(u, \mu)$, then $x \mid y$ iff $\exists z(y-z)^{*} \cdot u \neq u \&(z-u-u \cdot \sigma(u)) .(u-u \cdot \sigma(u))=0 \&(\sigma(z)-z \cdot x) \cdot u=0$.

Then, we consider the set of such subsets.
Let the set Ind be equal to

$$
\begin{aligned}
& \left\{u \in R: u^{2}=u \& u \cdot \sigma(u) \neq \sigma(u) \& u \cdot \sigma(u) \neq u \&\right. \\
& \quad 1 \in F(u, \mu) \&[(\exists!y \in F(u, \mu))(\forall x \neq y)(x \in F(u, \mu) \Rightarrow x \cdot \mu \in F(u, \mu)) \& \\
& \quad(y \cdot \mu \notin F(u, \mu))]\} .
\end{aligned}
$$

For $u \in \operatorname{Ind}$, we will denote the corresponding element $y$ by $c_{u}$.
By Claim 3, for every $n \in \mathbb{N}$ and $\mu \in F-\tilde{\mathbb{F}}_{p}$, and $u \in B_{n}$, we have $F(u, \mu)=\left[1 ; \mu^{n}\right]$. So, this set Ind includes $B_{n}$.

Note that if $\mu$ is an element of finite order, say $n$, then there does not exist any element $y$ such that $y . \mu \notin\left[1 ; \mu^{n}\right]$.

Let $\psi(f, u, \mu)$ be the following formula: $u \in \operatorname{Ind} \& f \in F(u, \mu) \& F(u, \mu) \models Q_{c}$ (with $c$ interpreted as $c_{u}$ ).

Let

$$
M_{1}=\{f \in F: \exists u \psi(f, u, \mu)\} .
$$

Then $\mu^{\mathbb{N}} \subseteq M_{1}$.
Let

$$
\begin{aligned}
M_{0}:= & \left\{f \in F: \exists u \exists \mu \in F\left[\psi(f, u, \mu) \& \forall f^{\prime} \in F(u, \mu) \exists u^{\prime} \psi\left(f . f^{\prime}, u^{\prime}, \mu\right) \&\right.\right. \\
& \left.\left.\forall f^{\prime \prime}\left(\exists u^{\prime \prime} \psi\left(f^{\prime \prime}, u^{\prime \prime}, \mu\right) \rightarrow F\left(u^{\prime \prime}, \mu\right) \subseteq F(u, \mu) \text { or } F(u, \mu) \subseteq F\left(u^{\prime \prime}, \mu\right)\right)\right]\right\} .
\end{aligned}
$$

Claim 4. $M_{0}$ is an infinite model of either $Q_{c}$ or $Q$.

In the following corollary, we revisit the case of a difference ring that already appeared in Section 3 (see Remark 3.7).

Corollary 5.2. The theories of the difference rings of sequences of the form $\left(F_{\mathcal{F}}^{\omega},+, .,-, \sigma_{t}, 0,1\right)$ where $F$ is either an infinite subfield of the algebraic closure of $\mathbb{F}_{p}$ or an infinite pseudo-finite field, and $\sigma_{t}$ is the shift endomorphism, are undecidable.

Proof. These difference rings are commutative von Neumann regular rings: let $\left(f_{n}\right)_{\mathcal{F}} \in F_{\mathcal{F}}^{\omega}$, then $\left(\left(f_{n}\right)_{\mathcal{F}}\right)^{*}=\left(f_{n}^{*}\right)_{\mathcal{F}}$ with $f_{n}^{*}=f_{n}^{-1}$ if $f_{n} \neq 0$ and $f_{n}^{*}=0$ otherwise. The fixed subrings are $\left\{(f)_{\mathcal{F}}: f \in F\right\}$ and so are infinite since $F$ is infinite.

Recall that the theory of $\left(\left(\tilde{\mathbb{F}}_{p}\right)_{\mathcal{F}}^{\omega},+, .,-, 0,1\right)$, where $\tilde{\mathbb{F}}_{p}$ denotes the algebraic closure of $\mathbb{F}_{p}$, is decidable (see [5]).

Corollary 5.3. The theories of all non-principal ultraproducts on $\omega$ of the following structures with $n \in \omega, p$ a prime number and $\left(p_{n}\right)$ an infinite increasing sequence of prime numbers:
$\left(C^{n},+, ., \sigma_{n}\right)$, where $C$ is an algebraically closed field of characteristic 0 (or of characteristic $\left.p_{n}\right)$, or $\left(\mathbb{F}_{p^{n}}^{\mathbb{Z}},+, ., \sigma_{t}\right)$ or $\left(\mathbb{F}_{p_{n}}^{\mathbb{Z}},+, ., \sigma_{t}\right)$ or equivalently the set of sentences true for all but finitely many of these is undecidable.

Proof. Any such ultraproduct satisfies the hypothesis of Proposition 5.1.
Note that no ultraproduct of these structures can satisfy a finitely axiomatizable undecidable theory (such as $Q$ ), since otherwise either some $\left(C^{n},+, \cdot, \sigma_{n}\right)$ or $\left(\mathbb{F}_{p^{n}}^{\mathbb{Z}},+, ., \sigma_{t}\right)$ or $\left(\mathbb{F}_{p_{n}}^{\mathbb{Z}},+, ., \sigma_{t}\right)$ already would, for almost all $n$ (see Section 4).

Recall that a theory $T$ is hereditarily undecidable if every subset of its deductive closure is an undecidable theory (equivalently any completion is undecidable). (See [16, p. 234].)

Corollary 5.4. Let $T_{\infty}$ be the theory of von Neumann regular commutative difference rings for which Fix $(\sigma)$ is infinite, together with the infinite scheme of axioms: $e_{n}^{2}=e_{n}$ and $\sum_{i=0}^{n-1} \sigma^{i}\left(e_{n}\right)=1 \& \bigwedge_{i \neq j} \sigma^{i}\left(e_{n}\right) . \sigma^{j}\left(e_{n}\right)=0 \& \sigma^{n}\left(e_{n}\right)=e_{n}, n \in \omega$. Then $T_{\infty}$ is hereditarily undecidable.

Proof. In any model of $T_{\infty}$, we interpret an infinite model of $Q_{c}$ and any such model satisfies Rec. (See proof of Theorem 5.5.7 in [16].)

Definition 5.5. We will say that a commutative ring is $b$-Bezout if every finitely generated ideal is generated by $b$ elements, with $b \in \mathbb{N}-\{0\}$.

Note that being $b$-Bezout is equivalent to the condition that the sum of two ideals generated by $b$ elements is again generated by $b$ elements. We can express this property by a first-order sentence; so the class of $b$-Bezout rings is an elementary class. (In fact, it suffices to express that any ideal generated by $b+1$ elements can be generated by $b$ elements, as follows: $\forall r_{1} \cdots \forall r_{b+1} \exists s_{1} \cdots \exists s_{b} \forall a_{1} \cdots \forall a_{b+1} \exists c_{1} \cdots \exists c_{b+1} \sum_{i=1}^{b+1} r_{i} . a_{i}=\sum_{j=1}^{b} s_{j} . c_{j}$.) This generalizes Bezout rings, namely those where every finitely generated ideal is principal.

Examples 5.6. Examples of Bezout rings (or 1-Bezout rings) are: von Neumann regular rings (any finitely generated ideal is generated by an idempotent), valuation domains, the ring of entire functions, the ring of algebraic integers (see [21, p. 72]).

Lemma 5.7. A ring $R$ is b-Bezout for some $b$ iff the class of finitely generated ideals is uniformly definable (with parameters) in the class $\operatorname{Mod}(R)$ of models of the theory of $R$.

Proof. Suppose that $R$ is $b$-Bezout. Let $S$ be elementary equivalent to $R$ and let $I$ be a finitely generated ideal of $S$. Then, there exist $s_{1}, \ldots, s_{b}$ in $S$ such that $I=\left\langle s_{1}, \ldots, s_{b}\right\rangle$, so ( $x \in I$ iff $\left.\exists a_{1}, \ldots, \exists a_{b} x=\sum_{i=1}^{b} s_{i} . a_{i}\right)$.

In the other direction, suppose that $\phi\left(x, x_{1}, \ldots, x_{n}\right)$ is a formula defining a finitely generated ideal in any element $S$ of $\operatorname{Mod}(R)$, namely for any parameters $\bar{r} \subset S$, the set $\{x \in S: S \models \phi(x, \bar{r})\}$ is a finitely generated ideal of $S$.

Now assume that we can find $R_{i} \in \operatorname{Mod}(R)$ and parameters $\bar{r}_{i} \subset R_{i}$ such that the finitely generated ideal $J_{i}:=\left\{x \in R_{i}: R_{i} \models \phi\left(x, \bar{r}_{i}\right)\right\}$ is generated by not less than $n_{i}$ elements with $\left(n_{i}\right)$ a strictly increasing sequence of natural numbers. Let $S:=\prod_{U} R_{i}$ be a non-principal ultraproduct
of $R_{i}, i \in \omega$ and $U$ a non-principal ultrafilter on $\omega$. The ideal $J:=\prod_{U} J_{i}$ of $S$ has the property that $x \in J$ iff the formula $\phi\left(x,\left[\bar{r}_{i}\right]_{U}\right)$ holds, but nonetheless it is not finitely generated, a contradiction.

Proposition 5.8. Let $R$ be a commutative difference b-Bezout ring of characteristic 0. Suppose that the fixed subring of $\sigma$ is an infinite field. Then either some power of $\sigma$ fixes the maximal spectrum of $R$, or the theory of $R$ is undecidable.

Proof. W.l.o.g., assume that no power of $\sigma$ fixes the maximal spectrum of $R$.
First, we will show that we can define the set $[0 ; n]=\{0,1, \ldots, n\}$ by a formula (with parameters of length less than or equal to $3 b$ ) which does not depend on $n$.

The second part of the proof is similar to the proof of Proposition 5.1.
Let $F:=\operatorname{Fix}(\sigma)$.
Claim. There exists $\left(\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2}\right) \in R^{3 b}$ such that

$$
F\left(\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2}\right):=\left\{f \in F: \exists r\left(r \in\left\langle\bar{s}_{0}\right\rangle \text { and }(\sigma(r)-r) \cdot(\sigma(r)-r+1) \in\left\langle\bar{s}_{1}\right\rangle \text { and } r-f \in\left\langle\bar{s}_{2}\right\rangle\right)\right\}
$$

is equal to $[0 ; n]$.
The proof of this claim is subdivided into two subclaims.
By assumption on $\sigma$, for each $n$, there exists a maximal ideal $\pi$ such that $\pi$ and all $\sigma(\pi), \ldots, \sigma^{n}(\pi)$ are distinct. We will choose the parameters $\left(\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2}\right)$ such that $\left\langle\bar{s}_{0}\right\rangle$ is included in $\pi,\left\langle\bar{s}_{1}\right\rangle$ in $\bigcap_{i=1}^{n} \sigma^{i}(\pi)$ and $\left\langle\bar{s}_{2}\right\rangle$ in $\sigma^{n}(\pi)$.

Sub-claim 1. There exist $\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2} \in R^{b}$ such that $\left\langle\bar{s}_{0}\right\rangle \subseteq \pi,\left\langle\bar{s}_{1}\right\rangle=\tilde{J}_{1} \cap \tilde{J}_{2} \cap \cdots \cap \tilde{J}_{n}$, where $\tilde{J}_{i}, 1 \leqslant i \leqslant n$, is a finitely generated ideal included in $\sigma^{i}(\pi), \bar{s}_{2}$ generate $\tilde{J}_{n}$ and $[0 ; n] \subseteq$ $F\left(\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2}\right)$.

Proof. We have that for any $0 \leqslant i<j \leqslant n, \sigma^{i}(\pi)+\sigma^{j}(\pi)=R$, so given $0 \leqslant i \leqslant n$ for every $j$ with $j \neq i, 0 \leqslant j \leqslant n$, we have that $1=u_{i j}+u_{j i}$ with $u_{i j} \in \sigma^{i}(\pi)$ and $u_{j i} \in \sigma^{j}(\pi)$. Set $I_{i}:=$ $\left\langle u_{i j} ; i \neq j, 0 \leqslant j \leqslant n\right\rangle$, it is included in $\sigma^{i}(\pi)$; and these ideals $I_{i}, I_{j}$ are pairwise co-maximal for each pair $0 \leqslant i<j \leqslant n$, namely $R=I_{i}+I_{j}$.

Therefore by the Chinese Remainder Theorem, given $n$ and $0 \leqslant m \leqslant n$, there exists $r \in R$ such that $r-\ell \in I_{\ell}$, for $\ell=0, \ldots, m$ and $r-m \in I_{\ell}$, for $\ell=m, \ldots, n$. So, $\sigma(r)-\ell \in \sigma\left(I_{\ell}\right)$ for $\ell=0, \ldots, m$ and $\sigma(r)-m \in \sigma\left(I_{\ell}\right)$ for $\ell=m, \ldots, n$. Set $J_{\ell}:=\left\langle\sigma\left(I_{\ell-1}\right), I_{\ell}\right\rangle \subseteq \sigma^{\ell}(\pi), 1 \leqslant$ $\ell \leqslant n$. So, $(\sigma(r)-r) .(\sigma(r)-r+1) \in J_{1} \cap \cdots \cap J_{n}$.

Note that the ideals $J_{i}$ and $J_{j}$, for $1 \leqslant i \neq j \leqslant n$, are pairwise co-maximal (since they contain pairwise co-maximal ideals). Since $J_{1}$ and $J_{2}$ are pairwise co-maximal, we have that $J_{1} \cap J_{2}=$ $J_{1} . J_{2}$. Now, we will define finitely generated ideals $J_{l} \subseteq \tilde{J}_{l} \subseteq \sigma^{l}(\pi)$ in such a way that $\bigcap_{l} \tilde{J}_{l}=$ $\tilde{J}_{1} \ldots \tilde{J}_{n}$. We choose in $R^{b}$ a tuple of generators $\bar{s}_{0}$ (respectively $\bar{s}_{2}$ ) for $\tilde{J}_{1}$ (respectively $\tilde{J}_{n}$ ) and $\bar{s}_{1}$ a tuple of generators for $\tilde{J}_{1} \cdots \tilde{J}_{n}$.

Note that once we have proved that, we have shown using the above that $[0 ; n] \subseteq F\left(\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{3}\right)$, where $\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{3}$ are chosen as in the statement of the Sub-claim 1.

By induction on $1<k \leqslant n$ suppose that $\bigcap_{l=1}^{k} \tilde{J}_{l}=\tilde{J}_{1} \cdots \tilde{J}_{k}$. This holds for $k=2$, taking $J_{1}=\tilde{J}_{1}$ and $J_{2}=\tilde{J}_{2}$. Let $w_{i} \in J_{i}-\sigma^{k+1}(\pi)$ for $1 \leqslant i \leqslant k$ (this is always possible since $J_{i}$ and
$J_{k+1}$ are co-maximal and since $J_{k+1}$ is included in $\sigma^{k+1}(\pi)$, we also have that $J_{i}$ and $\sigma^{k+1}(\pi)$ are co-maximal and so distinct). Moreover, since $\sigma^{k+1}(\pi)$ is prime, $w:=w_{1} \cdots . w_{k} \notin \sigma^{k+1}(\pi)$. So, since $\sigma^{k+1}(\pi)$ is maximal, then $\left(\sigma^{k+1}(\pi), w\right)=R$, so there exists $w_{k+1} \in \sigma^{k+1}(\pi)$ such that $w_{k+1}+w=1$. Set $\tilde{J}_{k+1}:=\left(J_{k+1}, w_{k+1}\right)$. We have that still $\tilde{J}_{k+1} \subseteq \sigma^{k+1}(\pi)$ and now since $\tilde{J}_{1} \cdots . \tilde{J}_{k}$ and $\tilde{J}_{k+1}$ are co-maximal, using the induction hypothesis, we get $\bigcap_{l=1}^{k+1} \tilde{J}_{l}=$ $\tilde{J}_{1} \cdots \tilde{J}_{k+1}$.

After $n-1$ steps, we get that each $\tilde{J}_{l} \subseteq \sigma^{l}(\pi), 1 \leqslant l \leqslant n$, is finitely generated and so by hypothesis on our ring $R$, it is generated by less than $b$ elements and now, their intersection being their product it is still finitely generated and so generated by a tuple, say $\bar{s}_{1}$ of length less than or equal to $b$.

Sub-claim 2. Let $\bar{s}_{0} \in R^{b}$ be such $\left\langle\bar{s}_{0}\right\rangle \subseteq \pi$, let $\bar{s}_{1} \in R^{b}$ be such that $\left\langle\bar{s}_{1}\right\rangle=\tilde{J}_{1} \cap \tilde{J}_{2} \cap \cdots \cap \tilde{J}_{n} \subseteq$ $\bigcap_{i=1}^{n} \sigma^{i}(\pi)$ and $\bar{s}_{2} \in R^{b}$ generate $\tilde{J}_{n} \subseteq \sigma^{n}(\pi)$. Then $F\left(\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2}\right) \subseteq[0 ; n]$.

Proof. Let $f \in F\left(\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2}\right)$. Then, there exists $r \in \pi$ such that $(\sigma(r)-r) \cdot(\sigma(r)-r+1) \in$ $\bigcap_{i=1}^{n} \sigma^{i}(\pi)$ and $r-f \in \sigma^{n}(\pi)$.

First we prove by induction on $k \leqslant n$ that $r .(r-1) . \cdots .(r-k) \in \sigma^{k}(\pi)$.
Note that since $r \in \pi$ and $(\sigma(r)-r) .(\sigma(r)-r+1) \in \sigma(\pi)$, then $r(r-1) \in \sigma(\pi)$. Suppose that it holds for $k$ and let us prove it for $k+1$. So, $r(r-1) \cdots(r-k) \in \sigma^{k}(\pi)$ and $\sigma(r)(\sigma(r)-1) \cdots(\sigma(r)-k) \in \sigma^{k+1}(\pi)$. Since $\sigma^{k+1}(\pi)$ is prime, either $\sigma(r)=r \bmod -$ ulo $\sigma^{k+1}(\pi)$, so $r(r-1) \cdots(r-k) \in \sigma^{k+1}(\pi)$, or $\sigma(r)=r-1$ modulo $\sigma^{k+1}(\pi)$, so $(r-1) \cdots(r-k) .(r-(k+1)) \in \sigma^{k+1}(\pi)$. Therefore, $r(r-1) \cdots(r-k) .(r-(k+1)) \in$ $\sigma^{k+1}(\pi)$ and we get that $r .(r-1) . \cdots .(r-n) \in \sigma^{n}(\pi)$. But $r-f \in \sigma^{n}(\pi)$. Therefore, $f(f-1) \cdots(f-n) \in \sigma^{n}(\pi)$; but $F$ is a field, so $\bigvee_{i=0}^{n}(f-i)=0$.

Putting both sub-claims together, we obtain the claim, namely that for every natural number $n$, there exists a tuple $\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2} \in R^{3 b}$ such that

$$
[0 ; n]=F\left(\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2}\right)
$$

Then we proceed as in the proof of Proposition 5.1.
Let $\left(\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2}\right) \in R^{3 b}$, where $b$ is the maximal size of a generating set for the finitely generated ideals of $R$. For ease of notations, set $\bar{s}:=\left(\bar{s}_{0}, \bar{s}_{1}, \bar{s}_{2}\right)$.

Let Ind $:=\left\{\bar{s} \in R^{3 b}: 0 \in F(\bar{s}) \&(\exists!y \in F(\bar{s}))(\forall x \neq y)(x \in F(\bar{s}) \Rightarrow x+1 \in F(\bar{s})) \& y+1 \notin\right.$ $F(\bar{s})\}$.

We saw that for every $n \in \mathbb{N}$, there exists $\bar{s} \in \operatorname{Ind}$ with $F(\bar{s})=[0 ; n]$.
For $\bar{s} \in \operatorname{Ind}$, set $y:=c_{s}$.
Let $\psi(f, \bar{s})$ be the following formula: $\bar{s} \in \operatorname{Ind} \& \pm f \in F(\bar{s}) \& F(\bar{s}) \models Q_{c}$ (with $c$ interpreted as $c_{s}$ )

Let $M_{1}=\{f \in F: \exists \bar{s} \psi(f, \bar{s})\}$. Then $\bigcup_{n}[0 ; n] \subseteq M_{1}$.
Let $M_{0}:=\left\{f \in F: \exists \bar{s}\left[\psi(f, \bar{s}) \& \forall f^{\prime} \in F(\bar{s}) \exists \bar{s}^{\prime} \psi\left(f^{\prime} . f, \bar{s}^{\prime}\right) \& \psi\left(f^{\prime}+f, \bar{s}^{\prime}\right) \& \forall f^{\prime \prime} \exists \bar{s}^{\prime \prime}\right.\right.$ $\psi\left(f^{\prime \prime}, \bar{s}^{\prime \prime}\right) \& F\left(\bar{s}^{\prime \prime}\right) \subseteq F(\bar{s})$ or $\left.\left.F(\bar{s}) \subseteq F\left(\bar{s}^{\prime \prime}\right)\right]\right\}$.

Now, we can check, as in Proposition 5.1, that $M_{0}$ is a model of either $Q_{c}$ or $Q$. We have that $M_{0}$ contains $\bigcup_{n}[0 ; n]$ and, either $M_{0}$ has an element $c$ such that for $\bar{s}$ such that $\psi(c, \bar{s})$ we have that $\forall f \in M_{0}\left(\forall \bar{s}^{\prime \prime} \psi\left(f^{\prime \prime}, \bar{s}^{\prime \prime}\right) \rightarrow F\left(\bar{s}^{\prime \prime}\right) \subseteq F(\bar{s})\right)$, or we get a model of $Q$.

Examples 5.9. (1) Let $\mathbb{C}\left\{z^{-1}\right\}$ be the ring of power series in $z^{-1}$ that converge in a neighborhood of infinity and let $\sigma_{1}$ be the automorphism sending $f(z) \rightarrow f(z+1)$, where $f(z)=\sum_{n} a_{n} \cdot z^{-n}$. We can embed this ring in $\mathbb{C}_{\mathcal{F}}^{\omega}$ by sending $f$ to $(f(1), f(2), \ldots)_{\mathcal{F}}$. So its fixed subring is a field. The maximal spectrum of this ring contains the maximal ideals of the functions which are zero at some point $z_{0}$ and so we meet the hypothesis of the above proposition.

So, the theory of the difference ring $\left(\mathbb{C}\left\{z^{-1}\right\},+, ., 0,1, \sigma_{1}\right)$ is undecidable.
(2) Let $\mathbb{C}\{z\}$ be the ring of entire functions, and let $c \in \mathbb{C}$ be a complex number of modulus 1 and which is not a root of unity. Let $\sigma_{c}$ be the automorphism sending $f(z) \rightarrow f(c . z)$, where $f(z) \in \mathbb{C}\{z\}$. We can embed this ring in $\mathbb{C}_{\mathcal{F}}^{\omega}$ by sending $f$ to $\left(f(1), f(c), f\left(c^{2}\right), \ldots\right) \mathcal{F}$. Since the disk of unity is compact, the fixed subring is a field. The maximal spectrum of this ring contains the maximal ideals of the functions which are zero at some point $z_{0}$ and so we meet the hypothesis of the above proposition.

So, the theory of the difference ring $\left(\mathbb{C}\{z\},+, ., 0,1, \sigma_{c}\right)$ is undecidable.
Remark 5.10. In the preceding proposition, instead of working with maximal ideals we may work with prime ideals provided that given $n$ there exists a prime ideal $\pi$ such that $\pi, \sigma(\pi), \ldots, \sigma^{n}(\pi)$ are pairwise co-maximal. Then, we may relax the condition that Fix $(\sigma)$ is a field, assuming that $\operatorname{Fix}(\sigma) \cap \pi=\{0\}$. (However, this implies that $\operatorname{Fix}(\sigma)$ is a domain.)

This entails that the ring of sequences with coefficients in $\mathbb{Z}$ with the shift, modulo the Frechet filter, is undecidable. This last result is also a consequence of the following corollary. First, we recall some facts on localization.

Let $R$ be a ring with an automorphism $\sigma$ and let $M$ be a multiplicative subset of Fix $(\sigma)$. Denote by $R\left[M^{-1}\right]$ the localization of $R$ by $M$. Recall that the elements of $R\left[M^{-1}\right]$ are of the form $r . m^{-1}$ and that $r_{1} \cdot m_{1}^{-1}=r_{2} \cdot m_{2}^{-1}$ iff $\exists m \in M\left(r_{1} \cdot m_{2}-r_{2} \cdot m_{1}\right) \cdot m=0$.

If no element of $M$ is a zero divisor (a non-zero-divisor is also called a regular element), then $R$ embeds in $R\left[M^{-1}\right]$.

Then, we may extend $\sigma$ on this ring by defining $\tilde{\sigma}\left(r . m^{-1}\right):=\sigma(r) \cdot \sigma(m)^{-1}$. This is welldefined since if $\left(r_{1} \cdot m_{2}-r_{2} \cdot m_{1}\right) \cdot m=0$, then $\left(\sigma\left(r_{1}\right) \cdot \sigma\left(m_{2}\right)-\sigma\left(r_{2}\right) \cdot \sigma\left(m_{1}\right)\right) \cdot \sigma(m)=0$. So, since $\sigma(M) \subseteq M$, then $\sigma\left(r_{1}\right) \cdot \sigma\left(m_{1}\right)^{-1}=\sigma\left(r_{2}\right) \cdot \sigma\left(m_{2}\right)^{-1}$. Now, we calculate Fix $(\tilde{\sigma})$. Suppose that $\sigma\left(r_{1}\right) \cdot \sigma\left(m_{1}\right)^{-1}=r_{1} \cdot m_{1}^{-1}$ which means that there exists $m \in M$ such that $\left(\sigma\left(r_{1}\right) \cdot m_{1}-\right.$ $\left.r_{1} \cdot \sigma\left(m_{1}\right)\right) . m=0$ iff $\sigma\left(r_{1} \cdot m_{1} \cdot m\right)=r_{1} \cdot m_{1} \cdot m$ iff $r_{1} \cdot m_{1} \cdot m \in \operatorname{Fix}(\sigma)$ iff $r_{1} \in \operatorname{Fix}(\sigma) \cdot M^{-1}$.

Now, if every non-zero element of $\operatorname{Fix}(\sigma)$ is regular, then we take $M=\operatorname{Fix}(\sigma)-\{0\}$ and we get that $\operatorname{Fix}(\tilde{\sigma})$ is a field.

Corollary 5.11. Let $R$ be a commutative b-Bezout ring of characteristic 0 . Suppose that Fix $(\sigma)-$ $\{0\}$ is infinite, that it consists of regular elements and for every $n, n \in \omega$, that there exists a prime ideal $\pi$ such that $\pi \cap \operatorname{Fix}(\sigma)=\{0\}$ and $\pi, \sigma(\pi), \ldots, \sigma^{n}(\pi)$ are pairwise co-maximal. Then Th $((R, \sigma))$ is undecidable.

Proof. Let $M=\operatorname{Fix}(\sigma)-\{0\}$ and consider $R\left[M^{-1}\right]$. From the above discussion, we know that we can extend $\sigma$ on $R\left[M^{-1}\right]$ by say $\tilde{\sigma}$ and that $\operatorname{Fix}(\tilde{\sigma})$ is a field. We use the fact that the theory of $\left(R\left[M^{-1}\right],+, ., 0,1, \sigma\right)$ is interpretable in the theory of $R$ and we check that it satisfies the hypothesis of the proposition above. So, let us check that $R\left[M^{-1}\right]$ is $b$-Bezout. Given $k$ elements $r_{1} . m_{1}^{-1}, \ldots, r_{k} \cdot m_{k}^{-1}$ generating an ideal $I$, then the elements $r_{1}, \ldots, r_{k}$ also generate $I$. Since $R$ is $b$-Bezout, there exist $s_{1}, \ldots, s_{b}$ such that there exist $t_{j} \in R, 1 \leqslant j \leqslant b$ such that for $1 \leqslant i \leqslant k$, we have $r_{i}=\sum_{j=1}^{b} s_{j} . t_{j}$. So, $I$ is also generated by $s_{1}, \ldots, s_{b}$.

Question 1. Let $\tilde{\mathbb{Z}}$ be the ring of algebraic integers and let $\sigma$ be a non-trivial element of the absolute Galois group $G(\mathbb{Q})$ of $\mathbb{Q}$. Then, $(\tilde{\mathbb{Z}}, \sigma)$ does not satisfy the hypothesis of the above Corollary. Is the theory of $(\tilde{\mathbb{Z}}, \sigma)$ undecidable?

Recall that G. Cherlin and M. Jarden [9] showed that the theory consisting of the set of sentences true in almost all $\left(\mathbb{Q}, \sigma_{1}, \ldots, \sigma_{e}\right)$, for $\left(\sigma_{1}, \ldots, \sigma_{e}\right) \in G(\mathbb{Q})^{e}$ and $e \geqslant 2$, is undecidable. They left the question open for $e=1$.

## 6. Boolean products of models of ACFA

In the previous section, we showed undecidability results for von Neumann regular commutative rings for which the automorphism had an infinite orbit on the maximal spectrum. In this section, we will consider von Neumann regular commutative difference rings $R$, satisfying the following hypothesis on the automorphism $\sigma$ : the orbits of $\sigma$ on the maximal spectrum of $R$, are finite of the same cardinality. We will apply a transfer result due to Burris and Werner on Boolean products.

First, let us recall the definition of a Boolean product of $\mathcal{L}$-structures $R_{x}$ with $x \in X$ (see [5]). It will be denoted by $\Gamma_{a}\left(X, \bigcup_{x \in X} R_{x}\right)$ and the $R_{x}$ will be called the stalks of this Boolean product.

Definition 6.1. First, we define the truth value of a formula $\phi(u, \bar{a})$ in a subdirect product included in $\prod_{x \in X} R_{x}$ as $\left\{x \in X: R_{x} \models \phi(u(x), \bar{a}(x))\right\}$ and we denote this subset by $[\phi(u, \bar{a})]$. Then, $R$ is a Boolean product of $\mathcal{L}$-structures $R_{x}$ with $x \in X$ if
(1) $R$ is a subdirect product of the $R_{x}, x \in X$,
(2) the set $X$ is a Boolean space i.e. $X$ has a basis of clopen sets (both open and closed),
(3) for every atomic formula, its truth value is a clopen subset of $X$,
(4) $R$ has the patchwork property i.e. for any $f, g \in R$ and $N$ a clopen subset of $X$, the element $h$ of the product $\prod_{x \in X} R_{x}$ defined by

$$
h(x)= \begin{cases}f(x) & \text { if } x \in N \\ g(x) & \text { if } x \in X-N,\end{cases}
$$

belongs to $R$.
If all the structures $R_{x}$ are equal to some $R_{x_{0}}$, we will denote the corresponding Boolean product by $\Gamma_{a}\left(X, R_{x_{0}}\right)$. (The domain of this Boolean product is the set of locally constant functions from $X$ to $R_{x_{0}}$.)

Recall that any commutative von Neumann regular ring $R$ can be represented as a Boolean product of fields (see [12], [6, p. 163]), namely $\Gamma_{a}\left(X, \bigcup_{x \in X} R_{x}\right)$ where $X=\operatorname{MSpec}(R), x$ is a maximal ideal of $R$ and $R_{x}$ is the field $R / x$. If $b$ is an element of $R$, then $e_{b}$ denotes the idempotent $b . c$, where $c$ is such that $b=b^{2} . c$ and $c=c^{2} . b$. Such element $c$ is uniquely determined and will be called the pseudo-inverse of $b$.

In the above Boolean product representation, one can view $e_{b}$ as the characteristic function of the support of $b$ i.e. $\left\{x \in X: 1-e_{b} \in x\right\}=\{x \in X: b \notin x\}$; and it will be called the idempotent associated with $b$.

Recall that the Boolean algebra of idempotents of $R$ is denoted by $\mathcal{B}(R)$, and that this structure is 0 -definable in $R$. The Stone space of $\mathcal{B}(R)$ is homeomorphic to $X$.

We add to the ring language $\mathcal{L}_{\text {rings }}$ a unary function symbol $*$, the corresponding language is denoted by $\mathcal{L}_{\text {rings,* }}$ and we add the following defining universal axiom: $\forall x \quad\left(x .\left(x \cdot x^{*}\right)=\right.$ $\left.x \& x^{*} .\left(x^{*} . x\right)=x^{*}\right)$. In the language $\mathcal{L}_{\text {rings }, *}$, the theory of commutative von Neumann regular rings is universally axiomatized. Using the function ${ }^{*}$, we have that $c=b^{*}$ and $e_{b}=b . b^{*}$.

Lemma 6.2. Let $R$ be commutative von Neumann regular ring and let $\sigma$ be a ring endomorphism. Then,
(1) $\sigma$ is an Boolean algebra endomorphism of $\mathcal{B}(R)$. Moreover, if it is injective on $\mathcal{B}(R)$, it is injective on $R$.
(2) $\sigma$ preserves the equality between the supports of the elements.
(3) If $\mathcal{B}(R) \cap \operatorname{Fix}(\sigma)=\{0,1\}$, then Fix $(\sigma)$ is a field.

Proof. (1) The first part follows from the fact that $\mathcal{B}(R)$ is 0 -definable in $R$. Then, suppose that $\sigma(a)=0$. Then, $\sigma\left(e_{a}\right)=0$ and so $e_{a}=0$ by hypothesis, which implies that $a=0$.
(2) First, note that $\sigma\left(a^{*}\right)=\sigma(a)^{*}$ (indeed the function * is definable in the ring language), for any element $a \in R$. Now, let $a, b$ be two elements with the same supports. So $e_{a}=a \cdot a^{*}=$ $e_{b}=b \cdot b^{*}$, and $\sigma\left(e_{a}\right)=\sigma(a) \cdot \sigma\left(a^{*}\right)=\sigma\left(e_{b}\right)=\sigma(b) \cdot \sigma\left(b^{*}\right)$. But, $\sigma\left(a^{*}\right)=\sigma(a)^{*}$ (respectively $\left.\sigma\left(b^{*}\right)=\sigma(b)^{*}\right)$, so $e_{\sigma(a)}=\sigma\left(e_{a}\right)$. Therefore, $\sigma(a)$ and $\sigma(b)$ have the same supports.
(3) Let $r \in \operatorname{Fix}(\sigma)-\{0\}$, then $r^{*} \in \operatorname{Fix}(\sigma)$. So, $r . r^{*} \in \operatorname{Fix}(\sigma) \cap \mathcal{B}(R)$, by hypothesis, $r . r^{*}=1$, namely $r$ is invertible.

Remark 6.3. If $(R, \sigma)$ is a von Neumann commutative regular difference ring, then the hypothesis of Fix $(\sigma)$ is an infinite field is equivalent to Fix $(\sigma)$ infinite and Fix $(\sigma) \cap \mathcal{B}(R)=\{0,1\}$.

Definition 6.4. Given an $\mathcal{L}$-theory $T$ and a unary function symbol $\sigma$, we define the language $\mathcal{L}_{\sigma}$ to be the language $\mathcal{L} \cup\left\{\sigma, \sigma^{-1}\right\}$ and the $\mathcal{L}_{\sigma}$-theory $T_{\sigma}$ to be the theory $T$ together the scheme of axioms expressing that $\sigma$ is an automorphism in the class of models of $T$ and that $\sigma^{-1}$ is its inverse. Note that if $T$ is an $\forall \exists$-theory, then so is $T_{\sigma}$.

From now on in this section, let $\mathcal{L}$ be $\mathcal{L}_{\text {rings }}:=\{0,1,+,-,$.$\} and T$ be the $\mathcal{L}$-theory of commutative von Neumann regular rings (respectively $T_{\sigma}$ the $\mathcal{L}_{\sigma}$-theory of commutative von Neumann regular difference rings).

In a von Neumann commutative regular ring, one can define a binary function symbol $p(.,$. as follows: $p(a, b)=d \leftrightarrow \exists c\left(b=b \cdot c^{2} \wedge d=a .(1-b . c)\right)$. Alternatively using the function *, we get that $p(a, b)=a .\left(1-b \cdot b^{*}\right)$. The support of an element $a$ is equal to $1-p(1, a)=a \cdot a^{*}$. (Note that the relation "the support of $a$ is included in the support of $b$ " is definable by $p(a, b)=0$ without referring to the supports of each element. Indeed, $p(a, b)=0 \leftrightarrow a=a \cdot e_{b} \rightarrow a \cdot a^{*}=$ $a \cdot e_{b} \cdot a^{*} \rightarrow e_{a}=e_{a} \cdot e_{b}$. Conversely, assume that $e_{a}=e_{a} \cdot e_{b}$, then $a \cdot e_{a}=e_{a} \cdot e_{b} \cdot a \rightarrow a=a \cdot e_{b} \rightarrow$ $\left.a=a . b . b^{*} \leftrightarrow p(a, b)=0.\right)$

Since $p(.,$.$) is definable in the ring language, \sigma$ remains an automorphism for the $\mathcal{L} \cup\{p(.,)$. language (and similarly for $\mathcal{L}_{*}$ ). Also, if we show a model-completeness result in $\mathcal{L} \cup\{p(.,)$.$\} ,$ then it still holds in $\mathcal{L}$ since the graph of $p(.,$.$) is existentially definable.$

Let $T_{\text {vac }}$ be the $\mathcal{L}$-theory $T$ augmented by the axioms expressing that the Boolean algebra of idempotents is atomless and that any monic polynomial has a root.

Recall that this theory has been shown to be the model companion of the theory $T_{n n}$ of nontrivial commutative rings with unity and without non-zero nilpotent elements (see [24] and [5]). Later in this section, we will prove an analogous result in a subclass of the class of difference semi-simple rings (see Proposition 6.8).

Let $(R, \sigma)$ be a commutative difference ring without nilpotent elements. Suppose that $\sigma$ leaves $\operatorname{MSpec}(R)$ invariant, then $R$ is a subdirect product of difference fields, each of which can be embedded into a model of ACFA. In the following, we will axiomatize the Boolean products of such structures. There is a general procedure for doing so, described by Burris and Werner [5]. One expands the language of the structures by adding a discriminator function, namely $t(a, b, c)=d \leftrightarrow((a=b \& t(a, b, c)=c)$ or $(a \neq b \& t(a, b, c)=a))$, where $t$ is a term of the language. In our case, one can take for $t(a, b, c)$ the term $p(c-a, a-b)+a$. Then, whenever a class of structures is $\forall \exists$-axiomatizable, the class of Boolean products of elements of that class is $\forall \exists$-axiomatizable in the expansion (see Lemma 9.4, Corollary 9.5 in [5]).

Definition 6.5. Let $R$ be a commutative von Neumann regular difference ring and let $X=$ $\operatorname{MSpec}(R)$. Then, $R \cong \Gamma_{a}\left(X, \bigcup_{x \in X} R_{x}\right)$, where $R_{x} \cong R / x$.

A subset $U$ of $R^{n}$ is said to be an algebraic variety on an idempotent $e$ if it is the set of all solutions of a finite conjunction of polynomial equations where the support of each non-zero coefficient is equal to the idempotent $e$.

We will denote by $U(x)$ the subset of elements $\bar{s}$ in $R_{x}{ }^{n}$ such that there exists $\bar{r} \in R^{n} \cap U$ such that $\bar{s}=\bar{r}(x)$. Recall that the property for a variety $U$ for being irreducible (respectively absolutely irreducible) is a first-order property of the set of coefficients, which can be expressed by a quantifier-free formula (see [14]). We define the property of being irreducible (respectively absolutely irreducible) for a variety $U$ on an idempotent $e$ as the property that for each $x \in e$, $U(x)$ is irreducible (respectively absolutely irreducible). This last property can be expressed in $\mathcal{L}_{\sigma}$ by a quantifier-free formula in the coefficients and the idempotent $e$.

We will denote by $\sigma(U)$ the set of $\{\sigma(\bar{r}) . e: \bar{r} \in U\}$.
Let $U$ be an irreducible variety on $e$ and let $V$ be a variety included in $U \times \sigma(U)$, then $V$ projects generically onto $U$, if for every $x \in e, V(x)$ projects generically onto $U(x)$.

Notation 6.1. On the set of idempotents of a model of $T$, we will use the relation symbol $\leqslant$ defined by $e \leqslant u$ whenever $e . u=e$.

### 6.1. Let $T_{\text {atm, } 1, \sigma}$ be the following $\mathcal{L}_{\sigma}$-theory.

(1) $R$ is a von Neumann regular commutative difference ring without minimal idempotents satisfying $T_{\mathrm{vac}, \sigma}$,
(2) The Boolean algebra of idempotents is included in the set of fixed points of $\sigma$,
(3) For each idempotent $e$, for every absolutely irreducible variety $U$ on $e$ and every variety $V \subset U \times \sigma(U)$ projecting generically onto $U$ and $\sigma(U)$ and every algebraic set $W$ properly contained in $V$, there is $a \in U(R)$ such that $(a, \sigma(a)) \in V-W$.

The fact that the list of the above properties are $\forall \exists$-axiomatizable in $\mathcal{L}_{\sigma}$ follows from the fact that $A C F A$ is $\forall \exists$ axiomatizable and that we work in the expansion of $\mathcal{L}_{\sigma}$ by $p(.,$.$) (see Lemma 9.4$ and Corollary 9.5 in [5]).

Using the construction of bounded Boolean powers, one can exhibit models of $T_{\mathrm{atm}, 1, \sigma}$ (see [5, p. 274]). Let $X_{0}$ be a Cantor space, namely a Boolean space without isolated points. Let
$(F, \sigma)$ be a model of $A C F A$, let $\Gamma_{a}\left(X_{0}, F\right)$ be the set of locally constant functions from $X_{0}$ to $F$. Any element $\Gamma_{a}\left(X_{0}, F\right)$ is of the form $\sum_{i \in I} e_{i} . f_{i}$, where $I$ is a finite set, $f_{i} \in F$ and $e_{i}$ is a characteristic function of a clopen subset of $X_{0}$. Then, $\Gamma_{a}\left(X_{0}, F\right)$ is a model of $T_{\text {atm, } 1, \sigma}$.

## Proposition 6.6. The theory $T_{\mathrm{atm}, 1, \sigma}$ is model-complete and decidable.

Proof. First, to show model-completeness, we apply a transfer result of Burris and Werner (Theorem 9.13 in [5]), using the model-completeness of $A C F A$. So, we obtain that $T_{\mathrm{atm}, 1, \sigma}$ is model-complete in the expanded language $\mathcal{L}_{\sigma} \cup\{p(.,)$.$\} . Then we note that the function p(.,$.$) is$ existentially definable in the ring language. (We could have used directly a result of A. Macintyre on sheaves of positively model-complete theories (see Corollary 10.9 in [5]).) For the decidability result, apply Theorem 4.5 in [5] and the decidability of ACFA (see [11]). (To show this last result, one identifies the completions of $A C F A$ and notes that they are recursively axiomatizable.)

Recall that in a commutative ring $R$, the Jacobson radical $J(R)$ is the intersection of all its maximal ideals; it is equal to $\{z \in R: \forall a \exists u(1-a . z) . u=1\}$. In his paper [13] on the decidability of the theory of the ring of algebraic integers, L. van den Dries introduced the binary relation

$$
a_{1} \in \operatorname{rad}(a)
$$

expressing (in the class of all commutative rings) that every maximal ideal containing $a$ also contains $a_{1}$. (One expresses that $a_{1} \in J\left(R /(a)\right.$ ).) This relation $a_{1} \in \operatorname{rad}(a)$ is first-order definable by:

$$
\forall x \exists y\left(1-a_{1} \cdot x\right) . y \in 1+(a)
$$

Definition 6.7. Let $T_{S S, \sigma}$ be the following $\mathcal{L}_{\sigma}$-theory expressing the following properties of a difference ring $R$.
(1) $(R, \sigma)$ is a commutative difference ring,
(2) $\forall z(\forall a \exists u(1-a . z) \cdot u=1 \rightarrow z=0)(R$ is semi-simple $)$,
(3) $\forall a \forall x \exists y \exists z(1-\sigma(a) \cdot x) \cdot y=1+a \cdot z$.

Proposition 6.8. The theory $T_{\mathrm{atm}, 1, \sigma}$ is the model-companion of $T_{s s, \sigma}$.
Proof. First, note that a model $R$ of $T_{\mathrm{atm}, 1, \sigma}$ satisfies $T_{S s, \sigma}$. Let us check axiom (3). Let $M$ be a maximal ideal of $R$, suppose that $a \in M$, then $e_{a}(M)=0$. Since $\sigma$ is the identity on the Boolean algebra of idempotents of $R, \sigma\left(e_{a}\right)=e_{a}$. In particular, $\sigma\left(e_{a}\right)(M)=0$, but $\sigma\left(e_{a}\right)=\sigma\left(a \cdot a^{*}\right)=$ $\sigma(a) . \sigma(a)^{*}=e_{\sigma(a)}$, so $\sigma(a) \in M$.

Then, let $(R, \sigma)$ be a model of $T_{s s, \sigma}$, let us show that we can embed it into a model ( $\left.\tilde{R}, \tilde{\tilde{\sigma}}\right)$ of $T_{\text {atm, } 1, \sigma}$. The hypothesis (2) on $R$ that $J(R)=\{0\}$ is equivalent to $R$ being a subdirect product of fields. Moreover, since $R$ satisfies $\forall a \sigma(a) \in \operatorname{rad}(a)$ by (3), these fields are difference fields. Indeed, for any maximal ideal $M$, we have $a \in M$ implies that $\sigma(a) \in M$. So, for any $a \in R$, we may define $\sigma(a+M):=\sigma(a)+M$. Then we use the previous result as follows.

Since $R$ embeds into $\prod_{M_{i} \in \operatorname{MSpec}(R)} R / M_{i}$, we have that $\prod_{M_{i} \in M \operatorname{Spec}(R)} R / M_{i} \hookrightarrow$ $\prod_{M_{i} \in \operatorname{MSpec}(R)} F_{i}$, where $F_{i}$ is a model of $A C F A$ into which $R / M_{i}$ embeds [11].

Let $X_{0}$ be the Cantor space and let $\Gamma_{a}\left(X_{0}, F_{i}\right)$ be the Boolean product of locally constant functions from $X$ to $F_{i}$. We extend $\sigma$ to $\Gamma_{a}\left(X_{0}, F_{i}\right)$ as follows: $\tilde{\sigma}\left(\sum_{j} e_{j} . f_{j}\right):=\sum_{j} e_{j} . \sigma\left(f_{j}\right)$, where $e_{j}$ is the characteristic function of a clopen subset of $X_{0}$ and $f_{j} \in F_{i}$. Now, each $\Gamma_{a}\left(X_{0}, F_{i}\right)$ is a model of $T_{\text {atm, } 1, \sigma}$ (see [5, p. 274]).

Set $\tilde{R}=\prod_{M_{i} \in \operatorname{MSpec}(R)} \Gamma_{a}\left(X_{0}, F_{i}\right)$. Then, $\tilde{R}$ is a model of $T_{\mathrm{vac}}$. We extend $\tilde{\sigma}$ to $\tilde{R}$ as follows: $\tilde{\tilde{\sigma}}\left(r_{i}\right)_{M_{i} \in \operatorname{MSpec}(R)}:=\left(\tilde{\sigma}\left(r_{i}\right)\right)_{M_{i} \in \operatorname{MSpec}(R)}$. As a direct product of models of $T_{\text {atm, } 1, \sigma},(\tilde{R}, \tilde{\tilde{\sigma}})$ is also a model of $T_{\mathrm{atm}, 1, \sigma}$, which is model-complete by the preceding proposition. Since $R \hookrightarrow \tilde{R}$, we get the result.
6.2. Let $R$ be a commutative von Neumann regular difference ring. Assume that there exists a natural number $n>1$ such that $\sigma^{n}$ acts as the identity on $X(R)=\operatorname{MSpec}(R)$.

For each divisor $d$ of $n$, let $X_{d}$ be the set $\left\{x \in X(R): \sigma^{d}(x)=x\right\}$. Note that $X_{d}^{\sigma}=X_{d}$ and $X(R)=X_{n}$. Let $1 \leqslant d_{0}, d_{1} \leqslant d$ be two divisors of $d$. Then if $d_{0} \mid d_{1}, X_{d_{0}} \subseteq X_{d_{1}} \subseteq X_{n}$, and if $\left(d_{0}, d_{1}\right)=1$, then $X_{d_{0}} \cap X_{d_{1}}=X_{1}$.

The subspaces of the form $X_{d}$ are closed subsets of $X(R)$. Indeed, $\left\{y \in X(R): \sigma^{d}(y) \neq y\right\}$ is an open subset of $X(R)$ since we can find an idempotent $e$ such that $e$ belongs to $y$ and with disjoint image under $\sigma^{d}$. On $X(R)$, we put the following equivalence relation $\sim: x_{0} \sim x_{1}$ iff $x_{0}, x_{1}$ belong to the same orbit. Note that each $X_{d}$ is a union of equivalence classes. Above each element $[x] \sim$ of $Y_{d}:=X_{d} / \sim$, we put a direct product of $n / d$ copies of the difference field $\left(R / x, \sigma^{d}\right)$, namely $(R / x \times \cdots \times R / x, \sigma)$.

From now on, we will assume that the automorphism $\sigma$ has all its orbits of size $n$ on $X(R)$, namely for any divisor $d$ of $n$ strictly smaller than $n$ we have

$$
X_{d}=\emptyset \quad \text { and } \quad X_{n}=X(R) .
$$

Note that for the Boolean algebra of subsets of a finite set $X$ on which $\sigma$ acts, property ( $\star$ ) of $X$ is equivalent to the following property of the Boolean algebra: $\exists e\left(\bigwedge_{i=1}^{n-1} e . e^{\sigma^{i}}=0\right.$ $\& \sum_{i=0}^{n-1} e^{\sigma^{i}}=1$ ).

Let $B_{0}:=\left\{e \in \mathcal{B}(R): e, \sigma(e), \ldots, \sigma^{n-1}(e)\right.$ are pairwise disjoint $\}$. Note that if $e \in B_{0}$ and $u \leqslant e$, then $u \in B_{0}$. Recall that the notation $[e=1]=\{x \in X(R): 1-e \in x\}$ denotes the truth value of the atomic formula $e=1$ in the Boolean product representation. By ( $\star$ ), we have that $X(R)=\bigcup_{e \in B_{0}}[e=1]$ and we extract a finite disjoint minimal subcovering $\left\{\left[e_{1}=1\right], \ldots\right.$, [ $\left.\left.e_{m}=1\right]\right\}$. Let $\mathcal{B}_{0}$ be the difference Boolean algebra generated by $e_{1}, \ldots, e_{m}$. Since $\mathcal{B}_{0}$ is finite and has no ultrafilters with orbits of order strictly less than $n$, it contains an idempotent $e$ such that ( $\bigwedge_{i=1}^{n-1} e . e^{\sigma^{i}}=0 \& \sum_{i=0}^{n-1} e^{\sigma^{i}}=1$ ); let $X_{0}:=[e=1]$.

Now, we can proceed in two ways. Either, above each point $x$ of $X_{0}$, we define the fiber to be equal to the direct product $R / x \times \cdots \times R / x^{\sigma^{n-1}}$, or we decompose $R$ as the finite direct product $R . e \times \cdots \times R . \sigma^{n-1}(e)$.

We will choose the first approach.
Let $\mathcal{O}$ be the set of orbits of $\sigma$. Each orbit contains exactly one element of $X_{0}$, so we identify it with this element. So, the set of orbits becomes a Boolean space and for $O \in \mathcal{O}$, we write $R_{O}:=R / \pi \times \cdots \times R / \pi^{\sigma^{n-1}}$, where $O$ contains $\pi$. We get that $R$ is isomorphic to a subdirect product of the $R_{O}, O \ni x, x \in X_{0}$. For an element $r \in R$, denote by $r_{O}$ the $n$-tuple ( $r+$ $\left.x, \ldots, \sigma^{n-1}(r)+\sigma^{n-1}(x)\right)$ with $x \in O$. Indeed, let $f$ be the map sending $r$ to $\left(\left(r_{O}\right)_{O \in \mathcal{O}}\right)$. The map $f$ is injective: let $r \neq s$ and let $x \in[r-s \neq 0]$. Then there exists $i$ such that $\sigma^{i}(x) \in X_{0}$ and $\sigma^{i}(r-s) \notin \sigma^{i}(x)$. Then, given an element $\left(r_{0}+x, \ldots, r_{n-1}+\sigma^{n-1}(x)\right)$ with $r_{0}, \ldots, r_{n-1} \in R$,
we can choose an element $u$ in $B_{0}$ such that $x \in u$. So, letting $r:=\sum_{i=0}^{n-1} r_{i} . \sigma^{i}(u)$, we have that $r_{O}=\left(r_{0}+x, \ldots, \sigma^{-n+1}\left(r_{n-1}\right)+\sigma^{n-1}(x)\right)$.

Properties 3 and 4 of a Boolean product (see Definition 6.1) follow from the fact that $R$ is a Boolean product.

The automorphism $\sigma$ acts as the identity on $\mathcal{O}$. Therefore, $R$ is a Boolean product of models of $T_{n, \sigma}^{f}$ (see Section 4). So, we obtained the following result.

Lemma 6.9. Suppose that there exists $n$ such that $\sigma^{n}$ fixes $\mathcal{B}(R)$ and such that $\mathcal{B}(R)$ satisfies $\exists e\left(\bigwedge_{i=1}^{n-1} e . e^{\sigma^{i}}=0 \& \sum_{i=0}^{n-1} e^{\sigma^{i}}=1\right)$. Then, $R$ is a Boolean product of difference rings $R_{O} \models$ $T_{n, \sigma}^{f}$, when $O$ ranges over the orbits of $\sigma$ on the corresponding Boolean space $X_{0}$. Also, $\sigma$ acts as the identity on $X_{0}$.

Let $T_{\text {atm }, n, \sigma}$ be the following $\mathcal{L}_{\sigma}$-theory.
(1) $R$ is a von Neumann commutative regular difference ring satisfying $T_{\mathrm{vac}, \sigma}$,
(2) the Boolean algebra of idempotents is included in the set of fixed points of $\sigma^{n}$,
(3) the Boolean algebra of idempotents satisfies the following sentence: $\exists e\left(\bigwedge_{i=1}^{n-1} e . e^{\sigma^{i}}=0\right.$ $\& \sum_{i=0}^{n-1} e^{\sigma^{i}}=1$ ).
(4) for each idempotent $e$, for every absolutely irreducible variety $U$ on $e$ and every variety $V \subset$ $U \times \sigma^{n}(U)$ projecting generically onto $U$ and $\sigma^{n}(U)$ and every algebraic set $W$ properly contained in $V$, there is $a \in U(R)$ such that $\left(a, \sigma^{n}(a)\right) \in V-W$.

Proposition 6.10. The theory $T_{\mathrm{atm}, n, \sigma}$ is model-complete in $\mathcal{L}_{\sigma}$ and decidable. It is the modelcompanion of the theory of von Neumann commutative regular difference rings satisfying axiom (2) above.

Proof. For the first part, apply Proposition 4.3 and Theorems 9.13, 4.5 in [5]. For the second part, note that in any existentially closed von Neumann commutative regular difference ring $R$ where $\sigma^{n}=1$, all the orbits of $\sigma$ in $X(R)$ are of cardinality $n$ and so axiom (3) holds (see the discussion at the beginning of Section 6.2). Then, apply Proposition 4.5 and Lemma 6.9.

## 7. Amalgamation

Let $\mathcal{C}$ be the class of von Neumann regular difference commutative rings. We work here in the language $\mathcal{L}_{\text {rings }} \cup\{p(.,)$.$\} of rings with the binary function symbol p(.,$.$) defined in the previous$ section or in the language $\mathcal{L}_{*}:=\mathcal{L}_{\text {rings,* }}$ with the unary function symbol (pseudo-inverse) ${ }^{*}$, expanded with extra symbols for the automorphism and its inverse, denote this last language by $\mathcal{L}_{*, \sigma}$. Recall that in these languages, $\mathcal{C}$ has a universal axiomatization $T_{\sigma}$ (see Section 6, above Lemma 6.2).

Let $\mathcal{C}_{0}$ be the subclass of $\mathcal{C}$ consisting of the rings of characteristic 0 and $\mathcal{C}_{p}$ of the perfect rings of characteristic $p$, namely those satisfying $\forall r \exists s r=s^{p}$. Note that $\mathcal{C}_{0}$ (respectively $\mathcal{C}_{p}$ ) have a $\forall \exists$-axiomatization and so any element of $\mathcal{C}_{0}$ (respectively $\mathcal{C}_{p}$ ) embeds in an existentially closed element. We will denote by $\mathcal{C}_{0}^{\text {ec }}$ (respectively $\mathcal{C}_{p}^{\text {ec }}$ ) the class of the existentially closed elements of $\mathcal{C}_{0}$ (respectively $\mathcal{C}_{p}$ ). We will show in both cases that $\mathcal{C}_{0}$ and $\mathcal{C}_{p}$ have the amalgamation property (in the characteristic $p$ case, we will need this hypothesis of being perfect). Let $T_{0}$ be a universal axiomatization of $\mathcal{C}_{0}$ in $\mathcal{L}_{*, \sigma}$. Then this will entail that $T_{0}$ is a Robinson theory (see

Proposition 7.6); Robinson theories were introduced in [18] (see also [1]), these are universal theories whose class of models has the amalgamation property. So, the class $\mathcal{C}_{0}^{\text {ec }}$ is well-behaved, in particular, it has a universal domain and any existential formula is equivalent to an infinitary quantifier-free formula (see [16, Theorem 8.1.3]).

Expanding $\mathcal{L}_{*, \sigma}$, we will get a universal axiomatization $T_{p}$ of $\mathcal{C}_{p}$ and analogous results for this class (see Proposition 7.7).

We will end this section by giving a proof that the classes of existentially closed models of elementary subclasses of elements of $\mathcal{C}_{0}$, where $\sigma$ has orbits of unbounded sizes, (respectively of $\mathcal{C}_{p}$ ) are not first-order axiomatizable (see Proposition 7.11).

In this section, we will use sheaf constructions (see [30] and the Appendix in [5]).
Let $R_{0} \subseteq R_{1}, R_{2}$ be commutative von Neumann regular rings of characteristic zero or perfect of characteristic $p$. Let $X_{0}, X_{1}, X_{2}$ be their spectrum (or equivalently maximal spectrum). As usual with von Neumann regular rings, we will identify the spectrum of the ring and the Stone space of the corresponding Boolean algebra of idempotents. We will show in this section that we can embed them in a functorial way in a von Neumann regular ring. In particular, since these are difference rings, this embedding will commute with each automorphism.

Let $\pi_{1}: X_{1} \rightarrow X_{0}$ and $\pi_{2}: X_{2} \rightarrow X_{0}$ be the maps sending $x_{1} \in X_{1}$ (respectively $x_{2} \in X_{2}$ ) to $x_{1} \cap \mathcal{B}\left(R_{0}\right)$ (respectively $x_{2} \cap \mathcal{B}\left(R_{0}\right)$ ). These maps are surjective since given any $x \in X_{0}$ one can extend it to a maximal ideal of $\mathcal{B}\left(R_{1}\right)$ (respectively $\mathcal{B}\left(R_{2}\right)$ ). Note also that $R_{0} / \pi_{1}\left(x_{1}\right)$ embeds in $R_{1} / x_{1}$ (respectively in $R_{2} / x_{2}$ ).

Define $X:=\left\{\left(x_{1}, x_{2}\right) \in X_{1} \times X_{2}: \pi_{1}\left(x_{1}\right)=\pi_{2}\left(x_{2}\right)\right\}$. We endow the space $X_{1} \times X_{2}$ with the product topology and so this is a Hausdorff, compact, totally disconnected topological space. On $X$, we define a basis $\mathcal{U}$ of open sets as the sets of the form $X \cap\left(U_{1} \times U_{2}\right)$, where $U_{1}$ is a clopen subset of $X_{1}$ and $U_{2}$ is a clopen subset of $X_{2}$. One can show that $X$ is a Hausdorff, compact, totally disconnected topological space.

Lemma 7.1. Let $R_{0}, R_{1}, R_{2}$ be commutative von Neumann regular rings either of characteristic 0 or perfect of characteristic $p$, with $R_{0}=R_{1} \cap R_{2}$. Let $x_{1}$ (respectively $x_{2}$ ) belong to $\operatorname{Spec}\left(R_{1}\right)$ (respectively $\left.\operatorname{Spec}\left(R_{2}\right)\right)$ and suppose that $x_{0}:=x_{1} \cap x_{2} \in \operatorname{Spec}\left(R_{0}\right)$. Then, there is a free construction, described below, of a von Neumann commutative regular ring that we will denote by $R_{x}, x:=\left(x_{1}, x_{2}\right)$ containing both $R_{1} / x_{1}$ and $R_{2} / x_{2}$ and in which $R_{1} / x_{1} \otimes_{R_{0} / x_{0}} R_{2} / x_{2}$ embeds. Moreover, $R_{x}$ will be either of characteristic 0 or perfect of characteristic $p$.

Proof. (See Chapter 8, Section 18 in [20].) It suffices to prove it for finitely generated rings $R_{1}$, $R_{2}$ and from now on, we will work under this hypothesis. Since $R_{0}, R_{1}$ and $R_{2}$ are von Neumann regular, the corresponding quotients are fields and since we are either in characteristic zero or perfect of characteristic $p$, the extension say $R_{1} / x_{1}$ of $R_{0} / x_{0}$ is a separable extension and so by Theorem 8.48 of [20], the tensor product has no non-zero nilpotent elements. Since we have assumed that the extension $R_{1} / x_{1}$ of $R_{0} / x_{0}$ is finitely generated, we reduce to the case where it is a separable algebraic extension of a purely transcendental extension. In the case where the extension $R_{1} / x_{1}$ of $R_{0} / x_{0}$ is purely transcendental, we get a domain (see Theorem 8.47 in [20]) and in the case where the extension $R_{1} / x_{1}$ of $R_{0} / x_{0}$ is separably algebraic, we obtain a direct product of fields (see Theorem 8.46 in [20]). Denote $R_{1} / x_{1}$ by $F_{1}, R_{2} / x_{2}$ by $F_{2}$ and $R_{0} / x_{0}$ by $F_{0}$, then write $F_{1}$ as a separable algebraic extension of $F_{0}\left(B_{0}\right)$, where $B_{0}$ is a transcendence basis of $F_{1}$ over $F_{0}$. So, we get $F_{1} \otimes_{F_{0}} F_{2}=F_{1} \otimes_{F_{0}\left(B_{0}\right)}\left(F_{0}\left(B_{0}\right) \otimes_{F_{0}} F_{2}\right)$. Let $Q_{2}$ be the fraction field of $F_{0}\left(B_{0}\right) \otimes_{F_{0}} F_{2}$; so $F_{1} \otimes_{F_{0}} F_{2}$ embeds in $F_{1} \otimes_{F_{0}\left(B_{0}\right)} Q_{2}$. This last ring, that we will denote
by $R_{x}$, is a direct product of fields (since $F_{1}$ is a separable algebraic extension of $F_{0}\left(B_{0}\right)$ ) and so is von Neumann regular.

For the last assertion, assume that $R_{1}$ and $R_{2}$ are perfect rings of characteristic $p$ and take an element in $r \in F_{1} \otimes_{F_{0}\left(B_{0}\right)} Q_{2}$, with $r=\sum_{i} f_{1 i} \otimes\left(\sum_{j} f_{1 i j}^{\prime} \otimes f_{2 i j}\right)$, with $f_{1 i} \in F_{1}, f_{1 i j}^{\prime} \in$ $F_{0}\left(B_{0}\right)$ and $f_{2 i j} \in F_{2}$. W.l.o.g., we may assume that there exist $g_{1 i}, g_{1 i j} \in F_{1}$ and $g_{2 i j} \in F_{2}$ such that $g_{1 i}^{p}=f_{1 i}, g_{1 i j}^{p}=f_{1 i j}^{\prime}$ and $g_{2 i j}^{p}=f_{2 i j}$. Since, $f_{1 i j}^{\prime} \in F_{0}\left(B_{0}\right)$ and $F_{1}$ is separable algebraic over $F_{0}\left(B_{0}\right)$, we have that $g_{1 i j} \in F_{0}\left(B_{0}\right)$. Since we are in characteristic $p, \sum_{j}\left(g_{1 i j} \otimes g_{2 i j}\right)^{p}=$ $\left(\sum_{j} g_{1 i j} \otimes g_{2 i j}\right)^{p}$ and $r=\left[\sum_{i} g_{1 i} \otimes\left(\sum_{j} g_{1 i j}^{\prime} \otimes g_{2 i j}\right)\right]^{p}$.

Remark 7.2. Suppose $F_{0}$ is not a perfect field and it is included in two perfect closures $F_{1}, F_{2}$. So there exist $s \in F_{0}$ and $r \in F_{1}$ such that $r^{p}=s$ and $r^{\prime} \in F_{2}$ such that $r^{\prime p}=s$. But then the element $\left(r \otimes 1-1 \otimes r^{\prime}\right)$ is nilpotent (and non-zero).

Now, we are going to define a sheaf of von Neumann regular rings such that $R_{1}$ and $R_{2}$ embed in the ring of global sections of the associated sheaf space.

To each $U \in \mathcal{U}$, we associate a commutative von Neumann regular ring $F(U)$ as follows. First, we define a map $\phi$ from $R_{1} \times R_{2}$ to $\prod_{x \in U} R_{x}$, where $x=\left(x_{1}, x_{2}\right)$, as follows: $\left(r_{1}, r_{2}\right) \rightarrow$ $\left(\left(r_{1}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2}+x_{2}\right)\right)_{\left(x_{1}, x_{2}\right) \in U}$. We define $F(U)$ as the subring generated by the image of $\phi$ in this product of von Neumann regular rings. A typical element of $F(U)$ has the form: $\left(\left(\sum_{i \in I}\left(r_{1, i}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}\right)\right)_{\left(x_{1}, x_{2}\right) \in U}\right)$ with $r_{1, i}, r_{2, i} \in R$ and $I$ a finite set.

Lemma 7.3. Using the notations above, the data

$$
\mathcal{F}:=\{F(U): U \in \mathcal{U}\}
$$

together with the restriction maps determine a unique sheaf $\mathcal{G}$ on $X$ of commutative von Neumann regular rings such that for any $U \in \mathcal{U}, F(U)=\Gamma(U, \mathcal{G})$.

Proof. First, we have to show that each $F(U)$ is a von Neumann commutative ring. Note that each of $R_{1}, R_{2}$ and $R_{x}$ are von Neumann regular rings; recall that we denote by * the pseudoinverse. Let $x=\left(x_{1}, x_{2}\right) \in U$, and $x_{0}=x_{1} \cap x_{2}$.

So, we have

$$
\begin{aligned}
\phi\left(r_{1}, r_{2}\right)^{2} \cdot \phi\left(r_{1}^{*}, r_{2}^{*}\right) & =\left(\left(r_{1}+x_{1}\right)^{2} \cdot\left(r_{1}^{*}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2}+x_{2}\right)^{2} \cdot\left(r_{2}^{*}+x_{2}\right)\right)_{x \in U} \\
& =\left(\left(r_{1}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2}+x_{2}\right)\right)_{x \in U}=\phi\left(r_{1}, r_{2}\right)
\end{aligned}
$$

Also,

$$
\phi\left(r_{1}^{*}, r_{2}^{*}\right)^{2} \cdot \phi\left(r_{1}, r_{2}\right)=\phi\left(r_{1}^{*}, r_{2}^{*}\right) .
$$

Moreover, if we consider

$$
\sum_{i} \phi\left(r_{1 i}, r_{2 i}\right)=\left(\left(\sum_{i \in I}\left(r_{1, i}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}\right)\right)_{x \in U}\right)
$$

and we define

$$
\left(\sum_{i} \phi\left(r_{1 i}, r_{2 i}\right)\right)^{*}=\left(\left(\sum_{i \in I}\left(r_{1, i}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}\right)^{*}\right)_{x \in U}\right)
$$

Then, we check that

$$
\begin{aligned}
& \left(\sum_{i} \phi\left(r_{1 i}, r_{2 i}\right)\right)^{2} \cdot\left(\sum_{i} \phi\left(r_{1 i}, r_{2 i}\right)\right)^{*} \\
& \quad=\left(\left(\left(\sum_{i \in I}\left(r_{1, i}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}\right)\right)^{2} \cdot\left(\sum_{i \in I}\left(r_{1, i}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}\right)\right)^{*}\right)_{x \in U}\right) \\
& \quad=\left(\left(\sum_{i \in I}\left(r_{1, i}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}\right)\right)_{x \in U}\right)=\left(\sum_{i} \phi\left(r_{1 i}, r_{2 i}\right)\right)
\end{aligned}
$$

Let $V \subseteq U$. Define

$$
\begin{aligned}
\pi_{V}^{U}: F(U) & \rightarrow F(V): \\
\left(\left(\sum_{i}\left(r_{1, i}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}\right)\right)_{x \in U}\right) & \rightarrow\left(\left(\sum_{i}\left(r_{1, i}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}\right)\right)_{x \in V}\right) .
\end{aligned}
$$

It is clear that:
(1) $\pi_{U}^{U}=1_{U}$,
(2) whenever $W \subseteq V \subseteq U \in \mathcal{U} \pi_{W}^{U}=\pi_{W}^{V} \circ \pi_{U}^{V}$.

So, $\mathcal{F}$ is a presheaf.
To show that this data determines an unique sheaf, we have to check an equalizer condition for two coverings by basic open subsets (see [30, Lemma 2.6, p. 83, Chapter 4]).

So, consider a covering of a basic open set $U$ by a family of basic open subsets $U_{j}$.
To check that the map from $F(U)$ to $\prod_{U_{j}} F\left(U_{j}\right)$ sending $r_{U}$ to $\left(\pi_{U_{j}}^{U}\left(r_{U}\right)\right)$ is injective, is easy. If $r_{U} \neq r_{U}^{\prime}$, then there exists $x \in U$ such that $r(x) \neq r^{\prime}(x)$; so there exists $j$ such that $x \in U_{j}$. Therefore, $\pi_{U_{j}}^{U}\left(r_{U}\right) \neq \pi_{U_{j}}^{U}\left(r_{U}^{\prime}\right)$.

Let $\left\{r_{U_{j}}\right\}_{j}$ be a family of elements of $F\left(U_{j}\right)$ such that for every pair $\{i, j\}$ we have $\pi_{U_{j} \cap U_{i}}^{U_{i}}\left(r_{U_{i}}\right)=\pi_{U_{j} \cap U_{i}}^{U_{j}}\left(r_{U_{j}}\right)$. We have to find an element $r_{U}$ of $F(U)$ such that $\pi_{U_{j}}^{U}\left(r_{U}\right)=r_{U_{j}}$, for each $U_{j}$. Let $U=\left(U_{1}, U_{2}\right)$ where $U_{1}$ (respectively $U_{2}$ ) is a clopen subset of $X_{1}$ (respectively $X_{2}$ ) and similarly let $U_{j}=\left(U_{j 1}, U_{j 2}\right)$ where $U_{j 1}$ (respectively $U_{j 2}$ ) are clopen subsets of $X_{1}$ (respectively $X_{2}$ ). Note that we get a covering of $U_{1}$ (respectively $U_{2}$ ) by the $U_{1 j}$ (respectively $U_{2 j}$ ). By compactness of the spaces $X_{1}, X_{2}$, we can extract a finite subcovering from which we construct a finite disjoint covering, say $V_{1, \ell}$ (respectively $V_{2, k}$ ). Let $V_{n}, n<N$, be a corresponding open finite disjoint covering of $X$; each $V_{n}$ is of the form $\left(V_{1, \ell}, V_{2, k}\right)$ for some tuple of indices $(\ell, k)$. Now for each $n$, we associate an index $j(n)$ such that $V_{n}$ is contained
in $U_{j(n)}$. Set $r_{U}:=\left(\pi_{V_{n}}^{U_{j(n)}}\left(r_{U_{j}}\right)\right)_{x \in \bigcup V_{n}}$. The compatibility condition implies that this is well defined. It remains to check that $\pi_{U_{j}}^{U}\left(\left(\pi_{V_{n}}^{U_{j(n)}}\left(r_{U_{j}}\right)\right)_{x \in \bigcup V_{n}}\right)=r_{U_{j}}$.

Lemma 7.4. Let $x \in X$, let $\mathcal{U}$ be the set of clopen subsets $U$ of $X$ containing $x$. Then $R_{x}=$ $\lim _{U \in \mathcal{U}} F(U)$.

Proof. By definition, $\lim _{U \in \mathcal{U}} F(U)=\coprod_{U \in \mathcal{U}} F(U) / \sim$; where $\sim$ is the equivalence relation defined as follows: $r \sim s$ with $r \in F\left(V_{1}\right)$ and $s \in F\left(V_{2}\right)$ if there exists $W \subset V_{1} \cap V_{2}, W \in \mathcal{U}$ such that $\pi_{W}^{V_{1}}(r)=\pi_{W}^{V_{2}}(s)$.

Let $r_{x} \in R_{x}$. Then $r_{x}=\sum_{i}\left(r_{1, i}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}\right)$ with $r_{1, i} \in R_{1}$ and $r_{2, i} \in R_{2}$. Let $U_{1 i}$ (respectively $U_{2 i}$ ) be the truth values $\left[r_{1, i} \neq 0\right]:=\left\{y_{1} \in X_{1}: r_{1, i} \notin y_{1}\right\}$ (respectively $\left[r_{2, i} \neq 0\right]:=\left\{y_{2} \in X_{2}: r_{2, i} \notin y_{2}\right\}$ ), it is a clopen subset of $X_{1}$ (respectively in $X_{2}$ ) containing $x_{1}$ (respectively $x_{2}$ ). Let $U_{1}:=\bigcap_{i \in I} U_{1 i}$ (respectively $U_{2}:=\bigcap_{i \in I} U_{2 i}$ ) and let $U=U_{1} \times U_{2}$. Then, we send $r_{x}$ to the equivalence class of the following element:

$$
r_{U}:=\sum_{i}\left(r_{1, i}+x_{1}^{\prime}\right) \otimes_{R_{0} / x_{1}^{\prime} \cap x_{2}^{\prime}}\left(r_{2, i}+x_{2}^{\prime}\right)_{x^{\prime}=\left(x_{1}^{\prime}, x_{2}^{\prime}\right) \in U}
$$

Let us show this is well defined. Namely, assume that $s_{1 i}+x_{1}=r_{1 i}+x_{1}$ for some $s_{1 i} \in R_{1}$ (respectively $s_{2 i}+x_{2}=r_{2 i}+x_{2}$ for some $s_{2 i} \in R_{2}$ ), with $i \in I$. Then, these equalities remain true on the truth values of [ $s_{1 i}-r_{1 i}$ ] (respectively [ $s_{2 i}-r_{2 i}$ ]), $i \in I$, in $X_{1}$ (respectively in $X_{2}$ ). Let $U_{1}^{\prime}$ (respectively $U_{2}^{\prime}$ ) be the intersection of these truth values over $i \in I$ in $X_{1}$ (respectively in $X_{2}$ ). So, $U_{1}^{\prime}\left(\right.$ respectively $\left.U_{2}^{\prime}\right)$ is a clopen subset of $X_{1}$ (respectively $X_{2}$ ) containing $x_{1}$ (respectively $x_{2}$ ). Set $U^{\prime}:=\left(U_{1}^{\prime}, U_{2}^{\prime}\right)$. So the element $s_{U^{\prime}}:=\sum_{i \in I}\left(s_{1 i}+x_{1}^{\prime}\right) \otimes_{R_{0} / x_{1}^{\prime} \cap x_{2}^{\prime}}\left(s_{2 i}+\right.$ $\left.x_{2}^{\prime}\right)_{x^{\prime}=\left(x_{1}^{\prime}, x_{2}^{\prime}\right) \in U^{\prime}}$ is equivalent for the relation $\sim$ to $r_{U}$.

Conversely, suppose that $r \in F\left(V_{1}\right)$ and $s \in F\left(V_{2}\right)$ with $V_{1}, V_{2} \in \mathcal{U}$ and $r \sim s$. So there exists $W \in \mathcal{U}$ with $W \subset V_{1} \cap V_{2}$ such that for any $\left(x_{1}^{\prime}, x_{2}^{\prime}\right) \in W, \sum_{i \in I}\left(r_{1, i}+x_{1}^{\prime}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}^{\prime}\right)=$ $\sum_{j \in J}\left(s_{1, j}+x_{1}^{\prime}\right) \otimes_{R_{0} / x_{1}^{\prime} \cap x_{2}^{\prime}}\left(s_{2, j}+x_{2}^{\prime}\right)$. Therefore the map sending the equivalence class of $r$ to the element $\sum_{i \in I}\left(r_{1, i}+x_{1}\right) \otimes_{R_{0} / x_{0}}\left(r_{2, i}+x_{2}\right)$ is well defined.

Let $\Gamma L \mathcal{F}$ be the sheafification of $\mathcal{F}$, where $L \mathcal{F}$ is the sheaf space associated to $\mathcal{F}$. Recall that $L \mathcal{F}:=\coprod_{x \in X} R_{x}$, and we take for a basis of the topology, the sets:

$$
\left\{r_{x} \in L \mathcal{F} ; r_{x} \in R_{x} \& x \in U\right\}
$$

$\Gamma(U, L \mathcal{F}):=\left\{\right.$ continuous maps $\left.f: U \rightarrow L \mathcal{F}: p \circ f=1_{U}\right\}$, where $p: L \mathcal{F} \rightarrow X$. We have that $\mathcal{F}$ is isomorphic to $\Gamma L(\mathcal{F})$ (see Lemma 4.3, p. 23 in [30]).

Lemma 7.5. The rings $R_{1}, R_{2}$ embed over $R_{0}$ in the ring $\Gamma L(\mathcal{F})$ of global sections over $X$ defined above.

Proof. The rings $R_{1}$ and $R_{2}$ embed in $\Gamma L(\mathcal{F})$ and this embedding commutes on $R_{0}$. Let $1_{x_{1}}$ (respectively $1_{x_{2}}$ ) be the identity elements of the rings $R_{1} / x_{1}$ (respectively $R_{2} / x_{2}$ ), where $x=\left(x_{1}, x_{2}\right) \in X$. Send $r \in R_{1}$ to $\left(\left(r+x_{1}\right) \otimes_{R_{0} / x_{0}} 1_{x_{2}}\right)_{x \in X}$ (respectively $r^{\prime} \in R_{2}$ to $\left.\left(1_{x_{1}} \otimes_{R_{0} / x_{0}}\left(r^{\prime}+x_{2}\right)\right)_{x \in X}.\right)$

Let $T_{0}$ be the theory of von Neumann commutative regular difference rings of characteristic zero (i.e. $\forall r(n . r=0 \rightarrow r=0)$ where $n \in \mathbb{N}-\{0\})$. Let $\mathcal{C}_{0}$ be the class of its models. Note that in the language $\mathcal{L}_{0}:=\mathcal{L}_{*, \sigma}$, the theory $T_{0}$ is universal.

Proposition 7.6. $T_{0}$ is a Robinson $\mathcal{L}_{0}$-theory.
Proof. The proof consists in showing that $\mathcal{C}_{0}$ has the amalgamation property, which follows from the preceding lemma.

Now we will describe the characteristic $p$ case, where $p$ is a prime number.
Let $T_{p}$ be the theory of perfect von Neumann commutative regular difference rings of characteristic $p$ (i.e. $\forall r$ p. $r=0$ and $\forall r \exists s r=s^{p}$ ), expressed in the language $\mathcal{L}_{p}:=\mathcal{L}_{*, \sigma} \cup\left\{(.)^{1 / p}\right.$; $p \in \mathcal{P}\}$, where the new unary symbols are defined by $(x)^{1 / p}=y$ iff $x=y^{p}$. In this language $\mathcal{L}_{p}$, the theory $T_{p}$ is universal.

Proposition 7.7. $T_{p}$ is a Robinson $\mathcal{L}_{p}$-theory.
Now, we want to add constraints on the automorphism $\sigma$, namely that every orbit of $\sigma$ is infinite, which can be expressed by the following scheme: for each $n \in \omega$, there is an idempotent $e_{n}$ such that $\left\{\sigma\left(e_{n}\right), \ldots, \sigma^{n}\left(e_{n}\right)=e_{n}\right\}$ is a partition of 1 .

In the following, we will make the convention that $p$ is either a prime number, or that it is equal to 0 .

In order to have a universal theory, we add to the language $\mathcal{L}_{p}$ a countable set of constants $c_{n}, n \in \omega$, to obtain a new language $\mathcal{L}_{\infty, p}$.

Let $T_{\infty, p}$ be the following $\mathcal{L}_{\infty, p}$-theory consisting of:
(1) for each $n$, the axiom:

$$
c_{n}^{2}=c_{n} \quad \& \quad \sum_{i=0}^{n-1} \sigma^{i}\left(c_{n}\right)=1 \quad \& \quad \bigwedge_{i \neq j} \sigma^{i}\left(c_{n}\right) \cdot \sigma^{j}\left(c_{n}\right)=0 \quad \& \quad \sigma^{n}\left(c_{n}\right)=c_{n}
$$

(2) the $\mathcal{L}_{p}$-theory $T_{p}$.

Note that for $p=2$, the Boolean algebra $\left(2_{\mathcal{F}}^{\omega}, \sigma_{t}\right)$ is a model of $T_{\infty, 2}$.
Proposition 7.8. $T_{\infty, p}$ is a Robinson $\mathcal{L}_{\infty, p}$-theory.
Proof. Here we have to check if $R_{0}, R_{1}$ and $R_{2}$ satisfy axiom scheme (1), then the embedding we described above in the von Neumann regular ring $\Gamma L(\mathcal{F})$ also satisfies this scheme (Lemma 7.5). Since this scheme consists in existential sentences, this is straightforward.

We will end this section by proving that the class of existentially closed models of $T_{\infty, p}$ (respectively $T_{p}$ ) (with $p$ a prime number or 0 ) cannot be elementary.

Let $T_{n n, \sigma}$ be the theory of commutative difference rings without nilpotent elements, namely the $\mathcal{L}_{\sigma}$-theory described by the first two axioms in Definition 6.7. Let $T_{0, n n, \sigma}$ be the theory $T_{n n, \sigma}$ plus the axiom stating that the characteristic is equal to 0 (namely its prime ring is $\mathbb{Z}$ [19, p. 106]).

Lemma 7.9. The theory $T_{0, n n, \sigma}$ has no model-companion.
Proof. Let $R$ be a model of $T_{n n, \sigma}$, in particular it is a model of $T_{n n}$ and so it embeds in a von Neumann commutative regular ring [24], say $\tilde{R}$ that we may consider as an $\mathcal{L}_{*}$-structure. Let $R_{*}$ be the $\mathcal{L}_{*}$-substructure generated by the image of $R$ in $\tilde{R}$. We extend $\sigma$ on $R_{*}$ in $\tilde{R}$ as follows: $\sigma_{*}\left(a^{*}\right)=\sigma(a)^{*}$. Now $\left(R_{*}, \sigma_{*}\right)$ is a von Neumann regular difference ring.

Let $(A, \sigma)$ be any existentially closed, $\aleph_{1}$-saturated von Neumann commutative regular difference ring. Note that in such a model, the automorphism $\sigma$ always has orbits of unbounded sizes.

Now, let us assume that the characteristic of $A$ is 0 .
The ring $A$ is isomorphic to a Boolean product of fields: $\Gamma_{a}\left(X, \bigcup_{x \in X} A_{x}\right)$, where $X$ is the Stone space of the Boolean algebra $\mathcal{B}$ of idempotents of $A$ and $A_{x}:=A / x$, (equivalently to the ring of global sections of the sheaf space $L:=\coprod_{x \in X} A_{x}$ ). We will identify the elements of $A$ with their images in that representation; moreover we identify the idempotents of $A$ with the clopen subsets of $X$. Note that for every $x \in X, A_{x}$ is isomorphic to $A_{x^{\sigma}}$, sending $a+x$ to $a^{\sigma}+x^{\sigma}$; this is well-defined by Lemma 6.2(b).

Note that in the Boolean representation of $A$, the truth value (see Definition 6.1) $[f=g]$ of the atomic formula $(f=g)$ is equal to the support of the idempotent $1-(f-g)^{*}$.

Denote by $B$ the domain of $\mathcal{B}$, by $B^{\prime}=B \backslash(0)$; let Fix $(\sigma):=\{a \in A: \sigma(a)=a\}$.
Define

$$
\begin{gathered}
P:=\left\{\left(f, e_{0}, e\right) \in A \times B \times B: e_{0} \leqslant e \in B,[f=1] \geqslant e_{0},[f=\sigma(f)+1] \geqslant e\right\}, \\
P^{\prime}:=\left\{\left(f, e_{0}, e\right) \in P:\left(\forall f^{\prime}\right)\left(\left(f^{\prime}, e_{0}, e\right) \in P \rightarrow\left[f=f^{\prime}\right] \geqslant e\right)\right\} .
\end{gathered}
$$

Note that if $e_{0}, \sigma\left(e_{0}\right), \ldots, \sigma^{n}\left(e_{0}\right)$ are disjoint idempotents, $e=\bigvee_{i=0}^{n} \sigma^{i}\left(e_{0}\right)$, and $[f=i] \geqslant \sigma^{i}\left(e_{0}\right)$, then $\left(f, e_{0}, e\right) \in P^{\prime}$.

Let

$$
Q_{1}=\left\{\left(e_{1}, \alpha\right) \in B \times \operatorname{Fix}(\sigma): \exists\left(f, e_{0}, e\right) \in P^{\prime}\left(e_{1} \leqslant e \&[f=\alpha] \geqslant e_{1}\right)\right\}
$$

It follows that for $n \in \mathbb{N},\left(e_{1}, n\right) \in Q_{1}$ for any sufficiently small idempotent $e_{1}$.
Let

$$
Q=\left\{\alpha \in \operatorname{Fix}(\sigma): \forall e \in B^{\prime} ; \exists e_{1} \in B^{\prime}\left(\left(e_{1} \leqslant e\right) \&\left(e_{1}, \alpha\right) \in Q_{1}\right)\right\} .
$$

So for any $n \in \mathbb{N}$ we have $n \in Q$.
Now let us use that $A$ is an existentially closed model of $T_{0}$.
Claim. If $\left(f, e_{0}, e\right) \in P^{\prime}$ then for some $n \in \mathbb{N}, e \leqslant \bigvee_{i=0}^{n} \sigma^{i}\left(e_{0}\right)$.
Proof. Suppose otherwise. Then, $e \nsubseteq U$, where $U:=\bigcup_{i=0}^{\infty} \sigma^{i}\left(e_{0}\right)$. We embed $A$ in a von Neumann commutative regular difference ring $A^{\prime}$, containing an element $f^{\prime}$ such that $\left(f^{\prime}, e_{0}, e\right) \in P$ but with $e$ not included in $\left[f=f^{\prime}\right]$. Since $A \subseteq_{\text {ec }} A^{\prime}$, we can find such element in $A$, which contradicts the fact that $\left(f, e_{0}, e\right) \in P^{\prime}$.

We construct $A^{\prime}$ as follows. Let $\bar{U}$ be the closure of $U$ in $X$. Note that $U$ and $\bar{U}$ are invariant under $\sigma$. We partition $\bar{U}-U$ into disjoint orbits and we choose a representative $x_{i}$ in each
orbit. Let $\left\{x_{i}: i \in I\right\}$ be the set of these representatives. We will denote by $\operatorname{Orb}(x)$ the orbit of $x$ under $\sigma$. Set $\left.A\right|_{U}:=\pi_{U}^{X}(A)$ (respectively $\left.A\right|_{X-\bar{U}}:=\pi_{X-\bar{U}}^{X}(A)$ ). We define $\sigma$ on $\left.A\right|_{U}$ by $\sigma\left(\pi_{U}^{X}(r)\right):=\pi_{U}^{X}(\sigma(r))$ and similarly for $\left.A\right|_{X-\bar{U}}$, it is still an isomorphism since $U$ and $X-\bar{U}$ are invariant under $\sigma$. Then we define $\sigma$ on the direct product $A_{\operatorname{Orb}(x)}:=\prod_{z \in \mathbb{Z}} A_{\sigma^{z}(x)}$ as follows: let $a_{x} \in A_{x}$, then there exists $a \in A$ such that $a+x=a_{x}$ and we define $\sigma\left(a_{x}\right):=\sigma(a)+\sigma(x)$ (this is well defined (see Lemma 6.2)). Thus, $A_{\operatorname{Orb}(x)}$ is a difference ring.

Let $A^{\prime}:=\left.A\right|_{U} \times\left. A\right|_{X-\bar{U}} \times \prod_{i \in I} A_{\operatorname{Orb}\left(x_{i}\right)}$. As a direct product of von Neumann commutative difference rings, $A^{\prime}$ is a von Neumann regular commutative difference ring and $A$ embeds in $A^{\prime}$ as a difference ring.

For the claim, it remains to construct $f^{\prime}$. Let $x \in e-U$, and let $\beta \in$ Fix $(A)$ such that $f(x) \neq \beta$. Let $i \in I$ be such that $x \in \operatorname{Orb}\left(x_{i}\right)$ and w.l.o.g. $x_{i}=x$. We first define the following sequences $g_{i} \in \prod_{z \in \mathbb{Z}} A_{\sigma^{z}(x)}$ by setting $g_{i}\left(x_{i}\right)=\beta$ and $g_{i}\left(\sigma^{z}\left(x_{i}\right)\right)=\alpha+z$. Let $g:=\left(g_{i}\right)_{i \in I}$. Then, we define $f^{\prime}$ as follows: $f^{\prime}:=\left(\pi_{U}^{X}(f), g, \pi_{X-\bar{U}}(f)\right)$. Then $\left(f^{\prime}, e_{0}, e\right) \in P$, but $e \notin\left[f=f^{\prime}\right]$, completing the proof of the claim.

Let $\left(e_{1}, \alpha\right) \in Q_{1}$. Then there exists $\left(f, e_{0}, e\right) \in P^{\prime}$ with $e_{1} \leqslant e$ and $[f=\alpha] \geqslant e_{1}$. Hence, by the claim, for some $n \in \mathbb{N}, e \leqslant \bigvee_{i=0}^{n} \sigma^{i}\left(e_{0}\right)$. Since $\alpha \in \operatorname{Fix}(\sigma)$, for some $m \in \mathbb{N},[\alpha=m] \geqslant e_{1}$. Thus if $\alpha \in Q$ then for any $e \in B^{\prime}$, for some $e_{1} \in B^{\prime}$ with $e_{1} \leqslant e$, and some $m \in \mathbb{N}$, we have $[\alpha=m] \geqslant e_{1}$.

Now, by $\aleph_{1}$-saturation of $A$, for some integer $N$, for all $\alpha \in Q$ and $e \in B^{\prime}$, for some $m \leqslant N$, $([\alpha=m] \wedge e) \neq 0$. It follows that $\bigcup_{i=0}^{N}[\alpha=i]=X$. But this contradicts the fact that $\mathbb{Z}$ can be embedded in $A$ and consequently that $\mathbb{N} \subseteq Q$.

Corollary 7.10. The theory $T_{n n, \sigma}$ has no model-companion.
An easy adaptation of the above proof gives us the following proposition. We keep the same notations.

Proposition 7.11. The theories $T_{p}$ and $T_{\infty, p}$ have no model-companion, $p$ a prime number or 0 .
Proof. Note that in any model of $T_{p}, \operatorname{Fix}(\sigma)$ contains the closure under $p$ th -roots of $\mathbb{F}_{p}$ and so is infinite. Thus, in an $\aleph_{1}$-saturated model $A$ of $T_{p}$, there exists a non-algebraic element $\mu \in \operatorname{Fix}(\sigma)$ over $\mathbb{F}_{p}$.

In a similar way as before, we will show that if $A$ is in addition existentially closed, we reach a contradiction since this implies that then this element $\mu$ is algebraic over $\mathbb{F}_{p}$. Let

$$
\begin{gathered}
P_{\mu}=\left\{\left(f, e_{0}, e\right): f \in A, e_{0} \leqslant e \in B,[f=1] \geqslant e_{0},[f=\mu \cdot \sigma(f)] \geqslant e\right\} \\
P_{\mu}^{\prime}=\left\{\left(f, e_{0}, e\right) \in P_{\mu}:\left(\forall f^{\prime}\right)\left(\left(f^{\prime}, e_{0}, e\right) \in P_{\mu} \Rightarrow\left[f=f^{\prime}\right] \geqslant e\right)\right\}
\end{gathered}
$$

Note that if $e_{0}, \sigma\left(e_{0}\right), \ldots, \sigma^{n}\left(e_{0}\right)$ are disjoint idempotents, and $e=\bigcup_{i=0}^{n} \sigma^{i}\left(e_{0}\right)$, and $\left[f-\mu^{i}\right] \geqslant \sigma^{i}\left(e_{0}\right)$, then $\left(f, e_{0}, e\right) \in P_{\mu}^{\prime}$.

Let

$$
Q_{1, \mu}=\left\{\left(e_{1}, \alpha\right):\left(\exists\left(f, e_{0}, e\right) \in P_{\mu}^{\prime}\right)\left(e_{1} \leqslant e\right) \&[f=\alpha] \geqslant e_{1}\right\} .
$$

It follows that for $n \in \mathbb{N},\left(e_{1}, \mu^{n}\right) \in Q_{1, \mu}$ for any sufficiently small idempotent $e_{1}$.

Let

$$
Q_{\mu}=\left\{\alpha \in \operatorname{Fix}(\sigma):\left(\forall e \in B^{\prime}\right)\left(\exists e_{1} \in B^{\prime}\right)\left(e_{1} \leqslant e\right) \&\left(e_{1}, \alpha\right) \in Q_{1, \mu}\right\}
$$

So for any $n \in \mathbb{N}$ we have $\mu^{n} \in Q_{\mu}$.
The following claim is proven as before.
Claim. If $\left(f, e_{0}, e\right) \in P_{\mu}^{\prime}$ then for some $n \in \mathbb{N}, e \subseteq \bigcup_{i=0}^{n} \sigma^{i}\left(e_{0}\right)$.
Hence if $\left(e_{1}, \alpha\right) \in Q_{1, \mu}$ then for some $n \in \mathbb{N},\left[\alpha=\mu^{n}\right] \geqslant e_{1}$. Thus if $\alpha \in Q_{\mu}$ then for any $e \in B^{\prime}$, for some $e_{1} \in B^{\prime}$ with $e_{1} \leqslant e$, and some $n \in \mathbb{N}$, we have $\left[\alpha=\mu^{n}\right] \geqslant e_{1}$. By $\aleph_{1}$-saturation, for some integer $N$, for all $\alpha \in Q_{\mu}$ and $e \in B^{\prime}$, for some $n \leqslant N,\left(\left[\alpha=\mu^{n}\right] \wedge e\right) \neq 0$. It follows that $\bigcup_{i=0}^{N}\left[\alpha=\mu^{i}\right]=X$. But this contradicts the fact that $\left\{\mu^{n}: n \in \omega\right\} \subseteq Q_{\mu}$ and the assumption that $\mu$ is algebraic.

So, the only case where $\sigma$ has orbits of unbounded sizes and where we could have a modelcompanion is when Fix $(\sigma)$ is finite. In Section 3, we examined a special case: we showed that the ring of sequences over a finite field $F$, indexed by the positive integers and quotiented out by the Frechet filter, with the shift automorphism, belongs to a first-order axiomatizable, modelcomplete class of difference rings (see Proposition 3.4).

## 8. Sequences with coefficients in $\mathbb{R}$

In this section, we will consider the class of lattice-ordered commutative rings, in short $\ell$ rings, endowed with an automorphism.

First, we will recall a few facts on $\ell$-rings [2]. An $\ell$-ring $R$ is a commutative ring with two additional operations: $\{\wedge, \vee\}$ such that
(1) $(R, \wedge, \vee)$ is a lattice and
(2) $\forall a \forall b \forall c(a \leqslant b \rightarrow(a+c \leqslant b+c))$,
(3) $\forall a \forall b \forall c((a \leqslant b \& c \geqslant 0) \rightarrow(a . c \leqslant b . c))$,
where $\leqslant$ is the lattice order, namely $a \leqslant b$ iff $a \wedge b=a$. In this section, $R$ will always denote such a ring.

Let $\mathcal{L}:=\mathcal{L}_{\text {rings }}, \mathcal{L}_{\leqslant}:=\mathcal{L} \cup\{\leqslant\}$ the language of ordered rings and $\mathcal{L}_{\ell}=\mathcal{L} \cup\{\wedge, \vee\}$ the language of $\ell$-rings.

An $\ell$-ideal $I$ of $R$ is a (ring) ideal which has the following property: $\forall a \in I \forall x \in R(|x| \leqslant$ $|a| \rightarrow x \in I$ ). In an $\ell$-ring, any finitely generated $\ell$-ideal is principal (see Corollary 8.2.9 in [2]).

First let us state a corollary of the undecidability result of Proposition 5.8.
Corollary 8.1. Let $R$ be an $\ell$-ring with an automorphism $\sigma$ which has an infinite orbit on the set of its maximal $\ell$-ideals. Assume that Fix $(\sigma)$ is an infinite field. Then, the theory of $(R,+, ., \wedge, \vee, \sigma)$ is undecidable.

Now, we will consider the subclass of $\ell$-rings which can be represented as a subdirect product of totally-ordered commutative rings; it is the subclass of so-called $f$-rings. An $f$-ring is an $\ell$-ring where $\forall a, b, c>0(a \wedge b=0 \rightarrow(a \wedge b . c=0$ and $a \wedge c . b=0))$.

Note that in the case where $R$ is an $f$-ring, the proof of the above corollary can be simplified, since the intersection of a finite number of principal $\ell$-ideals is again a principal $\ell$-ideal (see Proposition 9.1.8 in [2]).

Let $R$ be an $f$-ring. We will denote by $\operatorname{Spec}(R)$ the set of irreducible $\ell$-ideals of $R$ with the spectral topology; namely an open set is the set of ideals which do not contain a given element (Chapter 10 in [2]).

Recall that an $\ell$-ideal $I$ of $R$ is irreducible if whenever $a, b \in R$ are such that $\langle a\rangle \cap\langle b\rangle \subset I$, then $a \in I$ or $b \in I$.

An $f$-ring without nilpotent elements can be represented as a subdirect product of totallyordered integral domains (see Corollary 9.2 .5 in [2]) and in von Neumann regular $f$-ring, any irreducible ideal contains no non-trivial idempotents and so the quotient of such a ring by an irreducible $\ell$-ideal is a field.

Recall that the theory of $\mathbb{R}$ is the theory of real-closed fields, it is model-complete in $\mathcal{L}$ and admits quantifier elimination in $\mathcal{L}_{\leqslant}$.

A real-closed von Neumann regular $f$-ring is a von Neumann regular $f$-ring where every monic polynomial of odd order has a root and every positive element is a square.
A. Macintyre proved that the theory $T_{f}$ of commutative $f$-rings with no non-zero nilpotent elements has a model-companion $T_{v r c}$, namely the theory of commutative real-closed von Neumann regular $f$-rings with no minimal idempotents (see [25]). This latter theory admits quantifier elimination in the language of lattice-ordered rings augmented with the projector $p(.,$.$) (or with$ the pseudo-inverse *).

Here, we consider the subclass of existentially closed von Neumann commutative regular $f$ rings endowed with an automorphism $\sigma$. As in Lemma 7.9, in the case where the automorphism $\sigma$ has an infinite orbit on the set of maximal $\ell$-ideals, such a class cannot be elementary, so in a similar way as in Section 7, we want to describe the associated Robinson theory.

First, we show that the class of von Neumann regular difference $f$-rings has the amalgamation property. The main lemma is as follows.

Lemma 8.2. Let $R_{0}, R_{1}, R_{2}$ be commutative von Neumann regular $f$-rings, with $R_{0}=R_{1} \cap R_{2}$. Let $x_{1}$ (respectively $x_{2}$ ) belong to $\operatorname{Spec}\left(R_{1}\right)$ (respectively $\operatorname{Spec}\left(R_{2}\right)$ ) be such that $x:=x_{1} \cap x_{2} \in$ $\operatorname{Spec}\left(R_{0}\right)$. Then, $R_{1} / x_{1} \otimes_{R_{0} / x_{0}} R_{2} / x_{2}$ embeds in a canonical way in a von Neumann regular $f$-ring that we will denote by $R_{x}, x:=\left(x_{1}, x_{2}\right)$ containing both $R_{1} / x_{1}$ and $R_{2} / x_{2}$.

Proof. (See Chapter 8, Section 18 in [20].) It suffices to prove it for finitely generated rings $R_{1}, R_{2}$. From now on let us work under this hypothesis. Since $R_{0}, R_{1}$ and $R_{2}$ are von Neumann regular $f$-rings the corresponding quotients are totally-ordered fields. Set $F_{0}:=R_{0} / x_{0}$, $F_{1}:=R_{1} / x_{1}, F_{2}:=R_{2} / x_{2}$ and $F_{0}^{r}, F_{1}^{r}$ and $F_{2}^{r}$ their respective real-closures. Since we are in characteristic zero, the extension say $F_{1}$ of $F_{0}$ is a separable extension and so by Theorem 8.48 of [20], the tensor product has no non-zero nilpotent elements. Since we have assumed that the extension $F_{1}$ of $F_{0}$ is finitely generated, we reduce to the case where it is a separable algebraic extension of a purely transcendental extension. If $F_{1}$ is a purely transcendental extension of $F_{0}$, we get a domain (see Theorem 8.47 in [20]) and if $F_{1}$ is a separable algebraic extension of $F_{0}$, we get a direct product of orderable fields (see Theorem 8.46 in [20]).

So, first assume that $F_{1}$ is a finite algebraic separable extension of $F_{0}$; it is generated by an element $a$, namely $F_{1}$ is of the form $F_{0}[a]$. Let $p(x)$ the minimal polynomial of $a$ over $F_{0}$. Let $f: F_{0}^{r} \rightarrow F_{2}^{r}$ be an embedding of $F_{0}^{r}$ into $F_{2}^{r}$, which is the identity on $F_{0}$. The polynomial $p(x)$ factorizes in $F_{0}^{r}[x]$ as a product of polynomials of degree 2 , of the form $x^{2}+c$ where $c$ is a
positive element in $F_{0}^{r}$, and of degree 1. Let $\tilde{a}_{1}, \ldots, \tilde{a}_{m}$ be the roots in $F_{0}^{r}$ of the polynomial $p(x)$. We consider the subring $F_{2}\left[f\left(\tilde{a}_{i}\right)\right]$ of $F_{2}^{r}$ generated by $F_{2}$ and $f\left(\tilde{a}_{i}\right), 1 \leqslant i \leqslant m$. Note that $F_{2}\left[f\left(\tilde{a}_{i}\right)\right]$ is in fact a subfield.

Let $p_{1}, \ldots, p_{m}$ be the minimal polynomials of $f\left(\tilde{a}_{1}\right), \ldots, f\left(\tilde{a}_{m}\right)$ respectively, over $F_{2}$. So, for $1 \leqslant i \leqslant m, F_{2}\left[f\left(\tilde{a}_{i}\right)\right] \cong F_{2}[x] /\left(p_{i}(x)\right)$. Since $F_{2}\left[f\left(\tilde{a}_{i}\right)\right]$ is included in a formally real field, it is formally real. Let $p_{1}, \ldots, p_{k}, k \leqslant m$ be the distinct elements among $p_{1}, \ldots, p_{m}$. Then we have that $p(x)=p_{1}(x) \cdots \cdot p_{k}(x)$ in $F_{2}[x](*)$ and $F_{2}[x] /(p(x)) \cong \prod_{i=1}^{k} F_{2}[x] /\left(p_{i}(x)\right)$ with each $F_{2}[x] /\left(p_{i}(x)\right)$ a formally real field. So, the ring $F_{1} \otimes F_{2} \cong F_{2}[x] /(p(x))$ is a von Neumann regular commutative $f$-ring.

Here, to see (*), we apply the Euclidean algorithm in $F_{2}[x]$, namely $p(x)=p_{1}(x) \cdot q(x)+r(x)$ with degree of $r(x)$ strictly smaller than degree of $p_{1}(x)$. So, $p\left(f\left(\tilde{a}_{1}\right)\right)=r\left(f\left(\tilde{a}_{1}\right)\right)=0$. But $p\left(f\left(\tilde{a}_{1}\right)\right)=f\left(p\left(\left(\tilde{a}_{1}\right)\right)\right)=0$. So, $r(x)=0$.

In the general case, we write $F_{1}$ as a separable algebraic extension of $F_{0}\left(B_{0}\right)$, where $B_{0}$ is a transcendence basis of $F_{1}$ over $F_{0}$. So, we get $F_{1} \otimes_{F_{0}} F_{2}=F_{1} \otimes_{F_{0}\left(B_{0}\right)}\left(F_{0}\left(B_{0}\right) \otimes_{F_{0}} F_{2}\right)$. Let $Q_{2}$ be the fraction field of $F_{0}\left(B_{0}\right) \otimes_{F_{0}} F_{2}$; so $F_{1} \otimes_{F_{0}} F_{2}$ embeds in $F_{1} \otimes_{F_{0}\left(B_{0}\right)} Q_{2}$. This last ring, that we will denote by $R_{x}$, is a direct product of orderable fields and so is a von Neumann regular $f$-ring.

Let $T_{f}$ be the following $\mathcal{L}_{\ell} \cup\{*\} \cup\left\{\sigma, \sigma^{-1}\right\}$-theory consisting of:
(1) the $\mathcal{L}_{\ell}$-theory of von Neumann regular $f$-rings with a pseudo-inverse $\{*\}$,
(2) $\sigma$ is an automorphism of $l$-rings and $\sigma^{-1}$ is its inverse.

Note that $T_{f}$ is a universal theory; the axiomatization that we have given, of the class of $f$-rings is universal and we have already seen that the other axioms were universal.

## Proposition 8.3. $T_{f}$ is a Robinson theory.

Now one can ask the following question.
Question 2. When the automorphism $\sigma$ fixes pointwise the Boolean algebra of idempotents, is it possible to describe a class of Boolean products of existentially closed models of a theory of difference ordered fields?

Further, can one obtain a geometric axiomatization of this class similar to the one obtained in the case of $A C F A$ (see [11])? We already know that in order to hope to answer to such question, we necessarily have to put constraints on the automorphism. Indeed, H. Kikyo and S. Shelah showed that if a model-complete theory $T$ has a model whose theory has the strict-order property, then the theory $T_{\sigma}$ does not have a model-companion (see [23]).
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