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A B S T R A C T

Due to their common use for dose measurements in space and hadron therapy facilities, it is of fundamental
importance to know the efficiency of luminescent detectors for measuring a wide range of particles and energies.
However, due to experimental limitations it is often not possible to irradiate the detectors with very high en-
ergies, less common isotopes or exotic particles. Furthermore, the efficiency determination at low energies is
biased with associated large uncertainties in range, linear energy transfer and dose. This paper presents the
recently developed Microdosimetric d(z) Model able to assess the relative efficiency of thermoluminescent de-
tectors for measuring different radiation qualities by relating the simulated dose probability distribution of the
specific energy in nanometric targets with an experimentally determined response function. The model was
tested in case of LiF:Mg, Ti (MTS) and LiF:Mg,Cu,P (MCP) thermoluminescent detectors exposed to charged
particles from 1H to 132Xe in the energy range 3–1000 MeV/u. A comparison with experimentally determined
efficiency results showed a very good agreement in case of calculations performed in a simulated target size of
40 nm. This validated model can be used to assess detector efficiency to exotic particles, unavailable radiation
qualities and energies at ground level accelerators or complex mixed fields. The assumptions behind the model,
its methodology and results are discussed in detail. Furthermore, a systematic investigation on the effect of
simulation parameters on the calculated efficiency values is included in the manuscript.

1. Introduction

Because of their safe, light, small and passive nature (Olko, 2010),
radiation detectors based on the thermoluminescence technique
(McKeever, 1988; Chen and Pagonis, 2011; Bos, 2017) are commonly
used for space dose mapping experiments (Reitz et al., 2005; Hajek
et al., 2006; Szántó et al., 2015; Berger et al., 2016), astronaut personal
dosimetry (Deme et al., 1999; Straube et al., 2010, Apáthy et al., 2002)
stratospheric studies (Katona et al., 2007; Zábori et al., 2016), in-
phantom organ dose measurements inside and outside shuttles, the
International Space Station and commercial flights (Yasuda, 2009;
Berger et al., 2008, 2013), space dosimetry of biological experiments
(Vanhavere et al., 2008; Berger et al., 2012, 2015), aircrew monitoring
(Hajek et al., 2002; Bilski et al., 2004 a; Hajek et al., 2004), radio-
therapy mailed audits (Kron, 1999; Kunst et al., 2017), in field (Geiβ
et al., 1998 b; Berger et al., 2006a) and out of field (Mukherjee et al.,
2011; Knežević et al., 2017; Stolarczyk et al., 2018) dose assessment in

hadron therapy. However, radiation measurements in these complex
radiation environments (Mayles et al., 2007; Bagshaw, 2008; Nelson,
2016) require an in depth knowledge of detector response in measuring
a wide range of particles and energies.

Among all materials available, thermoluminescent detectors based
on lithium fluoride are the most diffused and studied worldwide,
especially in the form of lithium fluoride doped with magnesium and
titanium (LiF:Mg,Ti) or with magnesium, copper and phosphorus
(LiF:Mg,Cu,P) (Horowitz, 1993; McKeever et al., 1995; Bilski, 2002).
The experimental investigation of the efficiency of these detectors has
been carried out during the years by means of calibrated ion beam
exposures at ground level particle accelerators (Horowitz, 1981, Benton
et al., 2000; Berger et al., 2006b; Bilski, 2006; Berger and Hajek, 2008;
Bilski and Puchalska, 2010; Bilski et al., 2011; Gieszczyk et al., 2013;
Sądel et al., 2015b; Parisi et al., 2017 b; Parisi et al., 2018).

Due to the complexity of the physical processes taking part in the
thermoluminescent phenomenon (McKeever, 1988; Chen and Pagonis,
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2011; Bos, 2017), the determination of an absolute luminescence effi-
ciency η (Equation (1)), namely the ratio between the average energy
emitted by the detector as form of light (εTL) and the mean energy
imparted to the detector by the radiation field (ε), is biased by intrinsic
difficulties.

= TL
(1)

Consequently, during the years researchers focused their efforts in
the determination of the relative luminescence efficiency ηrel. The latter
quantity is defined as in Equation (2) as the intensity of the lumines-
cence signal S per unit of absorbed dose D for the radiation under in-
vestigation over the same quantity for a reference radiation.

=
( )

( )rel

S
D radiation

S
D reference radiation (2)

It was concluded that this relative efficiency is not a unique function
of the linear energy transfer (LET) of the incident radiation, but de-
pends strongly also on the particle type (Horowitz, 1981; Berger et al.,
2006b; Berger and Hajek, 2008). This happens because, in order to have
the same LET, two different particles must have different velocities: the
heavier the particle, the higher the velocity. Consequently, the heavier
particle will produce δ-rays with higher energies (so longer range in
matter) which will deposit their energy in a radially less dense way
around the track of the charged particle (Olko, 2007). It follows that,
being the response of the detector generally inversely related to the
energy deposition density of the impinging radiation, the efficiency of
the detector in measuring two different particles characterized by the
same LET value will be higher for the heavier particle.

Unfortunately, the experimental determination of the relative effi-
ciency of luminescent detectors through irradiations in charged particle
accelerators is time consuming and very expensive. Furthermore, due to
technical limitations it is often not possible to irradiate the detectors
with energies above 1 GeV/u or with less common isotopes. In addition,
the efficiency determination for low energies is biased with big un-
certainties of all parameters (i.e. LET, range, absorbed dose). However,
a complete characterization of the efficiency of these detectors is
needed, especially for space applications where particles with a really
broad energy spectrum and exotic isotopes are present. As consequence,
during the years, many models have been developed in order to explain
and predict the efficiency of thermoluminescent detectors for different
radiation qualities. Among all of them, the most common ones are
based on track structure theory (Larsson and Katz, 1976; Waligórski
and Katz, 1980; Kalef-Ezra and Horowitz, 1982; Geiβ et al., 1998 a;
Ávila et al., 1999; Boscolo et al., 2015). Two ingredients are needed for
those calculations: the radial dose distribution and a dose response
function. The first one can be evaluated through analytical models
(Butts and Katz, 1967; Faïn et al., 1974; Waligórski et al., 1986; Katz
et al., 1990; Katz et al., 1996; Chen and Kellerer, 1997; Cucinotta et al.,
1997; Geiβ et al., 1998 a, Greilich et al., 2014) or Monte Carlo simu-
lations (Krämer and Kraft, 1994; Waligórski et al., 1986; Ávila et al.,
1996) and represents the dose distribution around the track of the
particle while traveling through the detector. The second one represents
the response of the detector when irradiated at different dose levels
with a sparsely ionizing radiation such as photons or electrons
(Horowitz, 1990, Gamboa-deBuen et al., 1998, Bilski, 2002, Massillon-
Jl et al., 2006, Bilski et al., 2007, Massillon-Jl et al., 2011).

In depth studies were performed to investigate how the assessment
of the radial dose distribution and the dose response function could
affect the calculated efficiency (Ávila and Brandan, 2002; Ávila et al.,
2008, Massillon-Jl et al., 2011). Efficiency values were determined for
response functions obtained exposing the detectors to 8.1 keV X-rays, β-
particles, 100 keV X-rays and photons from a60Co γ-ray source. Fur-
thermore, artificial response functions were also included in the study.
On the other hand, the radial dose distribution was evaluated by means

of both analytical formulations or Monte Carlo simulations. It was
concluded that, for all radial dose distribution and dose response
function combinations, the quantitative agreement between the calcu-
lated and the experimental efficiency values was poor (Massillon-Jl
et al., 2011). Similar conclusions were drawn in a separate work
(Horowitz et al., 2012) which underlined the necessity of improving the
evaluation of the radial dose distribution, i.e. implementing accurate
models for the transport of low energy ions and secondary electrons,
and reducing the uncertainties associated with the assessment of the
dose response function at high dose levels. Furthermore, as the concept
of radial dose distribution is inapplicable to photons, neutrons or
electrons, one should remember that track structure models cannot be
applied for efficiency determination for these radiation qualities (Olko
et al., 2002b).

However, an alternative approach based on microdosimetry
(International Commission on Radiation Units and Measurements,
1983; Kellerer, 1985; Rossi and Zaider, 1996) was proposed by Olko
(Olko, 2002a; Olko, 2002b; Olko, 2004; Olko, 2007). The key idea of
his methodology was to use microdosimetric specific energy probability
distributions in place of radial dose distributions to quantify the
changes in the local ionization density. The detector is supposed being
composed by many independent structures, called targets, which act as
sensitive volumes for measuring radiation. The size of these targets is a
free parameter in Olko's methodology.

In Olko's model, the relative efficiency was evaluated using
Equation (3) as the ratio of the specific energy frequency probability
distribution f(z) folded into a specific energy response function r(z),
over the same quantity for a reference radiation. The factor z

1
/ F was

used to change the normalization from per single event to per unit of
dose (Olko, 2002a). Here and in the following, probability distributions
and expectation values are relative to single event microdosimetric
spectra (International Commission on Radiation Units and
Measurements, 1983).

=

+

+

f z r z dz
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z reference radiation

1
0
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0

F
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The reference radiation was chosen to be the photons from a137Cs γ-
ray source and zF is the frequency mean specific energy defined as in
Equation (4) (International Commission on Radiation Units and
Measurements, 1983).

=
+

+z
z f z dz

f z dz

( )

( )
F

0

0 (4)

The frequency distribution of the specific energy f(z) induced by
charged particles was assessed using an analytical approach (Olko and
Booz, 1990) obtained parametrizing the results of simulations per-
formed with the MOCA-14 code (Paretzke, 1988). In case of photons,
the initial distribution of secondary electrons was calculated using the
Monte Carlo code PHOEL-2 (Turner et al., 1980). Afterwards, electron
track structure simulations were performed using the TRION code
(Lappa et al., 1993) for obtaining the microdosimetric probability dis-
tributions. All the calculations were performed in an infinitesimal layer
of water (the slowing down of the particle within the real detector was
neglected) and the results were afterwards converted from targets in
water to lithium fluoride using a density scaling approach. More details
can be found elsewhere (Olko, 1989; Olko, 2002a; Olko, 2002b). Olko's
model was used to calculate the efficiency of several detector types for
measuring photons (Olko and Waligórski, 2002; Olko et al., 2002a;
Olko et al., 2006) and charged particles from 1H to 16O with a max-
imum energy of 20 MeV/u (Olko et al., 2002b; Olko et al., 2004; Olko
et al., 2006).

A similar model, called Microdosimetric d(z) Model, has been re-
cently developed using the Monte Carlo Particle and Heavy Ion
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Transport code System (PHITS, Sato et al., 2018) in order to extend the
validity of the microdosimetric approach to energies and particles re-
levant for hadron therapy and space applications. Differences with
Olko's model can be found in the formalism used in evaluating the re-
lative efficiency, the assessment of the microdosimetric probability
distributions, the specific energy response function and the reference
radiation. Furthermore, in this work, the particle slowing down within
the detector and the creation of secondary particle were considered in
the Monte Carlo calculations. The model was shortly presented in Parisi
et al. (2017) c, Parisi et al. (2017) d together with a preliminary
comparison between its results for target sizes of 10, 40 and 100 nm and
experimental data from the Institute of Nuclear Physics (IFJ, Krakow,
Poland: Bilski, 2006, Bilski and Puchalska, 2010, Bilski et al., 2011,
Gieszczyk et al., 2013 and Sądel et al., 2015b) for LiF:Mg, Ti (MTS) and
LiF:Mg,Cu,P (MCP) detectors. In this paper, the Microdosimetric d(z)
Model is presented in detail including a complete description of the
methodology used for the assessment of the dose distribution of the
specific energy, an in depth comparison between results of the model in
case of 10, 20, 30, 40 and 50 nm target sizes and experimentally de-
termined efficiency data including results also from the Belgian Nuclear
Research Centre (SCK•CEN, Mol, Belgium: Parisi et al., 2017 a and
Parisi et al., 2018), the German Aerospace Centre (DLR, Cologne,
Germany: Berger and Hajek, 2008) and the Atomic Institute (ATI,
Vienna, Austria: Berger et al., 2006b and Berger and Hajek, 2008), a
comparison between the methodology used for assessing LET values
using the Monte Carlo code PHITS (Sato et al., 2018) with a similar
approach employing the Stopping and Range of Ions in Matter (SRIM)
software suite (Ziegler et al., 2010) and a systematic analysis on the
effect of simulation parameters on the final calculated relative effi-
ciency values.

2. Methodology

The relative luminescence efficiency of the detectors was evaluated
using Equation (5), where d(z) is the dose probability distribution of the
specific energy and r(z) is the specific energy response function.

=
+

+

d z r z dz

d z r z dz

[ ( ) ( ) ]

[ ( ) ( ) ]rel
radiation

reference radiation

0

0 (5)

Differently from Olko's methodology (Olko, 2002a), the reference
radiation was chosen to be the photons from a60Co γ-ray source instead
of a137Cs γ-ray source. This was done because:

a. The most recent and complete set of high dose data present in
literature for LiF:Mg, Ti (MTS) and LiF:Mg,Cu,P (MCP) thermo-
luminescent detectors and protocols of interest was available in case of
a60Co γ-ray source (Bilski et al., 2007). Furthermore, that paper in-
cludes results also for high-LET optimized LiF:Mg, Ti thermo-
luminescent detectors with modified dopant concentration (MTT, Bilski
et al., 2004 b) which in future can be used for modelling the efficiency
of the latter detector type.

b.60Co γ-rays is the radiation quality currently being used at the
Belgian Nuclear Research Centre SCK•CEN for calibration purposes and
as reference radiation for relative efficiency determination (Berger
et al., 2016; Parisi et al., 2017 a; Parisi et al., 2017 b; Parisi et al.,
2018).

All the results present in this work refer to relative luminescence
efficiency values corrected for medium choice (i.e. dose values calcu-
lated taking into account the material composing the detector), particle
energy loss while traversing the detector, irradiated volume and self-
absorption of the emitted light. Eventual experimental corrections
needed for an adequate comparison of the experimental data with the
results of the model should be performed by the experimental in-
vestigators (Bilski and Budzanowski, 2001; Sądel et al., 2015a; Parisi
et al., 2018).

2.1. Specific energy dose probability distribution – d(z)

The dose probability distribution of the specific energy d(z) has
been assessed performing computer radiation transport simulations
with the Monte Carlo Particle and Heavy Ion Transport code System
(PHITS) version 2.82 (Niita et al., 2006; Sato et al., 2013, 2015, 2018).
The methodology is summarized hereunder.

a. The detector (7lithium fluoride cylinder, density = 2.5 g/cm3,
diameter = 4.5 mm, thickness = 0.9 mm) was irradiated with charged
particle mono-energetic beams (diameter = 9 mm, energy = 3, 5, 7, 10,
15, 20, 30, 40, 50, 60, 70, 80, 90, 100, 125, 150, 250, 500 and 1000
MeV/u) of 1H, 4He, 12C, 16O, 20Ne, 28Si, 40Ar, 56Fe, 84Kr and 132Xe ions
or with a dual-energy (1173.2 and 1332.5 keV) photon beam re-
presenting the reference 60Co γ-ray source. In all cases, the beam was
impinging perpendicularly the base of the cylinder. Following the
charged particle therapy PHITS input file recommendations (https://
phits.jaea.go.jp/lec/recommendation.zip), which closely represent the
situation of this work (precise assessment of dose, LET and microdosi-
metric distributions from charged particles), the energy straggling was
considered using the Landau Vavilov formula (Vavilov, 1957) and the
angular straggling was taken into account through the use of the
Lynch's Coulomb diffusion formula (Lynch and Dahl, 1991) based on
Moliere theory (Moliere, 1948). The Electron Gamma Shower version 5
(EGS5) code (Hirayama et al., 2005) was employed to simulate the
transport of photons, electrons and positions. The energy loss of
charged particles, with the only exception of electrons and positrons,
was assessed by means of the stopping power calculation model SPAR
(Armstrong and Chandler, 1973) under the continuous slowing down
approximation. The simulation cutoff for the transport of all ions was
set to 1 MeV/u. A systematic analysis of the effect of simulation para-
meters on the calculated relative efficiency values is presented in Sec-
tion 3.2 of this manuscript. For each particle-energy combination, a
total number of 2 × 107 histories was simulated.

b. In order to take into account the particle slowing down, the as-
sessment of the microdosimetric probability distributions was per-
formed at different depths within the detector. The latter was divided in
cylindrical computational subdomains (diameter = 4.5 mm,
thickness = 1 μm) were the calculations were carried out. In each
subdomain, the dose probability distribution of the specific energy was
evaluated by means of the microdosimetric function (Sato et al., 2006,
2012) implemented in the Monte Carlo code PHITS. As done for Olko's
analytical approach (Olko and Booz, 1990), Monte Carlo track structure
simulations were performed and the results were used to develop an
analytical function valid for a wide variety of particle, energy and site
size combinations. The energy deposition in the core region of the
particle track (Chatterjee and Schaefer, 1976) was assumed to be uni-
form and was determined using the stopping power code ATIMA
(http://web-docs.gsi.de/∼weick/atima). On the other hand, the pro-
duction of δ-rays was considered accordingly to Butts, and Katz (1967)
and the obtained spectrum was used as input for Monte Carlo calcula-
tions using the track structure code TRACEL (Tomita et al., 1997). The
so developed analytical function has been applied for the analysis of
cell survival fractions after radiation exposures (Sato et al., 2010; Sato
and Furusawa, 2012; Sato and Hamada, 2014) and to simulate the
microdosimetric probability distributions measured with tissue
equivalent proportional counters (Tsuda et al., 2012, 2016). To the best
of the authors' knowledge, this work represents the first time that this
analytical approach is being used in the field of solid state physics.
Knowing the energy spectra of the incident and secondary particles as
function of detector depth, the microdosimetric probability distribu-
tions were evaluated in each subdomain in which the macroscopic
detector was subdivided. The process was carried out for a large
number of site sizes ranging from 1 nm to 2 μm. It is worth re-
membering that, in order to use this analytical approach for the cal-
culation of microdosimetric probability distributions, the generation of
ion's δ-rays should not be considered otherwise their contribution is

A. Parisi, et al. Radiation Measurements 123 (2019) 1–12

3

https://phits.jaea.go.jp/lec/recommendation.zip
https://phits.jaea.go.jp/lec/recommendation.zip
http://web-docs.gsi.de/%7Eweick/atima


double counted (PHITS manual, https://phits.jaea.go.jp/rireki-
manuale.html).

c. The obtained microdosimetric spectra were then summed and the
resulting probability distribution was normalized to one event. A
schematic representation of this process can be found in Fig. 1 in case of
15 MeV/u12C ions and a site size of 40 nm. The microdosimetric dose
probability distributions are plotted as function of the specific energy
for two subdomains: the first one at the entrance of the particle in the
detector and the second one close to the particle stop. Although the
microdosimetric probability distributions of only selected secondary
fragments (1H, 4He, 7Li, 14N and 16O ions) are plotted in Fig. 1 for the
sake of clarity, the contribution of all secondary particles was included
in the calculations. A logarithmic scale for d(z) was chosen to enhance
the visibility of fragment contribution. The final microdosimetric
spectrum averaged on detector volume after normalization to one event
is also plotted in Fig. 1.

As an example, Fig. 2 compares the dose probability distributions,
averaged over the detector volume, induced by the lowest (1H ions,
1000 MeV/u) and the highest (132Xe ions, 3 MeV/u) LET particles in-
cluded in this work. The spectra are presented in the form of zd(z)
(linear scale) vs z (logarithmic scale) which is the standard re-
presentation of a microdosimetric spectrum (Rossi and Zaider, 1996)
where the area between two specific energy values is proportional to
the fraction of macroscopic absorbed dose delivered in that specific
energy range. This representation was not used in Fig. 1 in order to
allow an easier visualization of fragment contribution. In both Figs. 1
and 2, the peak around 50 Gy represents the specific energy relative to
one event of one ionization in site size of 40 nm.

2.2. Specific energy response function – r(z)

The microdosimetric model of this work shares with Olko's model
(Olko, 2002a) the assumption that the macroscopic dose response
function R(D) can be applied as microdosimetric specific energy re-
sponse function r(z). For microscopic volumes and a large number of
events, it can be assumed that the energy is distributed almost uni-
formly in the site. This is especially valid for sparsely ionizing radia-
tions such high energy photons. As the macroscopic dose response
function R(D) is generally being experimentally evaluated with

relatively high dose values from a sparsely ionizing radiation, it follows
that a large number of events occurs in the microscopic site. Conse-
quently, the average value of the multi-event dose-dependent prob-
ability distribution of the specific energy z (International Commission
on Radiation Units and Measurements, 1983; Kellerer, 1985; Rossi and
Zaider, 1996), that for high dose values is a Gaussian shape distribution
centered on the absorbed dose value D (Rossi et al., 1961), can be as-
sumed being close to the one of the macroscopic absorbed dose D.
Under this assumption, the macroscopic dose response function R(D)
can be used in first approximation as the microdosimetric specific en-
ergy response function r(z).

Thus, in this work the linearity index of LiF:Mg, Ti (MTS) and
LiF:Mg,P detectors exposed to 60Co γ-rays was chosen as response
function. This parameter is defined as in Equation (6) as the ratio be-
tween the luminescence intensity S per unit of dose D over the same

Fig. 1. Schematic representation of the methodology used to assess the average specific energy dose probability distribution over the detector volume in case of 15
MeV/u12C ions and a site size of 40 nm.

Fig. 2. Microdosimetric zd(z) vs z spectra induced in a 40 nm site size by the
lowest (1000 MeV/u 1H) and the highest LET (3 MeV/u132Xe) particles in-
cluded in this work.
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quantity for a reference dose lying in the linear response of the detector.
In the dose range over which the detector has a linear behavior, this
parameter is equal to 1. On the other hand, the linearity index is smaller
or greater than 1 in case of respectively sublinear or supralinear re-
sponse.

=
( )

( )Linearity index
S

D dose
S

D reference dose (6)

The experimental data were extracted from Bilski et al. (2007) and
converted from dose in water to dose in lithium fluoride by using a
conversion coefficient of 0.833 obtained from the ratio between the
mass energy absorption coefficients for lithium fluoride and water in
case 60Co γ-ray exposure. The latter values were extracted from the
mass attenuation and mass energy absorption tables (Hubbell and
Seltzer, 2004) of the National Institute of Standards and Technology
(NIST, Maryland, United States of America). In Fig. 3, the linearity
index of LiF:Mg, Ti (MTS) and LiF:Mg,Cu,P (MCP) detectors is plotted as
function of the dose in lithium fluoride together with the fits used in the
model.

2.3. Linear energy transfer – LET

For each particle-energy combination, the primary beam unrest-
ricted frequency mean LET (International Commission on Radiation
Units and Measurements, 1970) in lithium fluoride averaged on the
particle track within the detector was assessed using the Monte Carlo
code PHITS. This was done to allow an easier comparison of model's
results with literature experimentally determined efficiency data,
usually presented as function of this quantity. The procedure of aver-
aging over the detector volume is similar to the one of Section 2.2 for
the specific energy, but using the stopping power calculation model
SPAR (Armstrong and Chandler, 1973) in place of the microdosimetric
analytical function (Sato et al., 2006) and excluding fragment con-
tributions.

This methodology was validated comparing the obtained LET values
with the ones calculated with the Monte Carlo code Transport of Ions in
Matter (TRIM) included in the Stopping and Range of Ions in Matter
(SRIM) software suite version 2013.00 (Ziegler et al., 2010). In the
latter case, the mono-energetic particle beam was impinging

perpendicularly a 0.9 mm thick layer of lithium fluoride. The fluence
mean unrestricted LETF was evaluated as function of depth and after
that averaged on the particle track within the target. Fig. 4 compares
the primary beam unrestricted LET in lithium fluoride averaged on the
particle track within the detector evaluated with PHITS and SRIM in
case of 1H, 4He, 12C and 56Fe ions in the energy range 3–1000 MeV/u.
As it can be seen, a very good agreement was found between the codes,
confirming the solidity of the calculations. The average relative de-
viation between the LET values determined using PHITS and TRIM,
defined as in Equation (7), was found to be 2%. The maximum relative
deviation was observed in case of 3 MeV/u56Fe ions, being 9%.

=Relative deviation LET LET
LET

PHITS TRIM

PHITS (7)

Finally, a fixed conversion coefficient of 2.1 was used to convert LET
values in lithium fluoride to LET in water). The latter value represents
the average ratio between the unrestricted LET in lithium fluoride and
water as function of the particle type and its energy (Parisi et al., 2018).
If not differently specified, all LET values refer to fluence mean un-
restricted LET in water.

3. Results

3.1. Relative luminescence efficiency of LiF:Mg, Ti (MTS) and LiF:Mg,Cu,P
(MCP) detectors

Using Equation (5), the relative efficiency of LiF:Mg, Ti (MTS) and
LiF:Mg,Cu,P (MCP) detectors for measuring particles from 1H to 132Xe
was determined in the energy range 3–1000 MeV/u as function of the
microdosimetric site size. The site sizes in which the Monte Carlo si-
mulations were performed ranged from 1 nm to 2 μm. The obtained
efficiency values were compared with experimental data from literature
(Berger et al., 2006b; Bilski, 2006; Berger and Hajek, 2008; Bilski and
Puchalska, 2010; Bilski et al., 2011; Gieszczyk et al., 2013; Sądel et al.,
2015b; Parisi et al., 2017 b; Parisi et al., 2017 a; Parisi et al., 2018) in
order to investigate the existence of a possible optimal site size which
can be used to predict the response of the detectors for measuring
different radiation qualities.

Fig. 3. Experimental macroscopic dose response function for the main peak of
LiF:Mg, Ti (MTS) and LiF:Mg,Cu,P (MCP) thermoluminescent detectors exposed
to 60Co γ-rays (Bilski et al., 2007) and the fits used in the model.

Fig. 4. Comparison between the primary beam unrestricted LET in lithium
fluoride averaged on the particle track within the detector evaluated with
PHITS and SRIM in case of 1H, 4He, 12C and 56Fe ions in the energy range
3–1000 MeV/u. The average value of the relative deviation between the results
of the two codes was 2%.
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As an example, Figs. 5–8 show a comparison of the results of the
model in case of LiF:Mg, Ti (MTS) detectors exposed to 1H, 4He, 12C and
132Xe for calculations performed in site sizes ranging from 10 to 50 nm.
In these plots, the relative luminescence efficiency of the detectors is
plotted as function of the fluence mean primary beam unrestricted LET
in water. A similar comparison was performed for all particles and site
sizes for both LiF:Mg, Ti (MTS) and LiF:Mg,Cu,P (MCP) detectors.
Notwithstanding the large spread of experimental results especially in
case of 1H and 4He ions, for both detector types and all ions the best
agreement between the results of the Microdosimetric d(z) Model and
experimental data was found in case of calculations performed in a site
size of 40 nm. Thus, the results of the Microdosimetric d(z) Model for a
site size of 40 nm are plotted in Figs. 9 and 10 together with experi-
mental efficiency values from literature for LiF:Mg, Ti (MTS) and
LiF:Mg,Cu,P (MCP) detectors respectively. As it can be seen, a very

good agreement was found for all particles and energies included in this
study. These results are summarized in Figs. 11 and 12 in which the
relative efficiency of the two detector types is plotted as function of the
fluence mean primary beam unrestricted LET in water and the particle
type. The model is able to accurately describe the not unique depen-
dence of the relative luminescence efficiency occurring due to the
phenomena described in Section 1 of this manuscript.

The interpretation of the physical meaning of the dimension of the
radiation sensitive size evaluated through the microdosimetric analysis
has been topic of discussion for years (Horowitz, 1999; Olko, 2002a;
Olko, 2007). The value of 40 nm assessed in this work for both
LiF:Mg,Cu,P (MCP) and LiF:Mg, Ti (MTS) thermoluminescent appears
to be much larger than the lithium fluoride lattice constant (∼0.4 nm
Hutchison and Johnston, 1940) and the average distance between Mg-
based trapping structures (∼1–3 nm) in these LiF based crystals
(Horowitz, 1999). Consequently, it is proposed to represent an average

Fig. 5. Effect of changing the site size on the calculated relative efficiency
values of LiF:Mg, Ti (MTS) detectors exposed to 1H ions. Experimental effi-
ciency data from Sądel et al. (2015b) and Parisi et al. (2018).

Fig. 6. Effect of changing the site size on the calculated relative efficiency
values of LiF:Mg, Ti (MTS) detectors exposed to 4He ions. Experimental effi-
ciency data from Berger et al. (2006b), Bilski (2006), Berger and Hajek (2008),
Bilski and Puchalska (2010), Bilski et al. (2011), Parisi et al. (2017) a and Parisi
et al. (2018).

Fig. 7. Effect of changing the site size on the calculated relative efficiency
values of LiF:Mg, Ti (MTS) detectors exposed to 12C ions. Experimental effi-
ciency data from Berger et al. (2006b), Bilski (2006), Berger and Hajek (2008),
Bilski and Puchalska (2010), Bilski et al. (2011) and Parisi et al. (2017) a.

Fig. 8. Effect of changing the site size on the calculated relative efficiency
values of LiF:Mg, Ti (MTS) detectors exposed to 132Xe ions. Experimental effi-
ciency data from Bilski and Puchalska (2010) and Gieszczyk et al. (2013).

A. Parisi, et al. Radiation Measurements 123 (2019) 1–12

6



charge migration distance during the recombination stage which was
previously determined to be 40–47.5 nm for LiF:Mg, Ti (MTS) detectors
(Horowitz et al., 1996; Horowitz, 2001). Alternatively, recent X-ray
diffraction investigations have proven the LiF:Mg, Ti (MTS) crystallite
size being 31 nm (Roomi et al., 2018), value which is close to the target
dimension assessed by the microdosimetric analysis of this study
(40 nm) and the previous analysis by Olko (24 nm, Olko, 2002a).

3.2. Effect of simulation parameters on the calculated relative luminescence
efficiency values

The effect of changing the simulation parameters on the calculated
relative efficiency values, both in the definition of the lithium fluoride
target used for scoring the microdosimetric quantities and in the phy-
sical models used for the calculations, was investigated for both LiF:Mg,
Ti (MTS) and LiF:Mg,Cu,P (MCP) detectors. The simulations were

repeated in case of 1H, 12C, 56Fe and 132Xe ions for all energies included
in the study (3, 5, 7, 10, 15, 20, 30, 40, 50, 60, 70, 80, 90, 100, 125,
150, 250, 500 and 1000 MeV/u) each time changing only one simula-
tion parameter. The first three radiation qualities were chosen for their
relevance for space and hadron therapy applications, while 132Xe ions
were included as an extreme case being the heaviest particle included in
this work. For these ions, the obtained efficiency values were then
compared with ones obtained with the reference simulation para-
meters. The average and maximum values of the relative deviation,
defined as Equation (8), were calculated for both detector types and the
results are listed in Table 1.

The reference simulations were performed in a 7lithium fluoride
cylinder (density = 2.5 g/cm3, diameter = 4.5 mm, thick-
ness = 0.9 mm) neglecting the presence of dopants. The simulation
cutoff for all ions was set to 1 MeV/u, the energy loss of charged par-
ticles was considered by means of the stopping power model ATIMA

Fig. 9. Results of the Microdosimetric d(z) Model in case of LiF:Mg, Ti (MTS) detectors for a site size of 40 nm in comparison with experimental data from Berger
et al. (2006b), Bilski (2006), Berger and Hajek (2008), Bilski and Puchalska (2010), Bilski et al. (2011), Gieszczyk et al. (2013), Sądel et al. (2015b), Parisi et al.
(2017) a and Parisi et al. (2018).
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(http://web-docs.gsi.de/∼weick/atima), angular and energy straggling
were respectively considered using the Landau Vavilov (1957) and
Lynch's Coulomb diffusion (Lynch and Dahl, 1991) formulae.

=Relative deviation reference simulation simulation

reference simulation (8)

3.2.1. Density of the detector
Depending on the manufacturer and the production technique, the

density of these two detector types ranges from 2.5 to 2.635 g/cm3

(Horowitz, 1993; McKeever et al., 1995; Bilski, 2002). Although mi-
crodosimetry is historically based on a density scaling approach (Rossi
and Zaider, 1996), the simulations were repeated to check the effect of
detector density on the calculated efficiency value. As it can be seen
from Table 1, this effect is negligible (around 0.4%) for both detector
types.

3.2.2. Isotopic composition of lithium fluoride
Thermoluminescent detectors based on LiF:Mg, Ti (MTS) and

LiF:Mg,Cu,P (MCP) can be produced with both natural or enriched li-
thium isotopic compositions (McKeever et al., 1995). This is done in
order to enhance or suppress the sensitivity of the detectors to thermal
neutrons through the nuclear reaction of Equation (9).

+ + +Li n He H MeV4.786 4 3 (9)

The calculations were repeated changing the isotopic composition
of the lithium fluoride target from 100% 7lithium to 100% 6lithium. For
both isotopic enrichments, the density of the detector was kept at 2.5 g/
cm3. To consider the production and reaction of secondary neutrons
during the charged particle simulations, the PHITS event generator
(Niita et al., 2011; Sato et al., 2015) for low energy neutron interaction
was activated. The average deviation between 6lithium and 7lithium
based detectors was 0.28% and 0.30% for LiF:Mg, Ti (MTS) and

Fig. 10. Results of the Microdosimetric d(z) Model in case of LiF:Mg,Cu,P (MCP) detectors for a site size of 40 nm in comparison with experimental data from Berger
et al. (2006b), Bilski (2006), Berger and Hajek (2008), Bilski and Puchalska (2010), Bilski et al. (2011), Gieszczyk et al. (2013), Sądel et al. (2015b), Parisi et al.
(2017) a and Parisi et al. (2018).
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LiF:Mg,Cu,P (MCP) respectively. Consequently, as previously experi-
mentally observed (Bilski, 2006; Bilski et al., 2011), the charged par-
ticle efficiency of similar detectors based on different isotopic compo-
sition should be the same.

3.2.3. Diameter of the detector
Depending on the application, thermoluminescent detectors can be

prepared in different dimensions and shapes (McKeever, 1988;
McKeever et al., 1995). As an example, large 20 × 20 cm2 foils of
LiF:Mg,Cu,P (MCP) based material were produced for two-dimensional
proton therapy beam quality assurance (Gajewski et al., 2016). In order

to investigate and quantify the presence of border effects (it has to be
remembered that the ratio between the perimeter and the area of the
detector scales as 1/radius), the simulations were repeated changing
the diameter of the detector from 0.45 mm to 5 cm. No differences
(average deviation below 0.04%) were found for both detector di-
mensions.

3.2.4. Dopants
It is widely accepted that dopants play a fundamental role during

the trapping and recombination steps of the thermoluminescent pro-
cess, affecting strongly material proprieties as glow curve structure,
dose response and the efficiency in measuring different radiation qua-
lities (McKeever et al., 1995; Lee et al., 2008; Bos, 2017). During the
years, the effect of changing dopant concentrations was investigated
carefully (Bilski et al., 1997, 1998; Olko et al., 2001) and, based on
these results, optimized materials were produced (Nakajima et al.,
1978; Horowitz, 1993; Bilski, 2002; Bilski et al., 2004 b). The reference
calculations of this work were performed in an undoped lithium
fluoride target. Aiming to study if the dopants could play a role also in
the charged particle energy deposition process, the simulations were
repeated including the nominal dopant atomic concentrations of
LiF:Mg, Ti (MTS: Mg = 0.0013%, Ti = 0.012%) and LiF:Mg,Cu,P (MCP:
Mg = 0.2%, P = 1.25%, Cu = 0.05%) produced at the Institute of Nu-
clear Physics of the Polish Academy of Science IFJ-PAN (Bilski, 2002).
The dopants were assumed to be uniformly distributed within the li-
thium fluoride target. The results, average deviation below 0.08%,
show no significant correlation between these dopant concentrations
and the energy deposition process by charged particles.

3.2.5. Ion transport cutoff
In the Monte Carlo code PHITS, when a particle has energy below

the cutoff value, its transport is stopped and the particle is locally ab-
sorbed (PHITS manual, https://phits.jaea.go.jp/rireki-manuale.html).
The default cutoff value for ions is 1 MeV/u and it was used for all the
reference calculations. To investigate the influence of low energy
transport on the calculated efficiency values, all ion transport cutoffs
were set to 1 keV/u and the simulations were repeated. The average
relative deviation was found to be 0.35% and 0.41% for LiF:Mg, Ti
(MTS) and LiF:Mg,Cu,P (MCP) detectors respectively. The effect is not
very important because low energy particles deposit their energy in a
very localized way, i.e. high specific energy distributions in the sensi-
tive site. These high specific energy distributions are associated with
very low values of the response function and contribute in a very lim-
ited way to the entire efficiency determination process.

3.2.6. Stopping power model
The energy loss of charged particles, with the only exception of

electrons and positrons, was assessed by mean of the stopping power
calculation model SPAR (Armstrong and Chandler, 1973) under the
continuous slowing down approximation (CSDA). The latter represents
the default option in PHITS until version 2.82, which is the version used
for the calculations included in this work. Thanks to an improvement in
the computational speed, from version 2.88 the default stopping power
calculation was changed to ATIMA (http://web-docs.gsi.de/∼weick/
atima). Consequently, the calculations were performed again em-
ploying the ATIMA stopping power model. The average relative de-
viation was found to be 0.14% and 0.25% for LiF:Mg, Ti (MTS) and
LiF:Mg,Cu,P (MCP) detectors respectively.

3.2.7. Angular and energy straggling
The effect of activating or deactivating energy, angular or both

straggling options in PHITS was found to be negligible (below 0.05%)
for all calculations included in this work.

Fig. 11. Overview of the results of Microdosimetric d(z) Model in case of
LiF:Mg, Ti (MTS) detectors for a site size of 40 nm in comparison with experi-
mental data from Berger et al. (2006b), Bilski (2006), Berger and Hajek (2008),
Bilski and Puchalska (2010), Bilski et al. (2011), Gieszczyk et al. (2013), Sądel
et al. (2015b), Parisi et al. (2017) a and Parisi et al. (2018).

Fig. 12. Overview of the results of Microdosimetric d(z) Model in case of
LiF:Mg,Cu,P (MCP) detectors for a site size of 40 nm in comparison with ex-
perimental data from Berger et al. (2006b), Bilski (2006), Berger and Hajek
(2008), Bilski and Puchalska (2010), Bilski et al. (2011), Gieszczyk et al.
(2013), Sądel et al. (2015b), Parisi et al. (2017) a and Parisi et al. (2018).
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4. Conclusions

Due to technical limitations, the relative efficiency determination of
luminescent detectors for very high and low energy particles, un-
common isotopes and exotic radiation qualities is often strongly lim-
ited. Furthermore, the assessment of detector efficiency in complex
mixed fields is still very challenging. However, the use of these detec-
tors for space and hadron therapy applications requires an accurate
knowledge of their response for measuring a broad spectrum of parti-
cles and energies.

In this work, a microdosimetric model to assess the thermo-
luminescence efficiency was developed and successfully benchmarked
in case of LiF:Mg, Ti (MTS) and LiF:Mg,Cu,P (MCP) detectors for
charged particles ranging from 1H to 132Xe with energies between 3 and
1000 MeV/u. The model requires the knowledge of two ingredients: the
photon dose response of the detectors and a characteristic microdosi-
metric site size where the microscopic energy deposition simulations
should be performed. It was found that, if a site size of 40 nm is used for
the calculations, the model is able to predict the efficiency of both
LiF:Mg, Ti (MTS) and LiF:Mg,Cu,P (MCP) detectors in very good
agreement with experimentally determined data. The determined site
size is in agreement with the charge migration distance during the re-
combination stage (assessed to be between 40 and 47.5 nm) and the
characteristic lithium fluoride crystallite size determined through X-ray
diffraction (31 nm).

A sensitivity analysis was performed on the model to assess the ef-
fect of simulation parameters on the calculated efficiency values. It was
found that the dimensions of the detectors, the density (ranging from
2.5 to 2.635 g/cm3 in the real detectors), the lithium isotopic compo-
sition (6- or 7- lithium) and the presence of dopants are playing a
negligible role in the process. Furthermore, time consuming ion trans-
port at energy below 1 MeV/u seems to play a very marginal role. In
addition, the choice of the stopping power model (SPAR or ATIMA), the
angular or the energy straggling do not affect the results.

Thus, the model will also be applied for the relative efficiency de-
termination for a large number of combinations of particles (photons,
electrons, thermal neutrons, exotic particles, antimatter …), energies
and detectors, also for mixed fields such as space or hadron therapy.
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