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The spectroscopy of solid anthracene is examined both experimentally and theoretically. To avoid
experimental complications such as self-absorption and polariton effects, ultrathin polycrystalline
films deposited on transparent substrates are studied. To separate the contributions from different
emitting species, the emission is resolved in both time and wavelength. The spectroscopic data are
interpreted in terms of a three-state kinetic model, where two excited states, a high energy state 1
and a low energy state 2, both contribute to the luminescence and are kinetically coupled. Using this
model, we analyze the spectral lineshape, relative quantum yield, and relaxation rates as a function
of temperature. For state 1, we find that the ratio of the 0-0 vibronic peak to the 0-1 peak is enhanced
by roughly a factor of 3.5 at low temperature, while the quantum yield and decay rates also increase
by a similar factor. These observations are explained using a theoretical model previously developed
for herringbone polyacene crystals. The early-time emission lineshape is consistent with that
expected for a linear aggregate corresponding to an edge-dislocation defect. The results of
experiment and theory are quantitatively compared at different temperatures in order to estimate that
the singlet exciton in our polycrystalline films is delocalized over about ten molecules. Within these
domains, the exciton’s coherence length steadily increases as the temperature drops, until it reaches
the limits of the domain, whereupon it saturates and remains constant as the temperature is lowered
further. While the theoretical modeling correctly reproduces the temperature dependence of the
fluorescence spectral lineshape, the decay of the singlet exciton appears to be determined by a
trapping process that becomes more rapid as the temperature is lowered. This more rapid decay is
consistent with accelerated trapping due to increased delocalization of the exciton at lower
temperatures. These observations suggest that exciton coherence can play an important role in both
radiative and nonradiative decay channels in these materials. Our results show that the spectroscopy
of polyacene solids can be analyzed in a self-consistent fashion to obtain information about
electronic delocalization and domain sizes. © 2008 American Institute of Physics.
�DOI: 10.1063/1.2822310�

INTRODUCTION

Understanding the electronic behavior of conjugated or-
ganic materials is a goal of both practical and fundamental
importance. In principle, molecular crystals provide the sim-

plest chemical system in which to study electronic phenom-
ena such as intermolecular exciton formation and relaxation.1

They can be grown with high chemical purity, and their
molecular-level packing can be known to high precision
through x-ray diffraction studies.2 Recent work has centered
on understanding the ultrafast dynamics of exciton relaxationa�Electronic mail: christopher.bardeen@ucr.edu.
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and charge generation in polyacene molecular crystals.3,4 But
while the electronic dynamics are being characterized, the
nature of the states involved is often unclear. For example,
the primary excited state is usually assumed to be a Frenkel
exciton, but issues such as electronic wavefunction delocal-
ization, phonon coupling, and the role of defects must be
resolved in order to quantitatively model electronic processes
that involve this state, such as charge separation. A sensitive
probe of excited state structure is the spectral shape and de-
cay rate of its luminescence. Perhaps the most thoroughly
studied molecular crystal is anthracene, where several inves-
tigators did pioneering work in calculating its Frenkel exci-
ton band structure.5–8 Despite the theoretical results, the un-
equivocal observation of luminescence that can be assigned
to the intrinsic exciton state of anthracene has been elusive.9

One problem is that neither experimental measurements nor
the theoretical description of the spectroscopy have been suf-
ficiently detailed to permit quantitative comparison of ex-
periment and theory.

Recent progress in both the experimental and theoretical
understanding of molecular aggregates such as pseudoiso-
cyanine dye J aggregates10–12 and the biological light-
harvesting complex13–19 �LHC� has resulted in new insights
into the mechanisms of exciton delocalization and dynamics.
Unfortunately, transferring these insights to organic molecu-
lar crystals is not completely straightforward for several rea-
sons. First, there exist several experimental challenges. J ag-
gregates and LHC’s suspended in aqueous solution are
randomly oriented and much smaller than the wavelength of
the exciting light. Thus all the standard spectroscopic tools
used to study molecules in dilute solutions may be applied to
these aggregate systems as well. Macroscopic molecular
crystals, on the other hand, are prone to artifacts such as
self-absorption, waveguiding, and polariton effects that make
the measurement of even simple quantities such as the ab-
sorption spectrum challenging. A recent example of this is
the wide range of literature values for the true magnitude of
the Davydov splitting in crystalline �-sexithiophene.20 In ad-
dition to optical artifacts, molecular crystals are also plagued
by the presence of defect, surface states, and impurity mol-
ecules. The ability of excitons to rapidly diffuse through the
crystal can lead to trapping, and the steady state lumines-
cence may reflect the characteristics of these trap states as
well as that of the initially created singlet exciton. Lastly, the
practical challenges of doing spectroscopic measurements on
molecular crystal systems are complemented by conceptual
challenges in the interpretation of the spectra. Most models
of the exciton structure in J aggregate and LHC systems
assume a set of coupled two-level systems, with the inter-
and intramolecular vibrations treated as a stochastic bath or
similar line-broadening function.19,21–25 In porphyrin and
pseudoisocyanine aggregates, this approach may be justified
by the absence of clear vibronic progressions in the absorp-
tion and emission spectra. This is not the case for most con-
jugated organic molecular crystals, where the lineshapes usu-
ally reflect the strong influence of intramolecular double
bond motions in the frequency range of 1000–1500 cm−1.
The need to explicitly take the intramolecular vibrations into
account in order to quantitatively model the lineshape has led

to the extension and improvement of previous models for
aggregate lineshapes.26–32 Recent modeling of aggregate
lineshapes in oligothiophene thin films,33,34 oligophenyle-
nevinylene nanocrystals,35 and polyacene samples36 has
achieved good agreement with experimentally measured
lineshapes.

In this paper, we revisit the spectroscopy of the singlet
exciton in solid anthracene. We use a strategy similar to that
employed in previous studies of tetracene and distyrylben-
zene �DSB� aggregate systems.36–38 To avoid experimental
complications such as self-absorption and polariton effects,
we study ultrathin polycrystalline films deposited on trans-
parent substrates. To take the role of trap and defect states
into account, we time resolve the emission in order to sepa-
rate the contribution of the initially excited excitons from
that of later-appearing trap states. Theoretically, we analyze
the temperature-dependent lineshapes in terms of our previ-
ously developed model for herringbone polyacene
crystals.31,36 The results of experiment and theory are quan-
titatively compared at different temperatures. By assuming
that the early-time emission originates from a line defect, of
a type known to be common in anthracene crystals, we ob-
tain good agreement between experiment and theory for the
temperature dependent fluorescence spectral shape. The re-
sults indicate that the emissive exciton in our polycrystalline
films is delocalized over about ten molecules and, like
tetracene,36 exhibits superradiance at low temperatures. In
our samples, the measured decay of the emissive exciton
appears to be determined not solely by the radiative decay,
but by a trapping process that also becomes more rapid as the
temperature is lowered. This more rapid decay is consistent
with accelerated trapping due to an increased delocalization
of the exciton at lower temperatures. These observations sug-
gest that exciton coherence can play an important role in
both radiative and nonradiative decay channels in these
materials.

EXPERIMENTAL

The anthracene thin films were made by evaporating
�1 mg of zone refined anthracene �Aldrich, purity �99%�
onto a clean glass �or fused quartz� substrate using a vacuum
evaporator �Ted Pella Inc., PAC-1� under a vacuum of 3
�10−5 Torr. The thin films were composed of microcrystal-
line aggregate domains ranging in size from 200 nm to
2 �m. In order to avoid self-absorption effects, the amount
of anthracene evaporated was controlled to limit the height
of the anthracene microcrystalline particles to �100 nm,
which results in peak absorption values of �0.1. The raw
absorption spectrum of the thin films is complicated by light
scattering from the microcrystalline particles that compose
the film, and the actual peak absorption decreases by at least
one order of magnitude when the scattering background is
subtracted. The thin films were also characterized by atomic
force microscopy �AFM� using a Novascan ESPM II in tap-
ping mode to confirm the size of the anthracene microcrys-
tals.

Anthracene single crystals were also grown using vapor
sublimation. �10 mg of zone refined anthracene was placed
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in a pyrex tube �2 in. in height and �1 in. in diameter.
Argon was passed through the tube to remove oxygen. The
tube was then sealed and placed in a dark room. The bottom
0.5 in. of the tube was immersed in a silicone oil bath at
�110 °C for the crystals to develop and grow on the cooler
top part of the tube. Single crystals �2 mm in width and
�100 �m thick were produced after several days.

Both the microcrystalline thin film and single crystal
samples were immediately transferred to a Janis ST-100 con-
tinuous flow liquid He cryostat and placed under an inert
medium of argon at atmospheric pressure to avoid photo-
oxidative damage. The atmospheric pressure of argon is also
needed to avoid the rapid sublimation of anthracene crystals
which occurs under vacuum at room temperature. The
samples were characterized by steady state absorption mea-
surements using an Ocean Optics S-2000 UV-VIS spectrom-
eter and by steady state fluorescence and fluorescence exci-
tation measurements using the Spex Fluorolog Tau-3
fluorescence spectrophotometer. The experiments at room
temperature were performed under atmospheric pressure of
argon while experiments at low temperatures were per-
formed under an active vacuum of 10−4−10−5 Torr.

The time resolved fluorescence measurements used fem-
tosecond pulses from a Ti:sapphire oscillator operating at the
repetition rate of 91 MHz whose output was tuned to
750 nm. To study fluorescence dynamics at times longer than
10 ns after the laser excitation, the repetition rate of the laser
was reduced to 900 kHz using a pulse picker based on a
Pockels Cell �Conoptics, 350-160�. After reducing the repeti-
tion rate to 900 kHz, the 750 nm pulses were compressed
with a prism pair and frequency doubled in a 0.4 mm beta
barium borate crystal.37 The resulting 375 nm pulses were
filtered using a dichroic mirror and delivered to the cryostat
for sample excitation. The fluence of the laser on the sample
was �4 mW /cm2 and varying the power by a factor of 10
did not change the observed dynamics. For detection, a
Hamamatsu C4334 streak camera was used. The streak cam-
era provided both time and wavelength-resolved emission
data, with resolutions of 15 ps and 2.5 nm, respectively.

THEORETICAL

The crystal unit cell of anthracene is shown in Fig. 1�a�.
The transition dipole moment of anthracene is oriented along
the short molecular axis. The herringbone �HB� packing of
the molecules then results in an arrangement of dipoles ori-
ented at an angle of about 60° with respect to their nearest
neighbors, as shown in Fig. 1�b�. Interactions between
closely packed molecules lead to intermolecular exciton
states with spectral lineshapes, oscillator strengths, and dy-
namics significantly different from those of monomeric an-
thracene. The theoretical framework used to describe such
states and their spectroscopic properties is outlined below.

To properly account for the coupling of the first singlet
transition in anthracene with the prominent ring-breathing
mode at approximately 1400 cm−1, we employ the Holstein-
like Hamiltonian28,39

H = �0−0 + D + �
m�,n�

Jm�n��m��	n�� + �0�
n�

bn�
† bn�

+ �0��
n�

�bn�
† + bn���n��	n�� + �2�0, �1�

with 	 set to unity. The first summation term accounts for
resonant energy transfer. The state, �m��, represents a pure
electronic state in which the molecule at m� is excited to the
first �1Bu� singlet state while all other molecules remain in
their electronic ground states. The vector indices m and n
identify the unit cells and � ,� �=1,2� the two translationally
inequivalent molecules within a unit cell. In the gas phase
the 1Ag→1Bu transition frequency in anthracene is �0-0

FIG. 1. �a� Top view of the unit cell of the anthracene crystal along the c
axis. Note the transition dipole moment for the lowest energy excitation lies
in the ab plane, along the short axis of the molecule. �b� Top view of a
two-dimensional aggregate corresponding to the intrinsic crystal structure of
anthracene. �c� Top view of a simplified model of a �001��100� edge dislo-
cation, where the exciton is confined to a linear array of unit cells along the
b axis. Nearest neighbor molecules within the defect experience a coupling
of approximately −242 cm−1, assuming the molecular orientations remain
the same as those in the defect-free in the crystal.

054505-3 Exciton delocalization in anthracene thin films J. Chem. Phys. 128, 054505 �2008�

Downloaded 11 Jul 2008 to 130.207.50.192. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp




26 000 cm−1 which shifts to the red by �D� in the crystal
due to nonresonant intermolecular interactions. The remain-
ing terms in the Hamiltonian represent the vibrational energy
contributions from the symmetric ring-breathing mode with
frequency �0=1400 cm−1, with bn�

† �bn�� the creation �de-
struction� operator for such a vibration on molecule n�. The
third summation term accounts for the shift in the nuclear
potential well minimum by � when the molecule is electroni-
cally excited, a form of linear exciton-phonon coupling. It is
possible to obtain � from ab initio calculations, but it can
more reliably be obtained from modeling the experimental
fluorescence lineshape. In practice, even a calculated �
would have to be scaled to match the experiment. In our
work, the Huang-Rhys factor is set to �2=1.1 in order to
reproduce relative peak intensities found in the monomer
emission spectrum.40

In evaluating the electronic �excitonic� interactions
Jm�n� between anthracene molecules m� and n�, the mo-
lecular transition charge densities corresponding to excitation
along the short axis of anthracene were calculated quantum
mechanically using the semiempirical INDO �Ref. 41�
method coupled with a CCSD �Ref. 42� electron correlation
scheme. The INDO/CCSD excitation energy of the monomer
was computed using a B3LYP/TZVP optimized geometry
�TURBOMOLE V5.8�.43 Molecular transition densities were ex-
panded as atom-centered monopoles, and the electronic cou-
pling was calculated as the atom-atom Coulombic sums be-
tween interacting molecules within the crystal. The
calculated transition dipole moment of �=2.38 D is a slight
underestimation of the measured moment ��exp=2.93 D
�Ref. 44��; therefore, all interactions were scaled by
��exp /��2=1.5. The resulting interactions are nearly identical
to those derived by Schlosser and Philpott.45 Consistent with
their findings, all interactions are well-approximated by point
dipolar interactions with the exception of the interaction be-
tween the two molecules within a single unit cell. A more
detailed discussion of all the couplings in the crystal lattice
will be deferred to a later paper.46 For the purposes of this
paper, the most relevant coupling is between nearest neigh-
bor molecules along the b axis, which is −242 cm−1 as
shown in Fig. 1�c�.

In evaluating aggregate eigenstates and energies we rep-
resent the Hamiltonian �1� in a basis set consisting of one-
and two-particle states.39,47,48 The jth such eigenstate with
energy � j is

�
�j�� = �
n�

�
ṽ

cn�,ṽ
�j� �n�, ṽ� + �

n�,m�
�
ṽ,v�

cn�,ṽ;m�,v�
�j�

��n�, ṽ;m�,v�� . �2�

Here �n� , ṽ� is a single-particle vibronic state where the mol-
ecule at n� is electronically excited with ṽ�=0,1 ,2 , . . . � vi-
brational quanta in the �shifted� excited state nuclear poten-
tial. The vibronic/vibrational pair state �two-particle state�
�n� , ṽ ;m� ,v�� consists of a vibronic excitation at n� and a
pure vibrational excitation at m� with v� �=1,2 , . . . � quanta
in the ground state �unshifted� nuclear potential.

As the first singlet in anthracene lies within the weak
electronic coupling �alias strong exciton-phonon �EP� cou-

pling� regime, the absorption is well approximated by tran-
sitions to vibronic bands characterized by a given number of
excited state vibrational quanta. Furthermore, since the vi-
bronic excitons with the largest oscillator strengths within a
given band are primarily delocalized single-particle states we
need only retain the single-particle components of the wave
function �2� in describing absorption. �Such an approxima-
tion is not appropriate for emission, where sideband intensi-
ties depend also on two-particle contributions.30,39� Assum-
ing periodic boundary conditions, there are two vibronic
states in each band—the so called Davydov components—
which carry oscillator strength. Optical selection rules dictate
that they have wave vector k=0. The two states derive from
symmetric ��� and antisymmetric ��� combinations of exci-
tations on the two molecules within the unit cell and can
therefore be expanded in symmetrized vibronic excitations

�
��k = 0, ṽ�� =
1

�2Ncell
�
n

��n1, ṽ� � �n2, ṽ�� . �3�

The � ��� combination is symmetric �antisymmetric� with
respect to a twofold screw rotation along the b direction and
therefore has au�bu� character. Moreover, au states are polar-
ized along the b axis, while bu states are polarized perpen-
dicular to the b axis. Due to interband interactions like-
symmetry states in Eq. �3� are mixed. To evaluate the mixing
coefficients and eigenenergies, the Hamiltonian �1� is repre-
sented in the basis set �3� and diagonalized. Our approach
reproduces the salient features of the electronic states in
crystalline anthracene. The energetic separation between the
two Davydov components in the ṽ=0 band converges to ap-
proximately 185 cm−1 in a 100�100 cell aggregate. �As
shown by Schlosser and Philpott, interactions between di-
poles in differing HB planes do not significantly contribute
to the dipole sum for excitation normal to the HB plane.45�
Our calculated Davydov splitting is in good agreement with
experimental measurements of 190 cm−1 �Ref. 49� and
210 cm−1 �Ref. 50� for excitation normal to the ab plane.
Moreover, the lower �upper� Davydov components are b-
�ac� polarized with the b /ac polarization ratio of about 5,
also in good agreement with the measured value.49,50

The �-polarized emission spectrum S��� ;T� at tempera-
ture T is evaluated by averaging over emission from all ther-
mally excited states. With the jth state having transition fre-
quency � j, the emission spectrum becomes

S���;T� = �em
−3 �

vt=0,1,2,. . .
	Ij;�

0−vt�� j − vt�0�3

�We�� − � j + vt�0��T, �4�

where �=a� ,b ,c �with a��b ,c� and �em is the emission
frequency for the lowest energy state �j=1�. The thermal
average in Eq. �4� is denoted by 	¯�T. For a j-dependent
quantity, say, gj, the thermal average is given by

	gj�T =
1

Z�T��j

gje
−	��j−�em�/kT, �5�

with the partition function defined as, Z�T�
�� jexp�−	�� j −�em� /kT�. In Eq. �4�, Ij;�

0-vt is the �dimension-
less� �-polarized transition strength for all photons originat-
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ing from the jth excited state and terminating on the ground
electronic state with vt total vibrational quanta

Ij;�
0−vt =

1

�2 �

vn�

��	
�j���̂��
n

�gn,vn��2. �6�

In Eq. �6� �̂� is the � component of the aggregate transition
dipole moment operator. The sum is over all terminal states,
�n�gn ,vn�, where all molecules are in their electronic ground
states but with a distribution 
vn� of vibrational excitations.
The prime on the summation indicates that the vibrational
distribution is constrained so that the total number of quanta
is vt��nvn. We note that the vibrational quanta pertain to
the ground �unshifted� nuclear potential. The jth thermally
excited state therefore contributes a vibronic progression
with peak frequencies at � j −vt�0. Finally, We��� in Eq. �4�
is a Gaussian lineshape function with a width adjusted to
reproduce the experimental spectral broadening. Note that
Eq. �4� does not account for temperature-dependent homoge-
neous line broadening, as may occur through enhanced
exciton-lattice phonon scattering, for example.

RESULTS AND DISCUSSION

In order to make ultrathin films of anthracene, we relied
on vacuum evaporation onto cleaned glass substrates. This
process does not lead to uniform films but instead results in
submicron islands that are uniformly distributed over the
substrate. An AFM image of a film used in our spectroscopy
experiments is shown in Fig. 2. The presence of the islands
leads to a wavelength-dependent scattering background in a
standard absorption measurement. Absorption measurements
confirmed that the peak optical absorbance of our samples
was less than 0.1 even before removal of the scattering back-
ground. Fluorescence excitation spectra are less sensitive to
scattering and thus provide a better representation of the true
absorption spectrum of the anthracene aggregates. The exci-
tation spectrum is shown in Fig. 3 for both room temperature
and 80 K. Other than a slight sharpening of the vibronic
peaks at 80 K, the two spectra are identical. Note that unlike
tetracene, there is no clear Davydov splitting in the anthra-
cene absorption. The Davydov splitting in anthracene is es-

timated to be �200 cm−1,49–52 as opposed to �600 cm−1 for
tetracene,7 and this small splitting is swamped by the broad-
ening of the spectrum due to both homogeneous and inho-
mogeneous contributions to the linewidth. Finally, the low
coverage of anthracene, with islands on the order of the
wavelength of light or smaller, prevents the formation of
polaritons in these samples, which would complicate the in-
terpretation of the optical spectra.53–55

While the absorption lineshape is largely temperature in-
dependent, the steady state fluorescence spectrum changes
significantly as the temperature is lowered. Previous work
has shown how the temperature dependence of the fluores-
cence can provide valuable information about the Frenkel
exciton delocalization in organic solids.35,36 But in order to
ensure that the measured spectra accurately reflect the intrin-
sic molecular species in solid anthracene, we must address
the issue of self-absorption, which is known to distort both
the spectral shape and decay of anthracene
luminescence.56–58 Figure 4 shows the measured room tem-
perature fluorescence spectra for three different samples: a
single crystal that is �0.5 mm thick, an evaporated film that
is �1 �m thick with a maximum absorbance of 2.0, and an
ultrathin film that is less than 0.1 �m thick with a maximum
absorbance of �0.04. The ultrathin film thickness is chosen
to be sufficiently thin that even sparser films, with lower

FIG. 2. AFM image of a thin evaporated film with submicron islands dis-
tributed over the substrate.

FIG. 3. �Color online� Steady state fluorescence excitation spectra ��em

=440 nm� of an anthracene microcrystalline thin film at 296 K �solid line�
and 80 K �long dash line�.

FIG. 4. �Color online� Normalized room temperature �296 K� steady state
fluorescence spectra of an anthracene single crystal �short dash line�, the
fluorescence of a thick evaporated film with a maximum outside diameter
�O.D.��2 �long dash line� and the emission of a thin film with maximum
O.D.�0.04 �solid line�. All spectra have been normalized to match the
single crystal spectrum at 440 nm.
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absorption values, still give the same fluorescence lineshape.
All three spectra exhibit the expected vibronic progression,
and all three have variously been reported in the literature as
the luminescence spectrum of solid anthracene.56 In most
measurements, the high energy side of the luminescence is
strongly attenuated by self-absorption, and the true shape of
the vibronic spectrum is obscured. We found experimentally
that only at peak absorbances of 0.1 and lower did the spec-
tral shape of the fluorescence cease to depend on film thick-
ness. Spectra similar to our ultrathin film spectrum have been
reported for anthracene microcrystals immersed in a high
refractive index fluid,59 and for microcrystalline film spectra
which have been carefully corrected for reabsorption.56 In
Fig. 5, we show the normalized steady state fluorescence
data from an ultrathin sample at 296, 80, and also 10 K,
which can be compared with the excitation data in Fig. 3.
The high energy peak, no longer attenuated by self-
absorption, grows by 70% in height, while the low energy
wing is diminished. The dramatic shape change in the emis-
sion is in stark contrast to the negligible change in the ab-
sorption spectrum.

The problem with analyzing the steady state lumines-
cence by itself is that it usually contains contributions from
multiple types of species. In previous work on molecular
crystal systems,36,37 we observed nonexponential fluores-
cence decays, with spectra that changed depending on the
detection window. This is also observed in our anthracene
films. In a separate series of experiments, using streak cam-
era detection in conjunction with a liquid helium cryostat, we
have measured the time- and wavelength-resolved lumines-
cence of anthracene films at temperatures ranging from
10 to 295 K. At all temperatures, the emission lineshape
changes over the course of nanoseconds. In Fig. 6, we show
this behavior for three temperatures: 10, 80, and 295 K. At
all three temperatures, the initial 0–200 ps spectrum is a
blueshifted vibronic progression with a dominant peak at
398 nm. In the 7–9 ns window, the 295 K spectrum is
largely unchanged, while the lower temperature 7–9 ns
spectra are clearly redshifted and have different shapes. In
order to analyze this data, and to resolve the individual com-
ponent spectra, we require a model for the excited state that
takes into account contributions from at least two different
electronic species.

For the data at lower temperatures, we use an approach
developed previously to analyze experiments in DSB.37 The
simplest possible model to describe the fluorescence decay
dynamics is outlined in Fig. 7. State 1 corresponds to the

FIG. 5. �Color online� The normalized steady state fluorescence spectra
��exc=360 nm� of anthracene microcrystalline thin films at 296 K �long
dash line�, 80 K �short dash line�, and 10 K �solid line�.

FIG. 6. Normalized fluorescence spectra at �a� 296 K, �b� 80 K, and �c�
10 K for time delays of 0–200 ps after laser excitation �solid line� and
7–9 ns after laser excitation �short dash line�.

FIG. 7. Energy level diagram for analysis of the experimental data. Level 1
corresponds to the intrinsic exciton, whereas level 2 represents lower energy
defect states.
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exciton that emits at early times, while state 2 corresponds to
a lower energy trap state whose emission grows in at later
times. The states decay to the ground state with rates k1 and
k2, and population can also be transferred �irreversibly� from
state 1 to state 2 with rate �. This model leads to the two
coupled differential equations

dN1

dt
= − �k1 + ��N1, �7�

dN2

dt
= �N1 − k2N2. �8�

To model the time-dependent emission spectrum we define
the emission spectra of levels 1 and 2 to be F1��� and F2���,
respectively. The measured fluorescence signal Ftot�� , t� will
be the sum of the contributions from levels 1 and 2,

Ftot��,t� = N1�t�F1��� + N2�t�F2��� �9�

or more explicitly,

Ftot��,t� = N1
0e−�k1+��tF1��� + �−

N1
0�

�k1 + �� − k2
e−�k1+��t

+ �N2
0 +

N1
0�

�k1 + �� − k2
�e−k2t�F2��� , �10�

where N1
0=N1�t=0� and N2

0=N2�t=0�. When t=0,

Ftot��,t = 0� = N1
0F1��� + N2

0F2��� . �11�

In order to fit the data, we begin by assuming N2
0=0, which

makes Eq. �11� Ftot�� , t=0�=N1
0F1���. In this case, every ex-

citon is initially in state 1 and no population exists in 2. Thus
we take the initial spectrum as F1���, the spectrum of state 1
and the longer time spectrum as F2���. Experimentally,
F1��� is taken from the spectrum integrated in the 0–200 ps
time window. F2��� is taken from the spectrum integrated in
the 5–9 ns time window. Ideally, we would now be able to
fit the data at all times and wavelengths by varying the ki-
netic parameters k1, �, and k2. Unfortunately, we found that
we needed a value of N2

0�0 in order to reproduce the data.
Typically, N2

0�0.12N1
0 at all temperatures. In principle we

should iteratively vary the parameters N2
0, k1, �, and k2 to

generate new F1��� and F2��� profiles. In practice, it is
doubtful that the simplistic three-state model in Fig. 7 justi-
fies this type of extensive effort, and such refinements would
only result in at most 10% changes in the spectral ampli-
tudes.

Taking the measured short �0–200 ps� and long
�5–9 ns� emission spectra to represent those of states 1 and
2, respectively, we can perform a global fit of our fluores-
cence decay data. In this fit, k1, �, k2, and N2

0, the relative
amount of population directly excited into state 2, are vari-
able parameters. Using this simple model for the excited
state dynamics, we can reproduce the observed time- and
wavelength-resolved dynamics of the anthracene emission
reasonably well. Table I gives the kinetic parameters ob-
tained in this way. An example of how our model fits the data
is given in Fig. 8, where the time-dependent signals at two
different wavelengths, 400 and 600 nm, are compared to the

signals calculated using the model parameters summarized in
Table I. Both the rapid decay of the blue component and the
growth and slower decay of the red component are reason-
ably well described by the model.

In Fig. 9, we plot the temperature dependence of the
parameters in our model. The total decay rate of state 1,
described by k1+�, is strongly temperature dependent, and
in a nonintuitive way—the decay becomes more rapid as the
temperature decreases. Figure 9�a� shows that k1+� in-
creases by a factor of �5 in going from 295 to 10 K. A
similar temperature dependence of fluorescence decay rate
has been observed previously for crystalline anthracene
samples, although the absolute value of the decay time varies
significantly.60–62 Table I gives both the k1+� and � fit pa-
rameters, with most of the uncertainty coming from �, which
is obtained by analyzing the growth of the noisier low energy
part of the spectrum shown in Fig. 8. Nevertheless, it is clear
that both rates increase with decreasing temperature. k2 and
the relative weighting of N2

0, plotted in Figs. 9�b� and 9�c�,
show almost no temperature dependence over the same
range. Our data show that while the spectrum and decay of
state 1 undergo dramatic changes with temperature, only the
spectral shape of the lower energy state 2 is temperature
dependent, while its lifetime and excitation probability do
not change appreciably.

The next question concerns the identity of states 1 and 2.
The simplest assumption would be that state 1 arises from a
two-dimensional �2D� aggregate like the one pictured in Fig.
1�b�, which is intrinsic to the ideal structure of the anthra-
cene crystal. It is well known, however, that crystal defects

TABLE I. Kinetic values for the model in Fig. 7 obtained from modeling the
experimental fluorescence decays. na� not applicable; only a single decay
component could be resolved at 295 K.

Temperature �K� k1+� �ns−1� k2 �ns−1� � �ns−1�

10 1.26�0.17 0.23�0.03 0.87�0.15
25 1.19�0.15 0.21�0.03 0.70�0.14
80 0.96�0.07 0.20�0.03 0.43�0.09

150 0.72�0.05 0.21�0.03 0.43�0.07
295 0.25�0.04 na na

FIG. 8. �Color online� Time evolution of the normalized emission from state
1 measured at 400 nm ��� and state 2 measured at 600 nm ��� at 80 K. The
red and green lines are the fits to the 1 and 2 emissions, respectively, using
the decay rate constants k1, �, and k2, and an adjustable parameter N2

0, which
is the initial population in state 2 created by the excitation pulse.
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can play an important role in both the absorption63 and lu-
minescence of anthracene single crystals.64–72 The literature
contains many examples of shallow dislocation defects as
well as deeper stacking faults.73 Evaporated polycrystalline
films are likely to contain a high concentration of such
defects.74 Our suspicion that defects play a decisive role in
the observed emission is heightened by the fact that the line-
widths in our emission spectra are on the order of 200 cm−1

even at 10 K. This linewidth is a factor of 5 greater than
what has been observed for single crystal fluorescence,64,66

although in those samples self-absorption prevented a quan-
titative analysis of the relative intensities of the vibronic
lines, as done in this paper. The increased vibronic linewidth
in anthracene crystals has been attributed to coupling to
defects.75 In addition, after extensive theoretical analysis,
which will be detailed in a subsequent paper,46 it became
clear that the 2D aggregate could not give rise to the ob-

served temperature dependence of the spectrum. In order to
describe the emission we have to consider the existence of
structural defects, which serve to dimensionally confine the
exciton. Here we focus on one-dimensional aggregates
broadly representative of edge dislocations �“line” defects�.76

For one-dimensional �1D� defects we consider a linear array
of unit cells along b, which is a simplified model for the
common �001� �100� edge dislocation which is shown in Fig.
1�c�. Figures 10�a� and 10�b� compares our experimentally
obtained spectra for state 1 at different temperatures with
spectra calculated using a 1�4 array of anthracene unit
cells. Note that the experimental spectra have been corrected
for variations in laser power and coverage but have not been
scaled to match each other. Both the relative areas of the
peak and their change with temperature are well described by

FIG. 9. �a� Temperature dependence of the decay rate of state 1 and the
growth rate of state 2 �trap�. �b� Temperature dependence of the decay rate
of state 2. �c� N2

0 / �N1
0� / ��k1+��−k2��, the relative ratio of the initial popu-

lation in state 2 created by the excitation pulse to that created by trapping of
excitons from state 1.

FIG. 10. �Color online� �a� Experimental and �b� calculated spectra using a
1�4 array of anthracene unit cells as described in the Theoretical section at
296 K �dash-dot-dot line�, 150 K �short dash line�, 80 K �long dash line�,
and 10 K �solid line�. �c� The temperature dependence of the ratio of the 0-0
to 0-1 peak areas for the data ��� and the theoretical model ���.
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the 1�4 domain model. Figure 10�c� compares the tempera-
ture dependence of the ratio of the 0-0 to 0-1 peak areas for
both the data and the theoretical model, showing reasonable
agreement between them, especially after a slight offset in
the calculated points is taken into account �see below�.

In prior work we have emphasized a fundamental differ-
ence between the 0-0 �origin� and sideband emissions �0-1,
0-2,…� in HB aggregates of OPVn and OTn.30,31,39,77 Briefly,
the former is responsive to the exciton coherence volume
while the latter is not. Hence, the 0-0 to 0-1 intensity ratio is
a simple measure of the exciton coherence number, once
self-absorption, index changes, etc., have been accounted for.
The level structure of the b-directed defect in Fig. 1�c� can
be understood in terms of two weakly interacting subaggre-
gates, where molecules within each subaggregate are trans-
lationally equivalent. Such subaggregates are J aggregates
because of the strong and negative coupling �−242 cm−1 for
nearest neighbors� placing the optically allowed �k=0� state
at the exciton band bottom. The two lowest energy states of
the combined aggregate are in fact the two Davydov compo-
nents with the b-polarized lower Davydov component pos-
sessing roughly 5 times the oscillator strength as the upper
�ac-polarized� component. The lowest energy state is denoted
as �emb� with energy �emb

.
The dependence of the emission spectrum of linear “de-

fect” aggregates on the number of chromophores N and tem-
perature T is most easily appreciated in the limit of large N
so that end effects are negligible, or for finite N if periodic
boundary conditions are invoked. In this case the �dominant�
b-polarized 0-0 intensity from Eq. �4� simplifies to

Sb�� = �emb
;T� = 	Ib

0-0�TWe�� − �emb
� , �12�

where the thermally averaged 0-0 line strength is

	Ib
0-0�T = �	
�emb���̂b�G��2/Z�T��2. �13�

Inserting the wave function from Eq. �2� into Eq. �13� results
in a simple form for the b-polarized 0-0 line strength30,39

	Ib
0-0�T = Z�T�−1NF��b/�2� , �14�

where F is a generalized Franck-Condon factor ranging from
exp�−�2� in the strong EP coupling limit to unity in the weak
EP coupling limit, and �b is the component of the molecular
dipole moment along the b axis �for anthracene our calcula-
tions predict ��b /��=0.90�. Equation �14� shows that the line
strength of the 0-0 transition is coherently enhanced by a
factor of N at low temperatures such that the partition func-
tion remains near unity. Furthermore, 	Ib

0-0�T decreases mono-
tonically with increasing temperature as Z�T� increases.
Physically this reflects the fact that thermally excited exci-
tons with nonzero k cannot contribute to 0-0 emission by
virtue of the �k=0 optical selection rule. In the high tem-
perature limit the dependence of the 0-0 emission strength on
N is lost, and the factor of N /Z in Eq. �14� is replaced by the
thermal coherence size NT. As shown previously,31 I0-0 in Eq.
�14� reduces to NTF��b /�2� in a square HB lattice, where the
thermal coherence number is NT=1+4��c /kT and �c is the
scaled curvature at the band bottom.

By contrast, the replica line strengths �I0-1 , I0-2 , . . . � are
insensitive to the exciton coherence size N, as well as tem-
perature, as was shown in detail for DSB and OTn
aggregates.30,31,39 The sideband transitions are not limited by
the �k=0 selection rule since termination on any number of
ground state phonons can satisfy momentum conservation.
Hence, in contrast to the 0-0 peak, sideband intensities are
practically independent of temperature, with the exception of
a small blueshift due to emission from thermally excited
states.

The temperature dependence discussed in the preceding
paragraphs is seen clearly in both the measured early-time
spectra in Fig. 10�a� as well as the calculated spectra in Fig.
10�b�. based on an aggregate with N=8 molecules. Although
not shown, larger aggregates differ only in an enhanced 0-0
peak at lower temperatures, reflecting an increased coherence
number N. The value of N which best captures the enhanced
0-0 peak intensity at low temperature is approximately 10. At
the highest temperature, the calculated 0-0 intensity, al-
though practically independent of N, remains almost twice as
intense as the first sideband in contrast to experiment, where
the ratio is closer to 1. This is what gives rise to the offset
seen for the calculated points in Fig. 10�c�. We believe the
discrepancy is due to additional disorder within the linear
aggregates not accounted for in the model. Such disorder
also serves to define a coherence number Ncoh which is likely
to be much smaller than the actual number of molecules �N�
in the defect. We expect the relation �14� to approximately
hold with N replaced by Ncoh, where Ncoh is approximately
10.

The trend in relative quantum yield of the state 1 fluo-
rescence is also well reproduced by calculations based on the
1�4 aggregate. Figure 11 shows the relative yield of fluo-
rescence, taken as being proportional to the integrated fluo-
rescence within the short time window �0–200 ps� as a func-
tion of temperature. The general relation between these two
quantities can be derived simply. Assuming that state 1, with
an initial population Nex�0�, decays through both radiative
�krad� and nonradiative �knr� mechanisms, we have

FIG. 11. The integrated fluorescence intensity ratio, taken within the short
time window �0–200 ps�, as a function of temperature for the data ��� and
the theoretical model ���. This quantity should reflect the radiative rate, as
outlined in Eq. �17�. Note that experimental points at room temperature are
both 1.0, so only the theoretical point is shown.
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S�t� � kradNex�0�exp�− �krad + knr�t� , �15�

where S�t� is the detected number of photons. If we integrate
the signal over a period �, we find

�
0

�

dtS�t� � kradNex�0�
1 − exp�− �krad + knr���

krad + knr
. �16�

If � is very short, such that �krad+knr���1, then we have

�
0

�

dtS�t� � kradNex�0�� . �17�

Thus the integrated fluorescence intensity at very short times
depends only on krad, assuming that Nex�0� and � remain
constant with temperature. We chose �=200 ps. The inte-
grated fluorescence signals and those from the 1�4 calcula-
tions are scaled to unity at T�295 K and plotted in Fig. 11.
In both cases, the increase in the early time fluorescence,
which parallels krad, is due to the increased exciton coherence
length at lower temperatures and is commonly referred to as
superradiance. As in our earlier work on tetracene,36 the the-
oretical model quantitatively predicts the temperature depen-
dent behavior of two independent observables: the spectral
shape and the radiative rate.

Although the theoretical model does a good job of pre-
dicting the observed trend in the early-time quantum yield, it
also raises some questions about the absolute magnitudes of
the experimental decay rates. In the simplest picture, k1

=krad and � is a trapping rate that likely depends on sample
morphology and trap density. The radiative lifetime of mo-
nomeric anthracene is 18–20 ns,78 which leads to a mono-
mer radiative decay rate krad

monomer�0.05 ns−1. Given the 1
�4 aggregate model, the radiative rate at the lowest tem-
peratures should be enhanced by almost a factor of 3, with
the calculated krad=0.14 ns−1. At low temperatures, the decay
rate k1 extracted from the values in Table I ranges from
0.40 to 0.50 ns−1 and is larger than the theoretically pre-
dicted krad value. It is possible that even after explicitly tak-
ing the trapping to state 2 into account via �, k1 still contains
contributions from other nonradiative processes. Two obvi-
ous candidates are internal conversion and intersystem cross-
ing, but both types of processes are expected to be thermally
activated, with rates decreasing with temperature. k1 appears
to have the opposite temperature dependence: it increases
from about 0.30 ns−1 at 295 K to 0.40–0.50 ns−1 at low tem-
peratures, and this change is close to the error in the mea-
sured decay values. Another possibility is that the trapping
process is not completely described by �, which only takes
into account trapping to bright states. It is likely that there
exists an appreciable density of dark trap states as well. A
dark state trapping term with a weak temperature dependence
provides a way to increase k1 and retain the superradiant
temperature dependence observed experimentally. A final
question is why the exciton trapping rate, as manifested in
either k1 or �, would exhibit “superradiant” behavior. As
originally pointed out by Mobius and Kuhn,10,79 delocaliza-
tion at lower temperatures increases the spatial extent of the
exciton, which increases its cross section for interacting with
the localized trap sites. Ignoring possible complications due

to temperature dependent trapping probabilities and diffusion
rates, the trapping rate is proportional to the inverse of the
coherence length, just like the radiative rate. This provides a
qualitative explanation for the observed temperature depen-
dence of k1+�, since both the radiative and nonradiative
rates increase linearly with the exciton coherence length.

The picture that emerges is that emission from anthra-
cene nanoaggregates is most likely due to a one-dimensional
structural defect which maintains exciton coherence along
the one-dimensional conduit. Good agreement with experi-
ment is obtained for the b-directed defect aggregates com-
prised of approximately ten molecules which correlate to the
edge dislocations, �001��100�. We emphasize that the coher-
ence number is most likely far smaller than the actual num-
ber of molecules comprising the defect due to additional
sources of disorder—for example, site disorder, which also
act to limit the coherence size of the exciton. Also, other
types of defects with the same type of intermolecular cou-
pling, i.e., J-type aggregates, could give rise to a similar
behavior and cannot be excluded from playing a role in the
luminescence. A separate question is whether our assumption
that only a single intramolecular vibrational mode dominates
the spectroscopy is accurate. We have recently shown that
low frequency mode progressions can be suppressed by ex-
citonic coupling in oligothiophenes.34 Since the single mode
theory also does a good job describing the spectroscopy ex-
periments in the current paper, similar considerations are ex-
pected to apply to anthracene. Perhaps the most interesting
question raised by this work is the fate of the intrinsic exci-
ton of defect-free anthracene, which should reside in the 2D
aggregates in Fig. 1�b�. This state may be very shortlived due
to defect trapping, and it may be possible that examination of
our films with higher time resolution could capture the decay
of an even more blueshifted species that reflects the directly
excited 2D exciton state.

CONCLUSION

In this work, we have investigated the electronic states
that give rise to the spectroscopic behavior of solid anthra-
cene. To accomplish this, we have used a combination of
experimental techniques. In order to avoid the distorting ef-
fects of self-absorption, we studied ultrathin evaporated
films. In order to isolate the contributions of different emit-
ting states, we used a streak camera to detect the time- and
wavelength-resolved fluorescence. The temperature depen-
dent changes observed in the spectrum and quantum yield of
the exciton are quantitatively reproduced using a model that
assumes the thin film emission is dominated by linear defect
aggregates �dislocations� containing approximately ten
monomers. Within these domains, the exciton’s coherence
length steadily increases as the temperature drops, until it
reaches the limits of the domain, whereupon it saturates and
remains constant as the temperature is lowered further. Our
results show that the spectroscopy of polyacene solids can be
analyzed to obtain quantitative information about the states
that underlie the interesting electronic properties of these
materials.
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