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Abstract

The dynamic wetting of Cu–Ag binary alloys of different concentrations on rigid Ni surfaces is considered via molecular dynamics.
The statics of wetting are studied with regard to the alloy concentration. The dynamic data (speed v, dynamic contact angle h) are com-
pared to the Molecular-Kinetic model by a fitting procedure. To validate the fittings, the microscopic features of the mechanism are stud-
ied. The main parameter of this model (the equilibrium jump frequency K0) is calculated independently in the simulation. The two values,
fitted and measured, are compatible, which extends the validity of the MKT theory for alloys. We also observe in our simulations
Marangoni effects and Ag demixing in the formation of an adsorbed layer. Our results also seem to indicate that there is an optimum
Cu–Ag binary alloy concentration for increasing the speed of wetting.
� 2010 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

The study of dynamic wetting at high temperature is a
relatively new field because the often aggressive experimen-
tal conditions (atmosphere control, equilibration, reaction,
etc.) make it difficult to analyze spreading with high resolu-
tion and control [1]. Under these reactive conditions, the
atomic mechanisms are not fully understood and the mod-
els usually developed for high temperature are empirical
continuum models that make approximations at the con-
tact line region [2–4].

Models of dynamic wetting that take into account the
microscopic features of the interfaces exist but are associ-
ated with nonreactive surfaces; therefore drawing compar-
isons with a reactive system is not straightforward.
Developing a fully predictive theory able to describe, up
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to an atomic resolution, the dynamic wetting of liquids at
high temperature is a challenge. On an experimental level,
progress has been made with the use of drop-transfer, dos-
ing setups and high-speed imaging that allow the observa-
tion, with good resolution, of the first instants of the
spontaneous spreading process under nonreactive condi-
tions, which occurs in less than 20 ms for noble metals
on Mo surfaces [1,5–8].

On a par with these novel experiments, molecular
dynamics (MD) computer simulations are a very powerful
tool for describing atomic mechanisms since the atomic tra-
jectories are resolved in real time. MD simulations of non-
reactive wetting of Ag, Cu and Au on nonreactive
substrates in a sessile drop configuration [9,10] have been
performed by the authors and indicate that the Molecu-
lar-Kinetic model of Blake [11,12] is a good candidate
for predicting the dynamic spreading data obtained
from experiments [5,13] of metals on Mo. In Ref. [6], it
was observed in the simulation that Cu and Ag behaved
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differently on fixed Ni lattices, with Ag liquids more prone
to form an advancing monolayer ahead of the contact line
with a partially wetted drop.

In this study, the Molecular-Kinetic Theory (MKT) is
validated by simulations of Ag–Cu alloys of different com-
positions on Ni and the predictive power of this model is
used to detail the effect of concentration on different
parameters, such as the triple-line friction (or controlling
atomic jump frequency). Alloys are widely used in the
industry because they often have a low cost/effectiveness
ratio, the properties can be optimized and, in the case of
brazing or soldering, they may exhibit low liquidus temper-
atures. The melting temperature of the eutectic Ag–Cu sys-
tem is lower than the temperatures of the separate
constituents, making it attractive for brazing and soldering;
it is also the base of the very popular Ag–Cu–Ti alloy used
for brazing ceramics.

Simulations of Ag–Cu binary liquids have been per-
formed by Webb et al. [14] with MD (where the wetting
kinetics of the alloys was studied in reactive and nonreac-
tive cases on top of Cu substrates). Usually, alloys are stud-
ied under situations where liquid/solid mixing is allowed
and dissolution kinetics dictates the speed of the wetting
front [15–18]. Here, the spreading Ag–Cu drops is consid-
ered with fixed Ni substrates, to mimic a nonreactive sys-
tem. A study of nonreactive wetting of alloys may be a
step back from previously published material but it permits
direct comparison of the dynamic contact angle relaxation
vs. well validated predictive models such as the MKT
model. Dissolution is avoided and the effect of the compo-
sition of a binary liquid on the speed of the wetting front
and contact angle relaxation is examined with MD. Practi-
cally, it has been shown in experiments that even in soluble
systems there are situations in which spreading can be so
fast that the initial stages are nonreactive, i.e. the liquid
front still advances on a flat-unreacted substrate [1,8,19].

2. The model

2.1. The MKT

The MKT of wetting [11,12] describes the dynamic wet-
ting process via the introduction of equilibrium parame-
ters. In this description, spreading is analyzed using
reaction rate theory as a complex atomic process with some
critical controlling atomic frequency. The parameters of
the model are the equilibrium contact angle h0 and the con-
trolling frequencies K0 of jumps of the liquid atoms, the
amplitude of which is k.

It permits the speed v of the triple junction to be related
to the dynamic contact angle as follows:

v ¼ 2K0k sinh
clv

2nkBT
cos h0 � cos hDð Þ

� �
ð1Þ

where n is the density of adsorption sites on the surface, kB

is Boltzmann’s constant and hD represents the dynamic
contact angle.
Eq. (1) can then be linearized [20] as Eq. (2) if the argu-
ment of the sinh(.) function becomes small and the
unknown parameters K0, k and n can be coupled into a sin-
gle parameter named the triple-line friction f0, defined as
f0 ¼ nkBT

K0k
so that:

v ¼ clv

f0

cos h0 � coshDð Þ ð2Þ

This derivation is more convenient in the sense that it
leads to a single unknown parameter but the fitting cannot
be applied to very high speeds where the general MKT is
more prevalent (Eq. (1)). The surface tension is usually
assumed to be a constant of the liquid, which is not the case
with varying atomic content. Thus fittings were made by
coupling the surface tension clv (further replaced by the
notation c) with the friction as a single parameter.

2.2. The system studied and the simulation parameters

We use the code LAMMPS from Sandia National Labs
[21,22]. The simulations consist initially of randomly dis-
tributed Cu–Ag face-centered cubic (fcc) crystals with Cu
contents of 0.25, 0.5 and 0.75. The Cu–Ag alloy is com-
posed of 32,000 atoms modeled with the embedded-atom
method (EAM) many-body potentials [23,24]. The crystal
is equilibrated and melted for 50 ps at 1400 K and then
shifted upon a fixed Ni lattice of 3.52 Å before spreading.
The substrate is purposely fixed to mimic a nonreactive sys-
tem. This methodology has been used by the authors in
other simulations of pure Ag, Au and Cu on the same sub-
strate [9,10].

The authors have demonstrated in previous simulations
that the sessile drop simulations do not permit to yield
strict equilibrium conditions in terms of flow [9]. Thus, to
measure the different parameters, an equilibrium system
comprising a liquid column of 9000 alloy atoms with peri-
odic boundary conditions on top of a fixed Ni substrate of
4093 atoms is employed (called liquid reservoir
simulations).

The timestep is 1 fs and configurations were saved every
0.01 ns or 0.001 ns. The atomic velocities were rescaled to
account for a temperature of 1400 K in the liquid every
10 fs. Because the substrate was fixed, i.e. the forces calcu-
lated on the solid atoms were zero, the temperature rescal-
ing only accounted for atoms in the Cu–Ag drop.

3. Results

3.1. Equilibrium contact angles and base radius

To measure the spreading data, we evaluate the contact
angle and base radius of the drops by exploiting the spheri-
cal geometry and fitting the drop to a circular-type shape
[20,25–27]. To perform this, we divide the simulation
domain into boxes of fixed size and the density is calculated.
Whenever the density inside a box exceeds a threshold value
for the liquid atoms, we have a point corresponding to the
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liquid/vacuum interface. These points are then fitted to a
circular profile.

For the different concentrations considered, the data are
presented in Fig. 1.

Fig. 1 evidences the fact that the dynamic growth of the
base radius is non-monotonous with respect to the atomic
content in volume, in other words an optimum can be
potentially investigated in the wetting speed.

3.2. Dynamics of wetting

To obtain the contact line speed from the R(t) curve, we
use as usual [5,9,10] a set of ratios of polynomials fittings
(in the form R ¼ p0þp1tþp2t2þ...þpntn

1þp0
1
tþp0

2
t2þ...þp0ntn ) to determine the speed

(by direct derivation), the error bars being determined by
the bootstrap method [28] with an error of a few percent
on each individual measurement. The polynomial order is
varied and the best fit is used (in the case of the presented
simulations an order n = 3 was successful, in particular, at
avoiding negative speeds). The best fit is determined by the
consecutive use of a downhill simplex method starting with
a randomly distributed initial parameter and a Levenberg–
Marquardt algorithm with the fitted simplex parameters as
starting points. More details of this method are given in
Seveno et al. [29]. The error bars are also determined by
the bootstrap method.

In the case of the presented fits, once the speed is gener-
ated with the ratio of polynomials, the dynamic data are
fitted to a linear MKT model. The linear model, provided
the dynamics are fitted toward equilibration, provides less
arbitrary parameters, since the jump frequency K0 becomes
coupled with the characteristic jump distance k into the
friction parameter. Furthermore, to allow for varying sur-
face tension, the coupled parameter c/f0 is used as well as
h0. Indeed, the linear fitting has a physical sense when the
regime is close to equilibrium, where the arguments of
the sinh function become small (the range of data was
Fig. 1. Drop radius with the corresponding contact angle, determined by
a circular interpolation, vs. time.
linear when the contact angles were lower than 60–50�,
removing only 20% of the points at the most). Table 1 sum-
marizes the parameters of the fittings and the dynamics are
displayed in Fig. 2. At around even atomic content, the
dynamics presents a sharper slope, resulting in a higher c/

f0 (see Fig. 3).
Plotting the fitted equilibrium contact angle vs. bulk

alloy content (Fig. 4) reveals that, except for pure Ag,
the angle equilibrates at �10–30�. It should be noted that
these contact angles are comparable to the angle formed
by simulations of pure Ag on Cu, as shown by Webb
et al. [14] (�10�), and typical experiments of Ag (13 ± 3�)
and Cu (23 ± 3�) on nonreactive surfaces at 1150 �C [5],
the wedge-shaped region being mostly Ag in content. This
is not surprising as we expect that demixing in the drop (see
below) creates a pure Ag on a fixed Cu layer on top of a
fixed Ni solid, which is distinct from a Cu–Ag alloy on a
fixed Ni surface.

By a fitting procedure, we show that the linear MKT
interpolates the dynamic data quite well. It does not neces-
sarily imply that these parameters have physical meaning.
The triple-line friction, being the result of a collective
atomic movement, is only accessible in experiments via a
fitting procedure. The molecular dynamics tool enables
the fits to be validate using a direct calculation of the
atomic frequencies parameters. Thus, we apply the meth-
ods which were used to measure the jump frequencies K0

on pure nonreactive liquids to the Cu–Ag alloys [9,10].

3.3. Direct calculation of K0

With the molecular dynamics tool, it is relatively easy to
measure directly the jump frequency appearing in the
MKT (related to the friction by the equation K0 ¼ kBT

f0k
3).

From the atomic trajectories, the atoms are followed after
equilibrium vs. time and the displacements are recorded
throughout the liquid. Whenever an atom has travelled a
unit distance k in a layer (which could represent, for exam-
ple, the distance between two adsorption sites on the solid
surface or the distance between two interfacial liquid layers
for perpendicular, or inter-layer, movements, depending on
what is the controlling step), the time for this displacement
is inverted and a frequency is associated with this particular
jump. It has to be noted that the advancement of the con-
tact line is the result of collective atomic behavior; there-
fore k is more an effective parameter that represents the
Table 1
Fitting parameters (c/f0, equilibrium contact angle h0) for the three
different alloy concentrations considered (XCu = 0.25, 0.5 and 0.75).

Liquid c/f0 (m s�1) (error) h0 (�) (error)

Cu0.25Ag0.75 2.02 (1.79) 13.53 (0.11)
Cu0.5Ag0.5 7.71 (1.33) 31.91 (0.55)
Cu0.75Ag0.25 3.64 (1.59) 12.05 (0.18)

A coupled parameter c/f0 is used in the fitting to make no assumptions on
the surface tension.



Fig. 2. The dynamic data is presented with the fitted curves that are made when the regime becomes stationary, toward equilibrium (for Cu0.25 it started
after the angle was below 50� and close to 60� for Ag contents of 50 and 75%). These values are recovered in dissolutive wetting experiments [19]. The
range was determined by a maximization of Rs. The linear zone starts after the arrow on the left; the linear fits that were applied are shown at higher
magnification on the right. Although one could agree that there might be visually different linear portions, the linear fit has meaning when the contact
angle approaches the equilibrium one.

Fig. 3. The parameter c/f0 is displayed vs. the Cu content at the interface.
A maximum occurs at around 50% Cu content.

Fig. 4. Fitted equilibrium contact angle vs. the Cu content of the alloy.
The contact angle is in the range 10–30� for the whole range of alloy
concentration. The error on the contact angle was fixed to 3�. The pure Cu
and Ag point are taken from Refs. [9,10]. The high contact angle for Ag
was possibly caused by geometrical effects at the solid–liquid interface [10].
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typical unit distance for atomic jumps. Our previous work
shows that for liquid metals k is typically of the order of
interatomic distances (0.2–0.3 nm) [1,5,9,10,19].

As for other high-temperature systems, we observed
here a strong ordering of the liquid atoms close to the
solid–liquid interface [10,35]. The atomic frequencies in this
ordered region are very different from those in the bulk
region. A sampling is performed for the different possible
jumps (from layer 1 to layer 2, layer 2 to 3, 3 to 2, etc., with
layer 1 the closer to the solid surface) and each time an
atom has left one layer and reaches the next it is accounted
for in a distribution. These distributions are nearly nor-
mally distributed (because the solid substrate is impenetra-
ble, there is a lack of symmetry in the problem), with an
associated peak as the average and standard deviation as
the error. Out of these distributions, it is assumed that
the smallest calculated frequency will be rate-determining
and characteristic of equilibrium. The authors have used
this method in previous simulations [5] and proved that
the movements from layer 3 to layer 2 were the determining
ones for the dynamics in some liquid metals systems. We
call this frequency k32. Here, we followed all the atoms
without making a distinction of their type (silver or copper)
and accounted for all the atoms that travelled between the
different layers.

From these frequency values, it is straightforward to
estimate the surface tension from the linear fitting parame-
ter c/f0 by imposing a spacing of 0.3 nm which is character-
istic of Cu–Cu, Ag–Ag and Ag–Cu first-neighbor distances
[9,10]. We expect the first few layers to adopt an fcc struc-
ture, and atoms in this structure can be separated by the
lattice distance of Ag or Cu (4.09 and 3.65 Å respectively)
for the second nearest neighbors and

p
2/2 � lattice

distance.
The estimated c are included in Table 2. Note that they

underestimate the reported c for simulations of Cu–Ag but
are well within the physical meaning (reported EAM values



Table 2
Comparison between the two ways to estimate the interfacial surface tension c: calculated directly using the liquid slab
method and estimated from the fitted parameter c/f0.

Calculated c (N m�1) Fitted c (N m�1) with k = 0.3 nm Fitted c (N m�1) with k = 0.1 nm

Cu0.25Ag0.75 0.265 (0.048) 0.121 (0.055) 0.326 (0.041)
Cu0.5Ag0.5 0.353 (0.068) 0.295 (0.144) 0.797 (0.119)
Cu0.75Ag0.25 0.457 (0.04) 0.303 (0.121) 0.818 (0.088)

f0 is calculated by varying the parameter k between 0.1 and 0.3 nm, a distance characteristic of the equilibrium distance
between two metal atoms.
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are 0.6–0.8 N m�1) [30] and simulations are known for
underestimating the surface tension of metals, which are
measured to be, at 1150� C, 1.36 N m�1 for pure Cu [5]
and 0.886 N m�1 for Ag [5]. With LAMMPS, a new series
of calculations were performed to measure c in the simula-
tion by isolating slabs of the alloys in an Number of parti-
cles, Volume and Temperature (NVT)-equilibrated system
by evaluation of the components of the pressure tensor.
The statistics were evaluated in an Number of particles,
Volume and Energy (NVE) system to prevent the thermo-
stat from altering the atomic trajectories. Periodic bound-
ary conditions were employed in the xy direction and the
system size was comparable to the drop systems (simulated
drops were 32,000 in size and slabs of 20,000 atoms were
constructed) to obtain consistent values.

As can be seen, the agreement is good, at least insofar as
the trend is recovered as the surface tension increases line-
arly with increasing Cu content. While these values remain
underestimates of experimental surface tension values [5],
the agreement reinforces the fact that the values calculated
independently from the direct calculations and from the fit
are consistent.

The direct comparison of K0 and c from the calculation
and the fits is presented in Fig. 5. The fitted parameters and
the calculated values overlap, demonstrating that the linear
Fig. 5. Comparison between the fitted parameter and its direct calculation
in the simulation. The open circles represent the measured parameters
while the squares are the fitted values. The calculated f0 is obtained by
fixing k at 0.3 nm, consistent with the interpretation of the model and
previous work by the authors. The error bars are a combination of the
errors in the calculations of c and K0.
MKT model effectively describes the dynamics of spreading
in the vicinity of equilibrium for these simulations. As a
consequence, the dynamic evolution of the contact angle
will only be dictated by equilibrium variables (f0 and h0).
The fitted parameter c/f0 is compared to a “calculated esti-
mated parameter” (c/f0)calc with the calculated friction f0.

3.4. Demixing in the Ag–Cu drops

The validation of the MKT is non-trivial in the case of
alloys. The use of a coupled parameter c/f0 was designed
to avoid imposing the surface tensions as the content can
vary from the surface to the bulk.

All the different alloy compositions showed the same
trend: copper enrichment at the solid–liquid interface, sil-
ver segregation at the surface of the liquid drop and forma-
tion of a silver monolayer ahead of the triple line on the
solid surface. The existence of adsorbed layers on the solid
surface was also observed for pure Ag liquids in other sim-
ulations by the authors [5], as well as in previous studies by
Moon et al. [31] and Hashibon et al. [32,33], these layers
growing by surface diffusion. In all cases, the atomic con-
centration of this layer was close to 1 in Ag.

Another way to characterize the liquid composition at
the interfacial region is to evaluate the degree of Cu enrich-
ment (the extent of this region was determined to be 20 Å
from density calculations) vs. the bulk content of the alloy
vs. time (actually, the liquid is richer in Cu at the core of
the drop, and more Ag is present at the periphery and in
the adsorbed layer on the solid surface). An example of
the change in concentration across the solid/liquid inter-
face is shown in Fig. 7, where the concentration in the
liquid column and the drop is compared. The periodic
boundary conditions designed in the liquid column config-
uration precludes adsorption on the solid–vapor interface
(because of the absence of a free boundary in xy) and
results in a more homogeneous and equilibrated liquid
for the calculation of jump frequencies. In the drop, the
Cu content close to the solid can increase by up to 60%
in the Cu25Ag75 alloy and the Cu distribution equilibrates
faster in the liquid reservoir configuration. In the liquids
richer in copper, the Cu distribution is more stable as the
degree of copper migration is limited (at 75% Cu content
the difference between the bulk and the solid–liquid inter-
face does not vary more than 5%).

Not only does silver separate at the triple junction and
give rise to a monolayer film ahead of the liquid front on



Fig. 6. Snapshot showing demixing in the drop. The Ag atoms (in white) are more concentrated at the external surface and in the first adsorbed layer at
the very last frame of the simulations – at 5000 ps here in the case of the Cu0.75Ag0.25 alloy. The first layer was the first one affected by demixing as the
second and upper layers have the same content as the bulk; therefore size effects are irrelevant. Copper atoms are represented by dark grey atoms.

Fig. 8. Pair correlation functions for different compositions in the first
layer in contact with the solid surface. The figure represents the mapping
of atoms in this layer, showing that adding Cu to pure Ag creates a liquid
structure closer to pure Cu in contact with the solid, meaning that any Cu
in the liquid will be more dense at the contact point with the solid with
which it has better affinity. Pure Ag and Cu pair-correlation functions
were added to the plots for direct comparison.
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the solid surface, but concentration measurements in the
different shells of the droplet revealed that Ag segregates
at the liquid–vapor interface. This again points to the fact
that, due to its lower surface tension, liquid silver is more
likely to segregate at the drop surface (Fig. 6). Yu and
Stroud [34] have shown in MD simulations how a compo-
nent with a lower surface tension will tend to migrate
towards the surface.

In the plane, for the first layer in contact with the solid
surface, the atomic structure change as shown by the corre-
lation function g(r) (in Fig. 8) is noticeable. It seems that,
except for pure silver, the disposition of the atoms at the
interface mimics the Cu solid structure with atoms sepa-
rated by the average Cu–Cu distance. Adding Cu to an
Ag drop will modify the interface, which will become
mostly Cu by migration. This arrangement at the base of
the drop thus seems logical. Ahead of the triple line Ag is
adsorbed on the solid surface, extending in a monolayer.
The presence of an adsorbed layer in front of partially wet-
ted Cu drops on Ta was first shown in simulations by
Hashibon et al. [32,33]. The thermodynamic stability of
this layer has been proven with Density Functional Theory
(DFT) calculations [32]. Benhassine et al. [9,10] also
obtained similar behavior for pure Cu, Ag and Au on fixed
surfaces.

As seen in previous simulations [9], Cu tends to freeze in
contact with a fixed Ni substrate, which could indicate that
Fig. 7. Cu enrichment in the interfacial region with the solid
the formation of the adsorbed layer of pure Ag surface
ahead of the triple junction is more a kinetic effect: silver
diffusion is faster. A possible microscopic interpretation
could be that Ag atoms are more mobile in contact with
vs. time for the liquid reservoir (left) and drop (on right).



Fig. 9. Density profiles of the different alloys (Cu0.25, Cu0.50 and Cu0.75). The decaying parameter of a fitting permits the liquid ordering vs. atomic content
to be characterized. The density profiles take all the atoms into account without any distinction of type (Cu or Ag).
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the surface due to the mismatch between silver and nickel;
they can more easily diffuse away than copper, which is
more strongly attracted by the solid surface and is more
commensurate with the surface adsorption sites [9].

As previously shown [9], the density profiles can charac-
terize the ordering at the interface and highlight a number
of differences between the Cu0.25, Cu0.50 and Cu0.75 alloys.
It is well accepted that liquid metal interfaces present a
strong ordering [9,10,31,35,36]. The overall densities of
Cu and Ag as functions of the distance to the solid–liquid
interface were fitted by a decreasing exponential to charac-
terize the liquid metal ordering, as originally proposed by
Hashibon et al. [35,36]. The decaying parameter 1/j was
plotted vs. copper content (Fig. 9). At an even Cu–Ag con-
tent, a small value of 1/j was obtained that corresponds to
a maximum in c/f0 (Fig. 5). This could indicate that the
liquid is less organized at 50% than for contents of 25%
and 75% copper, and agrees with previous results that show
how, in liquid metal systems, a decrease in interfacial
ordering may trigger a decrease in triple-line friction [10].
Although the error bars are significant and caution must
be used in interpreting the results, it seems that the trend
is recovered, i.e. the ordering seems to reach a minimum
at 50% Cu atomic content.

4. Concluding remarks

The wetting of binary Cu–Ag alloys was simulated with
molecular dynamics. The dynamic behavior of the wetting
process is described well by the linear MKT model with a
coupled parameter c/f0, in agreement with other simula-
tions and experiments of metal/metal wetting at high tem-
perature in a nonreactive regime. The fitted parameters of
the model were calculated from atomic trajectories and
agreement was obtained. An optimum in c/f0 was observed
at 50% Cu atomic content, and this trend was recovered in
the direct calculations. The use of a coupled parameter was
justified because of a dynamic rearrangement of the atomic
content close to the solid, as revealed by the concentration
profiles. The ordering of the liquid was characterized by an
exponential fitting that indicates slightly less organized
interfaces that could account for a better mobility of the
atoms in the liquid in the frame of the MKT.

These results support the idea that the microscopic fea-
tures of the liquid–solid interface play a dominant role on
the macroscopic contact angle and drop advancement, as
was demonstrated for a wide range of metallic liquids in
the nonreactive regime.
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