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Abstract

The ability to compute intra- and inter-molecular interactions provides the opportunity to gain a deeper understanding of previously

intractable problems in biochemistry and biophysics. This review presents three examples in which molecular dynamics calculations were

used to gain insight into the atomic detail underlying important experimental observations. The three examples are the following: (1) Entropic

contribution to rate acceleration that results from conformational constraints imposed on the reactants; (2) Mechanism of force unfolding of a

small protein molecule by the application of a force that separates its N- and C-terminals; and (3) Loss of translational entropy experienced by

small molecules when they bind to proteins.

D 2005 Elsevier B.V. All rights reserved.
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Experimental biophysical studies continue to provide a

wealth of information about the properties of proteins, their

interactions with each other and with small molecules.

Recently, even the behavior of individual molecules has
117 (2005) 239 – 254
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been studied using atomic force microscopes and optical

tweezers. Most of these experiments, however, can benefit

from atomic level interpretation of the results. Molecular

Mechanics/Dynamics calculations can be used to try to gain

insight into the molecular events that give rise to the

experimental observations. This paper reviews three inde-

pendent examples in which calculations of this type can

contribute to our understanding of important molecular

events: (1) reaction rates of small molecule models for

enzyme catalysis, (2) atomic details of single molecule force

unfolding, and (3) entropy contributions critical for predic-

tion of drug binding to proteins.
1. Example 1: entropic contributions to reaction rates

Rates of enzymatic reactions have been interpreted in

terms of entropic and enthalpic contributions to catalysis. The

difficulty in analyzing reaction kinetics lies in how to treat the

transition state, a transient high energy species having

distorted molecular orbital geometries and force constants

only accessible through time consuming quantum-mechan-

ical calculations. Efforts in the past to determine which

factors contribute most to enzymatic reactions have focused

on simpler systems, small molecules undergoing intramo-

lecular reaction [1–6]. In 1960 Bruice and Pandit determined

the rates of cyclization of a series of monoesters of

dicarboxylic acids differing in the number of rotatable bonds

between reactive groups, and in the location and the identity

of geminal substituents placed along the carbon backbone of

the molecules [7,8] (Fig. 1). The data showed an increase in

reaction rate when torsions between reactive groups were

either eliminated or effectively frozen. Substituents placed at

the a- and h-carbons also increased the reaction rate, with the
more bulky substituents having a greater effect. The

interpretation of these data in terms of entropic and enthalpic

contributions, however, has remained a topic of debate.

Lightstone and Buice [1], using stochastic search

methods, estimated the activation enthalpy (DH -) and

entropy (DS -) in this series and found a strong correlation
Fig. 1. The seven compound considered in this study. They are the monophenyl este

gem-diethylglutarate (hGDEG), (D) succinate (SUCC), (E) h-gem-diphenylglutara

D4-tetrahydrophthalate (36ETHP).
between H - and reaction rate but no correlation with S -.

More recently, Armstrong and Amzel [9] carried out

different estimates of S - that showed a strong correlation

with reaction rates. Their results will be reviewed here.

1.1. Methods

In the study by Armstrong and Amzel [9], two methods of

estimating relative activation entropies were employed. They

differed in the way the transition state was treated: as an

ensemble of species restricted to a single ground state

conformational well (Method I), or as a single conformer

(Method II). Both methods discretely sampled the energy

landscape of each compound. The structure of each com-

pound was energy minimized and the dihedrals between the

attacking carboxylate and the ester carbonyl were succes-

sively incremented through 360-. The first and last torsions

were incremented using steps of 10-; the remaining torsions

were incremented using a step size of 20-. After each

increment the energy was minimized, constraining the

torsions at their grid values (adiabatic mapping). (These

calculations were carried out using the program CHARMM

[10,11]). The probability of a conformation is given by:

pi ¼
e�Ei=kT

~i e
�Ei=kT

ð1Þ

where the sum is taken over all points of the energy

landscape. Fig. 2 shows the adiabatic energy surface and

corresponding probability surface for structure 36ETHP

calculated using dielectric constants of 1 and 80.

To calculate the entropy of activation (S -), the Near

Attack Conformation (NAC) was used as a surrogate of the

reaction transition state (TS), since the energetics of the TS

cannot be evaluated using molecular mechanics semiempir-

ical potentials. The NAC concept, central to the calculations

of Lightstone and Bruice [1], is defined as a ground state

conformation having a geometry in which molecular orbitals

are aligned for reaction (within a 30- cone) and are in close

proximity (between 2.8 and 3.2 Å).
rs of (A) glutarate (GLUT), (B) a-gem-dimethylglutarate (aGDMG), (C) h-
te (hGDPG), (F) h-gem-diisopropylglutarate (hGDIG), and (G) 3,6-endoxo-



Fig. 2. The adiabatic energy and probability surfaces for structure 36ETHP. Panels A and C are the result of calculations performed using a gas phase dielectric

constant. A dielectric constant of 80 was used in the calculations resulting in panels B and D.
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In Method I, the activation entropy was considered to be

composed of two parts: the change in entropy associated with

restricting all ground state conformations (state S) to a single

conformer identified as a near-attack conformer (NAC),

DSNAC,S, and the change in vibrational entropy upon

conversion of the NAC to the transition state, DSTS,NAC.

DS- ¼ SNAC;S þ STS;NAC ð2Þ

Since in this series of compounds, all NACs and all TSs

have similar geometries and charge distributions, the

assumption was made that DSTS,NAC is either a constant

or is proportional to DSNAC,S. In either case, any correlation

between the activation entropy and the logarithm of the rate

constant would be observable as a correlation between

DSNAC,S and the logarithm of the rate constant. Therefore,

the quantity DSNAC,S was estimated as

SNAC;S ¼ SNAC � SS ð3Þ

with

SS ¼ � k
X
i

pilnpi ð4Þ

where the sum was carried out over all points of the

energy landscape. These values are obviously not absolute
entropies, but rather entropic terms dependent on the

sampling interval chosen. Thus, to allow a comparison

of DSNAC,S among the structures differing in the number

of rotatable bonds, all sampling intervals were normalized

to 10-.
To calculate SNAC, the energy well comprising the

largest number of conformations having NAC geometry

was used for each compound. Slices through the energy

minimum were taken, allowing one torsion to vary at a

time. For each slice, a quadratic fit to the energy basin

was determined and probabilities were calculated for

points in a grid equivalent to that used for the ground

state. A term Sslice was calculated using Eq. (4) and

summing over the points of the slice. SNAC was then

computed as:

SNAC ¼
X
i

SSlice;i ð5Þ

where the summation was carried out over all slices.

In Method II, the energy landscape was divided into bins

corresponding to canonical conformers. Bin probabilities

were calculated as the sum of the probabilities of all grid

points within each bin. Bins were defined as follows:

Rotations about a bond between two sp3 carbons were

divided into 3 equal parts corresponding to gauche+,

gauche�, and trans rotamers. Rotations about bonds
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Fig. 3. Plots of calculated entropic terms against the logarithm of the

experimentally determined relative rate constants. The top represents

calculations performed using a gas phase dielectric; the bottom represents

calculation performed with constant dielectric of 80. Method I is indicated

by red diamonds; Method II is indicated by black circles.
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between sp2 and sp3 atoms were divided into 6 bins. In this

treatment of the activation entropy the transition state was

modeled as a structure confined to a single rotameric bin,

therefore having a conformational entropy of 0 (ln 1). The

relative activation entropies of the members of the mono-

ester series were then estimated as:

DS
-
Conform: ¼ DSConform:

NAC;S ¼ k
X
i

pilnpi ð6Þ

In this case the summation was not over individual

conformations but rather over all conformers.

1.2. Results and discussion

According to absolute rate theory, reaction rates depend

on the difference in free energy between a low energy

basin (ground state) and the saddle point along the reaction

coordinate (transition state) [12]. These two states are the

only states relevant to the rate of reaction. In the

calculations of Armstrong and Amzel [9], NACs were

used as surrogates of the transition state. Entropies of

activation were estimated by two different methods (Table

1), both employing adiabatic mapping of the energy

landscape. Adiabatic mapping simplifies the computation-

ally intractable problem of computing the energy landscape

by isolating the significant degrees of freedom and

minimizing with respect to the remainder. Low energy

conformations contribute most to the entropy; therefore,

points on the calculated surface represent the conforma-

tions with the specified torsion angles that contribute most

to the entropy.

Method I estimates DSNAC,S, the entropic differences

between all ground state conformers and a single ground

state conformer (NAC) differing in entropy from the

transition state by a value DSTS,NAC assumed to be constant

or proportional to DSNAC,S. In either case, a correlation
Table 1

Experimentally determined relative rates of reaction and calculated entropic value

EPS 1

DS (cal/K/mol)

�TDS (kcal/mol)

krel ln krel Method I Meth

GLUT 1.0E+03 6.9 �9.048 �4.5

2.698 1.3

aGDMG 3.6E+03 8.2 �10.292 �5.0

3.069 1.5

hGDEG 1.8E+05 12 �8.582 �4.5

2.559 1.3

SUCC 2.3E+05 12 �6.125 �3.4

1.826 1.0

hGDPG 2.7E+05 13 �8.727 �4.6

2.602 1.3

hGDIG 1.3E+06 14 �6.555 �2.5

1.954 0.7

36ETHP 8.0E+07 18 �3.163 �0.7

All values are symmetry corrected using a factor of Rln2 due to the indistinguish
between rate and the activation entropy would result in a

correlation between rate and DSTS,NAC. The assumption that

DSTS,NAC is either constant or proportional to DSNAC,S is
s for the seven structures considered

EPS 80 DSVib (cal/K/mol)

DS (cal/K/mol)

�TDS (kcal/mol)

od II Method I Method II

05 �15.355 �9.180 �2.160

43 4.578 2.737

90 �13.813 �8.210 �2.234

18 4.118 2.448

23 �10.395 �6.526 �1.858

49 3.099 1.946

94 �11.090 �7.274 �1.117

42 3.306 2.169

59 �9.725 �6.060 �1.709

89 2.900 1.807

97 �10.545 �6.559 �2.487

74 3.144 1.956

93 �5.294 �3.413 �0.352

able nature of OT1 and OT2 of carboxylate.
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because molecular geometries [13] and charge distributions

in the transition states are similar for all structures in this

molecular series. In Method I, the term DSNAC,S is a partial

configurational entropy containing conformational as well

as vibrational (torsional librations) components.

Strong correlations were found between the estimates of

the relative activation entropies and the logarithm of the

experimentally determined relative rate constants using

either Method I or II (Fig. 3). Method I results in a better

correlation, probably because it accounts for the details in the

shapes of the conformational wells. For both methods, the

correlations are stronger for calculations done using a

dielectric constant of 80 than for those done using a dielectric

constant of 1. The experimental rates were determined in a

solution of 50% dioxane which has a dielectric value of

between 26.8 and 43.9, the values reported for 60% and 40%

solutions, respectively, [14]. The effect of using different

dielectric constants is most easily seen in the differences

between the two probability surfaces constructed for

36ETHP (Fig. 2). Four conformers, nearly equally popu-

lated, are observed when the calculations are done using a

dielectric constant of 80, whereas calculations performed

with a dielectric constant of 1 are dominated by exaggerated

electrostatic interactions that result in only two significantly

populated conformers (Fig. 2).

Calculations employing Method I using a dielectric of 80

yield values for �TDS- with a maximum difference of 3.0

kcal/mol (Table 1), corresponding to a 160-fold rate

enhancement. This is smaller than the experimentally

determined range of rate enhancements of 8�104 and

suggests that entropic considerations alone cannot fully

account for the increased reaction rate. Lightstone and

Bruice [1] estimated an enthalpy range (D(DH)) of 4.5 kcal/

mol corresponding to a 2200-fold enhancement in rate for

the same series of small molecules. Combination of these

enthalpy and entropy estimates gives a range of enhance-

ments of 3.5�105, in close agreement with the experimen-

tally determined range.
2. Example 2: unfolding proteins by force

Single molecule experiments in which proteins are

stretched by mechanical forces reveal a wealth of informa-

tion about their mechanical properties [15–20]. Atomistic-

level computer simulation [21,22,25–28] performed in

conjunction with these experiments may reveal details of

the mechanism of a protein’s response to tensile loading. A

combination of experimental [15,20,21,24,27,28] and com-

putational [22,23,26,27] studies have revealed the structural

changes experienced by TI I27, the 27 th immunoglobulin

(Ig) domain of the I band of human muscle titin, as it

unfolds when the ends of the polypeptide chain are pulled

apart. Steered molecular dynamics (SMD) used in the

computational studies involves the application of time-

dependent external forces to single molecules [36] and has
been applied to investigate the molecular events that take

place when proteins are subjected to deformation, as in

AFM or in optical tweezer experiments.

A direct comparison of pulling experiments with MD

simulations is, however, often impossible because of the

disparity between their time scales. At the much faster rate

typical of MD simulations, proteins may unfold via

mechanisms different from those occurring in experimental

studies [29]. In experiments, the mean domain unfolding

force usually exhibits a weak logarithmic dependence on the

pulling speed. This dependence is generally expected when

unfolding is driven by thermally activated barrier crossing

[30].

Several approaches have been developed recently to

extrapolate single-molecule stretching data to slower pulling

speeds. Jarzynski [31,32] and subsequently Hummer and

Szabo [33] showed that the equilibrium free energy

dependence can, in principle, be reconstructed from single

molecule experiments or simulations even when those are

performed far from equilibrium. This approach has been

tested experimentally [35] and by calculations [34], but

since it involves averaging over multiple single-molecule

trajectories, it is computationally expensive.

To overcome these difficulties, Pabon and Amzel [38]

investigated the stretching and unfolding of TI I27 using an

explicit solvent model with an alternative, speed-independ-

ent stretching simulation protocol.

2.1. Methods

All calculations were carried out with the program

CHARMM [10,11]. The starting model was the energy-

minimized average NMR structure of the Ig domain, TI I27

of the I-band of cardiac titin (PDB accession code 1TIT;

[39]). The structure of TI I27 was solvated with 4680 pre-

equilibrated TIP3P water molecules [40] and periodic

boundary conditions were used. All atoms, including waters

and hydrogens, were modeled explicitly resulting in a

system containing 13926 atoms.

Stretching of TI I27 was accomplished by fixing the Caof

the N-terminal leucine and applying an external force to the

Caof the C-terminal leucine. The force was applied by

restraining harmonically the pulled end to a fixed restraint-

point. After each full equilibration, the data were analyzed

and the restraint-point was moved an additional 4 Å along in

the line connecting the N- and C-terminal atoms. This

process was repeated until a final extension of 17 Å was

reached. At each extension, the calculation was repeated

with the spring constant associated with the restraining force

set to five different values between 0.5 and 5 kcal/mol Å to

explore the dynamical response of the structure.

2.2. Results

The force versus extension curve (Fig. 4) shows a peak

of about 1440 pN at an extension of 15.5 Å. This peak
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corresponds to the main energy barrier separating the folded

and the unfolded states of the domain. After the barrier is

overcome, the force decreases rapidly to average values

around 300 pN. The maximal extension reached during the

procedure was 16.8 Å.
Fig. 7. (A)– (C) Snapshots of the H-bond behavior between Tyr 98 (O) and Asn 83

text for explication). (D) Snapshot of the H-bond behavior between Val 11 (H) a
An analysis of the trajectory corresponding to the

equilibration phase at the extension of the maximal force

reveals that, four hydrogen bonds between h-strands AVand
G break concurrently, as pointed out in [25]. The O–H

distances of the backbone H-bonds between h-strands AVand
G during this event are shown in (Fig. 5). The remaining H-

bonds between h-strands AVand G and between h-strands A
and B break at an early step (not shown).

A full analysis of the H-bond behavior shows that they

are stable during the process, although they break and

reform often. Of the six H-bonds between AV and G, the

middle four bonds are very stable, but the two at the ends of

this h-sheet are more flexible.

Figs. 6 and 7 show a breaking event for the H-bond

between Tyr 9 (O) and Asn 83 (H). Until 65 ps of the

equilibration run, this backbone H-bond is still formed;

the closest water molecule is at least 3 Å away from

either of the H-bond partners (Fig. 7A). At 65 ps, a water

molecule approaches and forms H-bonds with Tyr 9 (O)

and Asn 83 (H) simultaneously (Figs. 6 and 7B) and

immediately after, the backbone H-bond between Tyr 9

(O) and Asn 83 (H) is broken. Although it remains

permanently broken, the O–N distance remains at just

over 4 Å to allow both groups to make H-bonds to the

same water molecule. At 75 ps, a second water

approaches and forms a H-bond with Asn 83 (H) (Fig.
(H). Two water molecules are involucred in the H-bond breaking event (see

nd Asn 83 (O). These figures were created with VMD [37].
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7C). Several picoseconds later the bonds are still formed

and the backbone O–N distance increases beyond 5 Å.

Similar behavior is shown by the H-bond between Val 11

(H) and Asn 83 (O): two water molecules are involved in

keeping it permanently broken (Fig. 7D).

2.3. Discussion

AFM and optical tweezers have been used to success-

fully monitor stretching of single proteins; however,

understanding of the molecular mechanism of unfolding

by stretching remains elusive. Molecular dynamics simu-

lations that are consistent with observations can provide

hints about the mechanism of this unfolding. However,

because of the short simulation times imposed by

limitations of computer resources, SMD simulations must

stretch Ig domains at speeds six to eight orders of

magnitude higher than in AFM and optical tweezer

experiments. As a result, SMD simulations yield force

peaks that are one order of magnitude greater than the

experimental values. This is because SMD simulations

operate in regime where forces are large enough to pull the

system above energy barriers, whereas AFM experiments

operate in a regime in which forces are low but there is

enough time to allow the system to thermally equilibrate,

thus lowering the barriers and promoting crossing within

the millisecond experimental time scale [26]. Pabon and

Amzel [38] carried out calculations that reflected more

closely the conditions of the experimental work, namely,

short extensions followed by long equilibrations.

The simulations of Pabon and Amzel [38] show

features of the unfolding process and force profiles similar

to those reported by others [25,26], but with significant

differences in the force peak value and in the details of the

timing of the events. Monitoring of hydrogen bond

participants reveals that resistance of TI I27 to unfolding

under external forces can be attributed to inter-h-sheet
backbone hydrogen bond breaking, with water molecules

playing a key role. Water molecules continuously form

and break H-bonds with backbone oxygens and

NH-hydrogens. During the equilibration (Fig. 5), backbone

H-bonds fluctuate between formed and broken states due

to attacks by water molecules but remain intact for most

of the time. Under stretching forces, the protein has a

tendency to slightly elongate and backbone H-bonds

become less stable. Under these conditions, water mole-

cules have a better chance of approaching and forming H

bonds with backbone atoms. Each backbone–backbone

H-bond breaks only when one or two water molecules

have made H-bonds to both donor and acceptor of the

original bond. Full separation of the strands require that all

NH and CO group Hydrogen bond to water molecules.

Therefore, with long equilibration times water molecules

do not replace backbone H-bonds after they break instead

they must hydrogen bond to the backbone groups before

the backbone H-bonds can break.
3. Example 3: translational entropy of binding in

solution

The ability to predict binding affinities of molecules in

solution is essential to structure-based drug design [41].

Enthalpic (DH) and entropic (DS) effects both contribute to

affinity and it is desirable to estimate them from first

principles, using only the structures of the molecules

participating in the reaction and an adequate force-field.

DH has been recently studied and parameterized using the

polarity of the molecular surfaces at play [42]. It is

important to develop simple and efficient frameworks to

estimate binding entropies, usually decomposed into trans-

lational, rotational, vibrational and conformational contri-

butions. Among these, the translational entropy is uniquely

dependent on solute concentration and on complex inter-

actions between solute and solvent. This latter feature

complicates considerably the evaluation of DS and has led

us to propose a statistical–mechanical framework [43,44]

that allows efficient predictions of translational entropies of

solutes.

This section reviews our previous results for test cases

(pure water, solutes in water) in which we used molecular

dynamics (MD) simulations to compute the translational

entropy. These results led us to suggest a correlation

between the translational entropy of a solute and its

polarity and size that can be used for routine calculations,

in the same spirit as the correlation developed for binding

enthalpies [45]. Calculation of the translational entropy

loss upon binding of benzene to a cavity-mutant of

T4-lysozyme will be discussed as an example of a small

molecule binding to a protein. We also use a normal-mode

analysis to demonstrate that the motion of benzene within

the binding site of lysozyme can indeed be treated as a

translation and compare these results with a recent

estimate based on a body-restraint algorithm for MD

simulation [46].

3.1. Introduction

The loss of translational entropy when two molecules A

and B participate in the reaction A +BUAB in solution

(e.g., A=ligand, B =protein, AB =complex) is given by

DStrsl =SAB
trsl�SA

trsl�SB
trsl. The notation Sn

trsl (n =A, B or

AB) represents the entropy of the species n in solution at a 1

M standard concentration. Estimates of DS trsl require

adequate estimates of each term of the type Sn
trsl. From

classical statistical mechanics we have [12]

Strsln ¼ k lnQtrsl
n þ T

dlnQtrsl
n

dT
jV

! 
ð7Þ

where T is the temperature, and k Boltzmann’s constant.

Qn
trsl is the translational partition function of the Nn solute

molecules and can be expressed in terms of qn
trsl, the

translational partition function of one solute molecule, as



Table 2

Comparison of free volumes (in Å3) for various solutes in water, for a

molecule of pure water, and for benzene in the TCM T4-lysozyme

Molecule i (by decreasing size) ASAT [Å2] ASAP [Å2] vf
�Tr(vf) [Å

3]

4-methyl, 1-hydroxyl

naphthalene

322.8 47.17 0.053T0.030

Naphthylhydroquinone 314.4 94.71 0.030T0.013

Naphthylquinone 312.8 90.96 0.049T0.024

Naphthalene 286.7 0.000 0.146T0.084

Quinone 255.5 102.2 0.059T0.031
Glycerol 238.2 154.6 0.030T0.013

Benzene 225.0 0.000 0.245T0.147

Methylacetate 218.8 64.46 0.120T0.059
Methanol 148.9 61.54 0.129T0.073

Pure water 113.1 113.1 0.099T0.088

Benzene in TCM T4-lysozyme 0.095T0.036

v�f ¼ 1
N
~N

i¼1v
i
f is the average free volume over all snapshots and r vf Þð

1
N
~N

i¼1 vif � v�f
�� 2

� 1=2

its standard deviation. ASAT and ASAP are the

total accessible surface area and the polar accessible surface area of the

molecule, respectively.
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Qn
trsl = ( qn

trsl)Nn/Nn! for indistinguishable molecules (e.g.

gas or liquid state) or Qn
trsl = ( qn

trsl)Nn/Nn
Nn otherwise (e.g.

crystalline solid state or bound molecule). Therefore, even

at the same density, the entropy of liquid molecules is

higher than that of a solid by a term kNn, sometimes called

‘‘communal entropy’’ [47]. This reflects the ability of

molecules in a liquid to occupy any position in a given

volume, whereas those in a solid are fixed [12]. Eq. (7)

assumes that the different contributions (translational,

rotational, vibrational) are separable, a common assump-

tion for many-body calculations [12]. Moreover, the total

partition function of the system also contains terms

associated with degrees of freedom of the solvent,

contributing to hydration terms that are parameterized

independently and were therefore excluded here from the

translational entropy term. The partition function of a

solute molecule is given by

qtrsln ¼ 1

K3
n

Z
V

e
� bU qn; qwgf

��
dqn ð8Þ

where Kn ¼ hffiffiffiffiffiffiffiffiffiffiffiffi
2pmnkT

p is the De Broglie wavelength [12]

and V is the total volume. qn and {qw} are the positions

of the solute and the set of water molecules, respectively.

Evaluation of Eq. (7) requires evaluation of the config-

urational integral in Eq. (8), which can only be carried

out using approximations. Assuming that the intermolec-

ular potential U(qn, {qw})=0 leads to the gas-phase

‘‘Sackur–Tetrode’’ (ST) formula, sometimes used as a

crude estimate of the translational entropy in solution

[48–50].

Strsln;ST ¼ k Nnln
V

NnK
3
n

þ 5

2
Nn

! 
ð9Þ

Siebert and Amzel recently proposed [43,44] a frame-

work based on the cell model (CM) for condensed phases

[47,51,52] to approximate simply but efficiently the

configurational integral. CM considers that the center of

mass of each molecule (solute or solvent) is confined in

a cell delimited by the field of the surrounding solvent

molecules leading to the concept of ‘‘free volume’’

vf ;n ¼
Z

V
NnþNw

e�bU qn; qwgf Þð dqn ð10Þ

and to the translational entropy of the Nn solute

molecules immersed in Nw solvent molecules [44]

Strsln;CM ¼ k Nnln
Nw þ NnÞð vf ;n

NnK
3
n

þ 5

2
Nn

! 
ð11Þ

In the limiting case of an ideal gas of Nn solute

molecules without solvent (Nw=0), the free volume is

vf,n =V/Nn, and we recover the ST expression in Eq. (9).
The problem of evaluating the translational entropy is

now reduced to the evaluation of the free volume using

Eq. (10). As the intermolecular interactions in solution

are dominated by the short-range repulsive part of the

potential U(qn, {qw}), the exponential factor in Eq. (8)

vanishes except on a small portion of the space, which

makes the calculation tractable. With this framework, one

can estimate the terms SA
trsl and SB

trsl directly using Eq.

(11). The term SAB
trsl takes into account the free volumes

of A and B in the complex (Ac and Bc), which can be

calculated using Eq. (11) if the integral giving the free

volume of Bc is restricted to the portion of space where

Bc is bound to Ac [44]. This obliterates the ‘‘communal

entropy’’ of Bc, lowering its entropy by a factor kNBc.

Thus loss of translational entropy upon binding,

expressed at a standard state of 1 M of solute in 55 M of

water (Nav being Avogadro’s number), is given by

DStrslCM ¼ kNav � ln56þ ln
vf ;Ac

vf ;Bc

vf ;Avf ;B

�	
� kNav ð12Þ

Conservation of mass imposes cancelation of the terms

corresponding to the integration over the momenta

[53,54].

3.2. Methods

3.2.1. Molecular dynamics simulation

Molecular dynamics (MD) simulations are used to

evaluate the energy of interaction of the solute with the

solvent, U(qn, {qw}) in Eq. (10). The CHARMM28 force

field [10,11] and the SHAKE algorithm [55] were used

with an integration time step of 2 fs, saving snapshots of

configurations every 2 ps for analysis. The temperature
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Fig. 8. Illustrations of the restriction of the motion of glycerol (A, B)

and benzene (C, D) in the field of the water molecules: (A) One-

dimensional energy profile in the plane y =z =0, for displacements of

the glycerol molecule along the x-axis. A quadratic fit to the data

illustrates the anharmonic behavior of the energy. (B) Two-dimensional

profile of the Boltzmann factor exp � DU x;y;0; qwgf Þð
kT

ih
for glycerol moving

along x and y in the plane z =0. (C)– (D) The corresponding plots for

benzene.
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was maintained at 300 K, and a cutoff of 12 Å was used

for non-bonded interactions.

3.2.1.1. Solute in water. Trajectories for 512 water

molecules (TIP3 model) placed in a cubic box of side

length=24.8346 Å were run for 800 ps. The solute (see

Table 2 for the list of solutes) was then inserted,

removing the water molecules that overlapped with it.

As the 12 Å cutoff is slightly less than half the box

side length, solute molecules do not interact with their

images. This mimics an ideal, infinitely dilute solution

[48,53,56,57]. The standard state concentration of 1 M

solute is obtained by choosing adequates Nn and Nw

in Eq. (11). Trajectories of 800 ps were run after

equilibration.

3.2.1.2. Benzene binding to a mutant T4-lysozyme. A

mutant T4-lysozyme L99A, C54T, C97A (or TCM, for

Triple Cavity Mutant) was designed to create a hydro-

phobic cavity large enough to accommodate a benzene

molecule [58]. The 1.9 Å crystal structure (PDB entry:

1L84, [58]) was used in the simulation. Small harmonic

constraints (2.4 kcal/mol Å2 force constant) were imposed

on the Ca atoms to avoid unfolding of the protein but still

allow the ligand to move in the cavity during 800 ps of

production.

3.2.2. Normal mode analysis

The motion of benzene bound to TCM T4 lysozyme

was also analyzed using the normal modes analysis facility

(Vibran) of the CHARMM28 program [10,11]. The TCM

T4-lysozyme was kept fixed, and the normal modes were
250 300 350 400 450 500

10-3A3]

benzene
glycerol

methylacetate

ilar size in water: Glycerol (green), Methylacetate (blue) and Benzene (red).

n of the references to colour in this figure legend, the reader is referred to the



(b) Boltzmann factor in the x=0 plane for water #30 in a snapshot
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Fig. 10. Illustrations of the restriction of the motion of a water molecule in

the field of the other molecules: (A) One-dimensional energy profile in the

plane y = z =0, for displacements of a water molecule (number #30) along

the x-axis. A quadratic fit to the data illustrates the anharmonic behavior of

the energy. (B) Two-dimensional profile of the Boltzmann factor exp

DU x�;y�;z�; qw m w*gf Þð
2kT

��
in the plane z =0, for the same water molecule.
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calculated in the reduced basis corresponding to the

motion of the benzene in the field created by the fixed

lysozyme.

3.3. Results and discussion

3.3.1. Solute n in water

The various solutes used in this analysis (Table 2) were

chosen for their different sizes and patterns of surface

polarities. The free volume of a solute n in water reflects

restriction of the motion of its center of mass and depends

on the interaction energy U(qn, {qw}) between the solute
0
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a 
(v
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Fig. 11. Normalized probability distributions of free volumes for 4 different wat

simulation. vf
i data are binned in 10 Å3 increments to generate the histograms.
and the field created by the surrounding water molecules.

This interaction energy was calculated for each snapshot on

a three-dimensional grid (spacing dx =dy =dz =0.1 Å)

centered around the equilibrium position of the solute

[44]. Fig. 8A and C show one-dimensional slices (along

the x axis, in the y= z=0 grid plane) of the interaction

energy U(x, 0, 0, {qw}), as well as a quadratic fit to the

energy profile. The figure emphasizes the anharmonic

character of the energy profile for solutes as different

as glycerol (Fig. 8A) and benzene (Fig. 8C). Fig. 8B

and D show the 2D-profile of the exponential factor

exp � DU x;y;0; qwgf Þð
kT

ih
and illustrate that the translation

of the solute molecule in the field created by the

surrounding water molecules is restricted to less than 1

Å in each direction, at which point the Boltzmann factor

falls to zero. Due to the high number of H-bonding

groups, the motion of glycerol in water is more restricted

than that of the nonpolar benzene.

The corresponding energy profiles for methylacetate

(data not shown) are of the same order of magnitude and

present features intermediate those of glycerol and ben-

zene, consistent with the respective surface polarities of

these molecules. The free volumes vf
i, computed for each

snapshot i, follow the distributions plotted in Fig. 9 for

three selected solutes of comparable size (glycerol,

methylacetate, benzene).

The distribution for glycerol (Fig. 9) shows a sharp

peak at low vf
i, reflecting the tight packing of water

molecules hydrogen-bonded to the glycerol, and a small

tail at large vf
i that extends to about 0.1 Å3. In contrast, the

histogram for benzene is broader, with a much smoother

cutoff at low vf
i and a wider tail at large vf

i. The average

free volume for benzene shifts towards higher values (see

Table 2). This reflects the looser packing of the clathrate-
w1
w2
w3
w4

250 300 350 400 450 500

10-3A-3]

e volume histogram

er molecules, calculated for snapshots taken every 2 ps during the 800 ps



Table 3

Comparison of the experimental values (EXP) with our cell model (CM)

and with the Sackur–Tetrode (ST) estimates

ST CM EXP

Sw
total 25.15Y30.8 13.75Y18.4 16.7

DSvap
total 14.27Y20.16 21.02Y26.57 28.29

Sw
total is the entropy of liquid water at 298K and DSvap

total is the entropy of

vaporization of water at 298 K. The arrows indicate boundaries calculated

using lower and higher bounds of the rotational entropy Sw
rot as in [44].

Values are in entropic units (e.u.=cal/mol K).
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forming water molecules around the hydrophobic benzene

molecule. For methylacetate, the situation is intermediate

that for glycerol and benzene because of the presence of

both hydrophobic (methyl) and hydrophilic (acetate)

groups.

For each solute considered in this study (Table 2), the

free volume is very small compared to the size of the

solute itself, because it corresponds to the volume defined

by the movement of the center of mass of the solute

molecule. The large standard deviations could be thought

to arise from using a limited number of steps in the

simulations. However, the histograms after 400 ps and 800

ps are very similar (data not shown), indicating that these

deviations are a reflection of the local variations in density

in the liquid state. Similar calculations for pure water show

the same phenomenon.

3.3.2. The case of pure water

As detailed in [44], CM calculations for pure water

require a slight adaptation of Eq. (10) since in this case the
Fig. 12. Energy profile along the ten lowest-frequency modes. The frequency of e

exhibit a relatively flat energy minimum corresponding to translations/rotations, w

harmonic motions.
solute itself is a water molecule, which violates the

assumption that the solute molecules do not interact with

each other (ideal solution).

The energy profiles of Fig. 8 (glycerol or benzene in

water) and Fig. 10 (pure water) reveal that the range of

motion of the center of mass of a molecule of glycerol or

benzene in water is similar to that of a water molecule (less

than 1 Å in each direction). The distributions of vf,w* for 4

different water molecules (labeled w1, w2, w3 and w4,

respectively) are shown in Fig. 11.

All four histograms in Fig. 11 have similar widths and

are skewed to the right. The sharp cutoff at low vf
i

corresponds to densely packed regions, and the tail at high

vf
i to low-density regions. As in the previous section, the

width of the distribution reflects the local density variations

in liquid water [60].

The average value of the free volume from the

combination of these four histograms is 0.099 Å3, with a

standard deviation of 0.088 Å3. With this value, the

translational entropy of water is Sw,CM
trsl =8.90T1.76 e.u..

The ST estimate (Eq. (9)) at the density of liquid water gives

Sw,ST
trsl =20.3 e.u.. These values are compared in Table 3

with the experimental values for the entropy of liquid water

and for the entropy of vaporization.

Clearly, CM provides a much better approximation of the

translational entropy of water than ST. This is not very

surprising, considering that ST is derived from ideal gas

statistical mechanics, neglecting the interactions between

molecules, whereas CM takes the intermolecular interaction

explicitly into account in calculating the free volume, as

seen in Eq. (11).
ach mode (in cm�1) is listed in the figure. Modes 1 to 6 (51 to 148 cm�1)

hereas modes 7 to 10 (434 to 683 cm�1) correspond to higher frequency
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3.3.3. Benzene binding to the TCM T4-lysozyme

3.3.3.1. Normal mode analysis. Fig. 12 presents the

energy profile for small displacements of the benzene

molecule in the cavity of the TCM T4-lysozyme along

each of the ten lowest-frequency modes. Modes 1 to 6

exhibit frequencies about 4 times lower than the next

modes, and their energy profile has a relatively flat

minimum corresponding to anharmonic translational/rota-
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Fig. 14. Free volume calculated with the cell model (vf
CM) vs. free volume calcula

solutes used in this study as well as for pure water. The perfect fit is given by th
tional motions (similar to a particle-in-a-box motion).

Modes 7 to 10 correspond to low frequency internal modes,

with a clear harmonic behavior. This analysis shows that the

motion of the benzene within the binding site of the TCM

T4-lysozyme can be best described as a combination of

translations.

3.3.3.2. Free volume. Fig. 13 shows a histogram of the

free volume of benzene in the hydrophobic cavity of
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TCM T4-lysozyme. A comparison of Figs. 13 and 9

indicates that the average free volume of benzene in the

TCM T4-lysozyme is much smaller than that of benzene

in water (see Table 2). Moreover, the general shape of

the histogram in Fig. 13 is similar to that of glycerol in

water. This reflects the tight encapsulation of the

benzene by the hydrophobic cavity as well as the higher

density of the protein interior (about 1.4 times that of

water [61]).

Using Eq. (12) and considering that the free volume of

the TCM T4-lysozyme is similar to that of the complex,

we get DSCM
trsl �11.78 e.u.. Hermans and Wang [46]

estimated the rms displacements of the benzene in the

binding pocket using MD simulations and obtained a value

of 0.13 Å for the motion perpendicular to the benzene ring

and 0.3 Å in two orthogonal directions in the plane of the

ring corresponding to a volume of about 0.26�0.6�0.6=

0.0936 Å3, in excellent agreement with our free volume

calculations.

3.3.4. Parameterization

The results obtained for the free volumes calculated with

CM (Table 2) suggest some degree of correlation between

the free volume and the hydrogen-bonding ability or polar

surface area of the solute calculated with the program

Areaimol [59] using a probe radius of 1.4 Å. Fig. 14 shows

a fit of the free volume to a linear combination of polar

(ASAP) and total (ASAT) surface areas of the solute,

vfitf ¼ a ASAP þ b ASAT þ c
The value of the fitting parameters are:

a¼� 1:18�10�3 A˚ b¼� 4:78�10�4 A˚ c ¼ 0:2978 A˚ 3

This indicates that for the range of solutes considered in this

study, the maximum free volume is c =0.2978 Å3. It also

indicates that the free volume of a molecule is more

influenced by its polarity than by its size (i.e. a >b). This

correlation applies to molecules with ASAT smaller than

about 600 Å2. Larger molecules, including proteins, are

expected to have a free volume of approximately 0.03 Å3 or

smaller.

To transform the correlation between the free volume

and the polarity of the solute into a correlation directly

involving the entropy (Eq. (12)), we consider the fictitious

case where each solute binds to the same protein of average

density 1.4 g/cm3. The correlation shown on Fig. 15 takes

the form

DSfittrsl ¼ d ASAP þ e ASAT þ f

The parameters are:

d ¼ 0:02
e:u:

A˚ 2
e ¼ 0:012

e:u:

A˚ 2
f ¼ � 14:85e:u:

Although more data on several other solutes are

necessary to establish this correlation more precisely, this

promising result opens the possibility of obtaining estimates

of the translational entropy of a solute in water, bypassing

the MD simulations. We therefore propose the CM as a
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simple method to evaluate the loss of translational entropy

upon molecular association.
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