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ABSTRACT: We present an original hybrid QM/MM scheme merging the many-body
Green’s function GW formalism with classical discrete polarizable models and its application to
the paradigmatic case of a pentacene crystal. Our calculated transport gap is found to be in
excellent agreement with reference periodic bulk GW calculations, together with properly
parametrized classical microelectrostatic calculations, and with photoionization measurements
at crystal surfaces. More importantly, we prove that the gap is insensitive to the partitioning of
pentacene molecules in QM and MM subsystems, as a result of the mutual compensation of
quantum and classical polarizabilities, clarifying the relation between polarization energy and
delocalization. The proposed hybrid method offers a computationally attractive strategy to
compute the full spectrum of charged excitations in complex molecular environments, accounting for both QM and MM
contributions to the polarization energy, a crucial requirement in the limit of large QM subsystems.

Hybrid quantum mechanics/molecular mechanics (QM/
MM) approaches are invaluable tools for the theoretical

study of complex supramolecular systems featuring disorder
and heterogeneous chemical composition.1,2 Organic semi-
conductors based on π-conjugated molecules or polymers
belong to this category, standing as a severe challenge to the
theoretical description of key properties such as charge-
transport levels or optical excitations. The difficulty is two-
fold because, on one hand, one needs to rely on an accurate
quantum mechanical description of the electronic structure and,
on the other, the environment has to be properly taken into
account. The latter is critical when dealing in particular with
charged or charge-transfer excitations that experience strong
reaction fields from the surrounding polarizable medium. In
this context, QM/MM schemes offer an ideal compromise
between accuracy and computational efficiency, and a few
applications to organic semiconductors appeared in the last
years, mostly based on density functional theory (DFT).3−6

Concerning the QM scheme, the GW many-body Green’s
function formalism7−10 is a well-established technique in the
computational physics community, where it brought consid-
erable improvement over DFT in the calculation of the band
structure of periodic systems by introducing proper nonlocal
and state-dependent electronic correlations in an effective way.
Such an approach is gaining increasing attention in the
quantum chemistry community, thanks to efficient implemen-
tations based on Gaussian bases, allowing unbiased explicit
comparisons with state-of-the-art wave function-based meth-
ods,11−15 in complement to the earliest comparison with
experiments,16−33 for the electronic properties of gas-phase
organic molecules. These studies showed the remarkable
accuracy obtained at a computational cost that allows the
study of systems comprising well above 100 atoms.34−37

However, while GW calculations on periodic organic crystals
have been recently performed,38−41 the study of disordered
systems is hampered by the lack of experience for the
combination of the GW formalism with polarizable models,35,42

calling for methodological developments accompanied by a
clear validation as compared to reference techniques.
In this Letter, we report on the merging of the many-body

GW formalism with accurate atomistic polarizable models based
on first-principles inputs43,44 and the application of this novel
QM/MM approach to the study of the electronic properties of
the prototypical molecular semiconductor pentacene. Besides
validating the method against reference periodic GW
calculations and experimental data, we will address the very
fundamental issue of the partitioning of the system into QM
and MM parts, emphasizing the crucial contribution of the QM
subsystem to the polarization energy and demonstrating the
need for a QM formalism that captures explicitly the electronic
reorganization associated with charged excitations. Our
conclusions allow one to clear previous misconceptions of the
relationship between polarization and charge delocalization in
organic solids.
Many-body perturbation theory provides a practical scheme

for computing quasiparticle excitation energies, corresponding
to the energy to add/remove one electron to/from a given QM
system, as a perturbative correction to Kohn−Sham single-
particle levels
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Here, εn
KS and ϕn

KS are the eigenvalues and eigenfunctions of the
starting DFT calculation (where n is the level index), obtained
with a specific exchange−correlation potential VXC

DFT, namely,
the PBE0 functional45,46 in the present study. ΣGW(En

GW) is the
self-energy operator, accounting for exchange and many-body
nonlocal correlation effects, evaluated at the quasiparticle
energy En

GW. Within the GW formalism, the self-energy is
evaluated through Hedin’s equations7
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where G is the time-ordered one-body Green’s function and χ0
the independent-electron susceptibility, while ν and W are the
bare and screened Coulomb potential, respectively. Calculating
χ0, G, and W using the input Kohn−Sham eigenstates leads to
the so-called perturbative G0W0 scheme, while reinjecting the
corrected eigenvalues and/or eigenstates allows one to perform
self-consistent GW calculations, with variations on the order of
a few tenths of an eV on the calculated pentacene quasiparticle
energies, as detailed below.
The present QM/MM implementation relies on the neglect

of wave function overlap between the QM subsystem, described
at the GW level, and the much larger classical (MM) region.
Under this assumption, eq 5 indicates that χ0 does not couple
the QM and MM subsystems. It can then be shown after some
algebra42 that one can restrict eqs 2−5 to the QM subsystem by
replacing the bare Coulomb operator ν with (ν + νreac), where

∫ν ν χ ν′ = ′r r r r r r r r r r( , ) d d ( , ) ( , ) ( , )reac 1 2 1
MM

1 2 2 (6)

is the reaction field generated in r′ by the MM subsystem in
response to a charge added to the QM region at position r. We
stress that the χMM response function is here the full
(interacting) susceptibility of the MM system in the absence
of the QM subsystem but accounts for the self-consistent
coupling of the MM degrees of freedom. In practice, once νreac
is known for a given system, the GW calculation for the
embedded QM region is equivalent to a gas-phase GW
calculation, except for the important difference that the bare
Coulomb potential is dressed by the polarizability of the
environment. We emphasize further that while we neglect the
electronic overlap between the QM and MM systems, the
electronic delocalization in the QM system, which can be
composed of several molecules, is fully considered.
Equations 2−5 show that the construction of the GW self-

energy requires the dynamically screened W(ω) Coulomb
potential. The frequency dependence of the dielectric proper-
ties in the visible range is experimentally known for organic
crystals as pentacene,47 although classical discrete polarizable

models usually target the optical dielectric response in the ω →
0 low-frequency limit.44 While the generalization of MM
polarizable models to dynamical response is certainly possible,
here we adopt another strategy that consists of merging static
polarizable models with the static limit of GW, the so-called
static Coulomb-hole plus screened exchange (COHSEX)
formalism.7,48 Such an approach was proposed in recent studies
of the renormalization of molecular energy levels close to a
metallic substrate49,50 and validated quantitatively in the case of
the merging of the GW formalism with the continuous
polarizable model (PCM)42 by comparison with reference
ΔSCF calculations at the DFT and CCSD levels combined with
the same PCM model. In practice, we write the GW
quasiparticle energies in the presence of the polarizable MM
medium as follows
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where we introduced the MM contribution to the state-specific
polarization energy computed at the COHSEX/MM level
(Pn

COHSEX/MM), defined as a positive quantity (σn = +1/−1 for
occupied/unoccupied levels). This formula approximates the
GW/MM calculation by a full gas-phase GW calculation plus a
polarization correction calculated at the static level, namely, as
the difference between two COHSEX calculations including or
not the reaction field (νreac) contribution. The reason for such a
formulation is that the use of the COHSEX approximation in
the form of a difference allows reduction of the error
introduced by replacing the frequency-dependent dielectric
function by its low-frequency limit.
Our QM calculations are based on the FIESTA pack-

age11,20,51 that implements the GW formalism exploiting
Gaussian bases and a contour-deformation approach to the
calculation of the energy integral in eq 2. We hence do not
evaluate the reaction field via eq 6 and focus instead on the
matrix elements

∫ν β β β ν β′ = ′ ′ ′ ′r r r r r r( , ) d d ( ) ( , ) ( )reac reac (8)

between auxiliary Gaussian orbitals52 located on the atomic
sites in the QM region. This auxiliary basis stems from the
Coulomb-fitting resolution-of-the-identity (RI-V) formulation
of the GW implementation that we adopt. Knowledge of the
reaction field in the auxiliary basis allows calculation of the
response to any perturbation in the QM part and, in particular,
the polarization energy associated with charging any occupied/
virtual energy level.
The elements of the reaction field matrix νreac(β,β′) are

obtained by computing the energy of a probe charge in an
auxiliary function β′ in the self-consistent reaction field of MM
molecules polarized by a source charge in β. The MM
subsystem can be described by any continuum42 or discrete
polarizable model. Here the focus is on atomistic polarizable
models, and we mostly rely on the charge response (CR)
model by Tsiper and Soos53 as implemented in the MESCAL
package,44 which provides a very accurate description of the
static dielectric response of molecular crystals,54,55 as an
improvement over the simpler induced dipole (microelectro-
static, ME) scheme.44 Both models feature anisotropic
molecular linear response and take as input the molecular
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polarizability tensor computed at the desired level of accuracy.
The polarization energy in the bulk limit, or at the surface of a
semi-infinite crystal, responsible for the ∼2 eV closing of the
gap from the gas to the bulk phase, is obtained by extrapolating
the reaction field matrix elements computed on (semi)spherical
clusters of increasing radius (see Figure 1). We focus here on

the polarization reaction to an added charge in the QM system,
not considering the electrostatic interaction with the quadru-
pole field of the MM pentacenes56−59 that has been shown to
cancel almost exactly56,60 in the total P = PH + PL polarization
contribution to the bulk gap value.
We start the presentation of our results focusing first on

methodological aspects, discussing the impact on the electronic
properties of the partitioning of the system into QM and MM
subsystems. The arbitrariness of the choice of QM and MM
subsystems is common to any hybrid scheme, and we aim at
resolving this critical issue by comparing the gap for one or a
few QM pentacene molecules embedded in an infinite
pentacene MM crystal. Specifically, we consider QM clusters
of one, three, and five neighboring pentacenes along the crystal
axis a ⃗ of the vapor-grown pentacene polymorph61 that we study
here; see Figure 2a−c. In light of the upcoming discussions, we
selected that crystallographic direction as a test case because it
exhibits large electronic overlap and delocalization for holes,
electrons, and excitons. These three systems are rigorously
identical in terms of geometry and differ by the exchange of
molecules between the QM and MM subsystems.
The band gaps calculated for these three QM/MM systems

are shown in Figure 2d. Because QM systems of more than one
molecule feature the opening of HOMO and LUMO
manifolds, the comparison focuses on the band center-to-
center (c2c) gap (see Figure 1). We start with the PBE0 gas-
phase data (blue bars, Figure 2d), showing, as expected, a too
small 2.54 eV Kohn−Sham HOMO−LUMO gap as compared
to the experimental 5.2 eV value.62,63 Further, when increasing
the number of pentacene molecules, one observes that the
PBE0 c2c gap remains constant. Such a result is the signature
that the use of Kohn−Sham energies does not allow one to
capture the polarization effects at the origin of the large gap
closing from the gas to the bulk phase (see Figure 1). Such
results are consistent with previous PBE calculations38,39

showing that gas and bulk Kohn−Sham c2c gaps are within
0.1−0.2 eV of each other.
The situation changes dramatically when adopting the GW

formalism that explicitly deals with true charged excitations. As
a first observation, performing a simple G0W0@PBE0
calculation, the gas-phase gap value is dramatically improved
to 4.9 eV, in much better agreement with experiment.62,63

Further, upon increasing the size of the QM subsystem, the gas-
phase QM cluster c2c gap (cyan bars) is seen to decrease
steadily when the number of pentacene molecules increases, in
great contrast with the DFT Kohn−Sham case. This is the
signature that polarization effects within the QM subsystem
start closing the c2c gap. However, when considering now the
bulk (embedded) G0W0@PBE0/CR gap (brown bars),
accounting for the contribution of the MM reaction field to
the screened Coulomb potential W, one observes that the bulk
c2c gap (∼2.77 eV) is independent of the size of the QM
subsystem. Such a gap stability stems from the reduction of the
COHSEX/MM contribution to the polarization energy (yellow
bars) that compensates exactly for the increase of the QM

Figure 1. Illustration of the evolution of the frontier energy levels from
the gas phase to the bulk crystal and surface in an organic
semiconductor, assuming a common vacuum level. In the condensed
phase, polarization effects reduce the gap by ∼2 eV, while dispersion
broadens electronic bands. Transport levels at surfaces, as probed by
photoelectron spectroscopies, differ from those in the bulk, resulting in
general in larger gaps. The dashed arrow shows the band edge-to-edge
(e2e) gap as usually defined in experiments, and the full arrow shows
the band center-to-center (c2c) gap.

Figure 2. (a) Sketch of the QM/MM setup in the pentacene crystal
with one QM molecule embedded in the polarizable MM environ-
ment. In (b) and (c), the QM part is expanded to three and five
pentacenes. (d) Evolution of the HOMO−LUMO band center-to-
center gap as a function of the size of the QM subsystem, computed
for the QM system only (gas phase) at the PBE0 (blue bars) and
G0W0@PBE0 level (cyan bars), as well as for the QM/MM system at
the G0W0/CR level (brown bars). The polarization energies
PCOHSEX/CR = PH + PL are shown as yellow bars. The variations of
the G0W0 molecular gap and PCOHSEX compensate for each other,
leading to a QM size-independent gap. The horizontal lines mark the
gap obtained with plane-wave G0W0@PBE (vapor polymorph)38 and
G0W0@HSE (solution polymorph)39 calculations.
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contribution to the polarization energy. This is a crucial result
demonstrating that the use of a QM/MM scheme that fully
accounts for both QM and MM polarization ef fects permits one to
vary the size of the QM subsystem without any loss in the
polarization energy. Such a behavior clearly stands as a strong
requirement in the limit of large QM sections that are often
needed when exploring molecular complexes with important
hybridization or charge-transfer phenomena involving several
molecules.
Our ∼2.8 eV GW/CR bulk c2c gap compares very well with

the values from reference “full QM” GW calculations for
periodic bulk systems reported in the literature, which display
small variations stemming from different polymorphs and
starting DFT functional. The G0W0@PBE calculations by Tiago
et al. yielded a c2c gap of 2.51 and 2.67 eV for the vapor61 and
solution64 grown polymorph,61 respectively.38 Sharifzadeh et al.
applied G0W0@HSE to the solution polymorph, obtaining a
gap of 2.8 eV,39 while Kang et al. reported 2.89 eV for the SiO2
thin-film structure65 on the basis of partly self-consistent
GW0@PBE calculations.40,66

Our calculations are also sensitive to the starting DFT
functional, or to the use of self-consistency,66 that may affect
the gap by a few tenths of an eV.38−41 For example, performing
a simple self-consistent scheme by reinjecting the corrected
quasiparticle energies in the construction of G and W (see eqs
2−5), a scheme labeled evGW, the gas-phase pentacene gap
increases to 5.18 eV (cc-pVTZ value), in nearly perfect
agreement with experiment. An important finding however is
that the COHSEX/CR polarization energy that we calculate
within our hybrid scheme is nearly independent of the starting
DFT calculations and/or the use of self-consistency, with
variations within 3% when, for example, changing from PBE0 to
M06-2X67 as the starting functional, namely, from 25 to 54% of
exact exchange. As such, the accuracy of the gas-phase GW
calculations will directly affect that of the bulk results.
We now compare the obtained polarization energies in the

limit of a single QM pentacene molecule with the result of
standard CR calculations. Table 1 provides such a comparison

for the bulk crystal and at its (001) surface, showing that the
two approaches yield results that are within ∼10%. It is worth
stressing, nevertheless, that the COHSEX/CR and CR results
come from very different types of calculation. In the first case,
polarization energies derive from the expectation values on
Kohn−Sham eigenfunctions of the GW operator (eq 1) where
the polarization of the environment enters the screened
Coulomb potential W through the reaction field matrix
νreac(β,β′) (eqs 4 and 8). In standard ME or CR approaches,
the polarization energy is instead computed as the difference in
the extensive total energies of the system with and without the

frozen charge of an ionized molecule in the QM subsystem.44,53

Clearly, in the limit of a single QM molecule, the polarization
energy originates mainly from the MM subsystem, keeping in
mind however that only the COHSEX/CR approach accounts
for the self-consistent coupling of the QM and MM
susceptibilities.
The agreement of our GW-based QM/MM approach with

reference GW results and established CR techniques provides
the necessary validation steps, so that we are now in the
position to compare our estimate for the pentacene gap with
experimental results from ultraviolet photoelectron spectrosco-
py (UPS)57 and low-energy inverse photoelectron spectroscopy
(LEIPS).59 These techniques are known to probe the first ∼2
nm below the surface, collecting thus mostly the signal from the
topmost molecular layer. An advantage of our hybrid approach
is that it can be used to study disordered and/or heterogeneous
systems, as planned in our future work, or, as in this case,
molecules at the surface of an otherwise three-dimensionally
periodic solid, as shown in Figure 1.
The polarization energies and the gap of molecules on the

(001) pentacene surface are reported in Tables 1 and 2,

respectively. As expected, the polarization energies for
molecules at the interface to vacuum are smaller than those
in the bulk, leading to a ∼0.2 eV larger gap, as qualitatively
illustrated in Figure 1. This increase of the gap at the surface is
consistent with results from continuum39 and atomistic
polarizable models.60,68 The calculated gap at the (001) surface
(3.25 eV) is in excellent agreement with the experimental c2c
gap value (∼3.4 eV; see Table 2) when using the self-consistent
evGW scheme that provides a very accurate gas-phase gap
value. For the sake of completeness, we should mention that
our frozen-nuclei calculations do not account for intramolecular
structural relaxation upon ionization.63

The results discussed so far concern only ionization from/to
the frontier orbitals HOMO and LUMO, although, as
emphasized here above, once the reaction field matrix is
obtained, the polarization energy associated with any other
orbital of the system can be obtained. Notice that this is a
unique feature of our hybrid method that results from the
underlying GW formalim. Atomistic polarizable models,44,53

DFT, or Hartree−Fock calculations for the gas-phase molecules
or supramolecular systems69,70 or other QM/MM schemes3,4,6

can only access the first ionization potential and electron
affinity as the energy difference between charged and neutral
system (ΔSCF approach). For the sake of illustration, Figure 3
shows the polarization energy associated with a few occupied
and unoccupied states in the bulk and at the (001) surface.

Table 1. Polarization Energies (in eV) for the Hole (HOMO,
PH) and Electron (LUMO, PL) Obtained with Hybrid
COHSEX/CR and Standard CR Calculations for Pentacene
Bulk and the (001) Surfacea

bulk surface (001)

PH PL PH PL

COHSEX/CR 1.00 1.12 0.91 1.02
CR 0.88 1.03 0.78 0.93

aThe two approaches provide very similar results. Polarization energies
are reduced by about ∼10% when going from the bulk to the vacuum
interface.

Table 2. Computed (GW/CR) and Experimental Pentacene
Transport Gap (in eV) Defined as the Band Center-to-
Centera

bulk surface (001)

G0W0 + COHSEX/CR 2.77 2.96
evGW + COHSEX/CR 3.05 3.25
experiment 3.4

aSee Figure 1. The PBE0 functional has been used as a starting point
for GW calculations. The self-consistent evGW provides a gap of 5.18
eV for an isolated pentacene, yielding excellent agreement with gas-
phase experimental data62,63 and with measurements on films when
surface embedding is accounted for in the calculation. Experimental
data are taken from refs 57 and 59, with a typical uncertainty of 0.1 eV.
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Clearly, the polarization energy is weakly state dependent
among occupied (or unoccupied) states, with variations
presumably related to the different spatial shape of the orbitals.
The possibility of obtaining the polarization energy associated
with all occupied/virtual energy levels opens the way to the
calculation of the optical properties where the contribution
from all transitions between electronic energy levels is required.
Before concluding, we discuss some general implications of

our finding and clear up some misconceptions on the interplay
of dielectric screening and charge delocalization. A large (0.2−
0.5 eV) decrease of the polarization energy upon delocalizing a
charge over several monomers of a polymer chain,71 or
molecules in a crystal lattice,72 has been reported on the basis
of microelectrostatic calculations, treating delocalized charges
as supermolecules. These results are consistent with the
decrease of the MM contribution to the polarization energy
that we observe in the present scheme (yellow bars in Figure
2d). We emphasize again however that such a reduction,
previously attributed to the delocalization of the added charge
over several molecules, completely disappears upon the proper
inclusion of the QM contribution to the polarization energy
and thus cannot be taken as a truly physical phenomenon. The
stability of the c2c gap in our QM/MM scheme upon increase
of the QM subsystem is a clear necessary requirement that can
only be fulfilled by selecting a QM scheme that fully includes
polarization effects such as the GW formalism.
As another important consequence, the stability of the c2c

gap as a function of the QM section size, namely, the stability of
the total (MM + QM) polarization energy with respect to the
delocalization of HOMO/LUMO manifold wave functions over
several molecules, justifies the common assumption that
dispersion effects, at the origin of the bandwidth in the solid
state, can be straightforwardly added to the band center
energies determined assuming localized carriers in a relaxed
dielectric environment, as shown in Figure 1 (see also, e.g., ref
59), supporting further recent attempts to provide a multiscale
description of the electronic structure of large complex
supramolecular systems.73,74

In summary, we presented a novel hybrid QM/MM method
merging many-body perturbation theory and atomistic polar-
izable models that we validated against reference calculations
and experimental data. This approach, combining the merits of
the GW formalism with an accurate description of the
environment, represents a highly valuable tool for the study

of charged states in complex molecular environments, such as
organic semiconductors or biological systems. We demon-
strated in particular the need for a QM scheme that fully
captures polarization effects in order to ensure that the
calculated QM/MM electronic properties are independent of
the arbitrary partitioning between the QM and MM
subsystems. This allows an increase of the size of the QM
partition, fully accounting for all polarization contributions,
while incorporating the proper description of charge transfer
and hybridization between molecules in the QM region. Our
results clarify the relation between polarization energy and
charge delocalization, providing a rigorous framework for the
treatment of dispersion effects in standard QM/MM
approaches. Finally, our scheme provides polarization energy
to all electronic energy levels, opening the way to optical
calculations.

■ EXPERIMENTAL SECTION

The Kohn−Sham eigenstates needed to start the GW
calculations are obtained with the NWCHEM

75 computational
package at the PBE0/cc-pVTZ76 level. Within the RI-V
technique, we adopt the universal Weigend Coulomb fitting
auxiliary basis.52 The COHSEX/CR polarization energies are
affected by less than 10 meV when adopting instead the 6-
311G* principal basis and/or the cc-pVTZ-RI auxiliary basis.77

In the limit of large systems, most of the CPU time is spent
calculating the gas-phase GW quasiparticle energies, which
typically vary from 2 to 18000 h from the 1-pentacene to the 5-
pentacene QM system (calculations performed on Intel E5-
2690 2.6 GHz cores). Even though presenting the same O(N4)
scaling, the corresponding static COHSEX calculations take
0.16 and 622 h, respectively. Molecular polarizabilities of the
MM part have been computed at the B3LYP/6-311++G**
level, while the CR atom−atom polarizability tensor comes
from INDO/S calculations.53 Typical variations (≤10%) in
polarization energies with respect to different choices of MM
model and parametrization can be found in refs 44 and 78. The
unit cell and atomic positions are the experimental ones as
provided in ref 61.
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pentacene occupied (blue) and unoccupied (red) states plotted against
the gas-phase G0W0 level energy. The filled and empty squares
correspond to ionization of a pentacene molecule in the bulk and at
the (001) surface, respectively.
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