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We introduce a new automatic method to eliminate electrocardiogram (ECG) noise in an electroencephalogram (EEG) or
electrooculogram (EOG). It is based on a modification of the independent component analysis (ICA) algorithm which gives
promising results while using only a single-channel electroencephalogram (or electrooculogram) and the ECG. To check the
effectiveness of our approach, we compared it with other methods, that is, ensemble average subtraction (EAS) and adaptive
filtering (AF). Tests were carried out on simulated data obtained by addition of a filtered ECG on a visually clean original
EEG and on real data made up of 10 excerpts of polysomnographic (PSG) sleep recordings containing ECG artifacts and other
typical artifacts (e.g., movement, sweat, respiration, etc.). We found that our modified ICA algorithm had the most promising
performance on simulated data since it presented the minimal root mean-squared error. Furthermore, using real data, we noted
that this algorithm was the most robust to various waveforms of cardiac interference and to the presence of other artifacts, with a
correction rate of 91.0%, against 83.5% for EAS and 83.1% for AF.
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cited.

1. INTRODUCTION

Electrocardiogram (ECG) artifacts occur when the relatively
high cardiac electrical field affects the surface potentials
on the scalp and near the eyes. This leads to interference
on the electroencephalograms (EEG) and electrooculograms
(EOG) which can easily be recognized by its periodicity
and its coincidence with the ECG peaks (Figure 1). Its
waveform can vary from derivation to derivation, and large
interindividual voltage variations can be observed [1].

ECG artifacts over EEG signals constitute a serious
problem for the automatic interpretation and analysis of
polysomnographic signals. Hence, some methods have been
developed for removing them. Fortgens and De Bruin [2]
proposed an algorithm whereby the correction was made by
subtracting a linear combination of four ECG derivations.
The weights of this combination were calculated so as to
minimize the EEG variance after subtraction. This method
was also tested by Lanquart et al. [3] although they used only
one ECG derivation.

The ensemble average subtraction (EAS) method was
described and used by Nakamura and Shibasaki [4], Harke
et al. [5], and Park et al. [6]. In this approach, an average
ECG-artifact waveform was computed for each homoge-
neous EEG portion, and an estimate of the artifact was
generated by repeating this template synchronously with the
interference peaks. This signal was then subtracted from the
contaminated EEG to correct it.

Sahul et al. [7] introduced artifact cancellation by adap-
tive filtering (AF) using an ECG channel reference. Strobach
et al. [8] showed that this method was not appropriate if the
ECG and the real interference exhibit remarkably different
waveforms. They introduced a two-pass adaptive filtering
algorithm, where an artificial reference was first generated by
ensemble averaging to be more related to the real interference
than the ECG. This idea was taken up by Cho et al. [9] who
also used a least square acceleration filter to better detect the
R-peaks positions before generating the artificial signal of R-
peak synchronized pulse.
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Figure 1: ECG artifact on EOG1, EOG2, and C3-A2.

Morphological filters (MFs) were tested for the removal
of ECG artifacts by Lanquart et al. [3]. The idea is to define
an artifact template called “structuring element” and to
probe the contaminated EEG to quantify how the structuring
element fits within the signal. This enables to detect the
artifact parts of the signal to remove. Unfortunately, MFs
are known to also eliminate other actual waves that are
not ECG artifacts. Their use, thus, requires a second phase
of correction to distinguish the actual waves from the
interferences and to restore them to the corrected EEG signal.

Finally, some authors investigated the use of independent
component analysis (ICA) to cancel ECG noise [3, 10–
13]. However, either their methods required many EEG
channels and implied to visually select the origin of cardiac
interference among estimated sources, or their methods
were found to be somehow inefficient since the artifact was
reduced but still visible.

In this paper, we introduce a new algorithm resulting
from a modification of the ICA method. The algorithm gives
promising results while using only a single-channel EEG
(or EOG) and the ECG. To check its effectiveness, we have
also implemented the EAS and AF methods and compared
their correction rate, their computational load, and their
robustness to the new algorithm.

Section 2 describes these ECG artifact correction algo-
rithms in detail. Section 3 presents experimental results.
Section 4 discusses these results and concludes this paper.
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Figure 2: Generation of a trigger from the ECG: illustration on an
artificial signal composed of sinusoids with variable amplitudes and
frequencies (see main text for details on the signals shown).

2. METHODS

2.1. Ensemble average subtraction (EAS)

The first step of the ensemble average subtraction (EAS)
algorithm consists in generating a trigger from the ECG by
QRS detection. The method we are used is partly based on
[14], which used a nonlinear energy operator to achieve
a segmentation of the EEG into quasistationary fragments.
This is illustrated in Figures 2 and 3.

A nonlinear energy operator is first applied to the ECG
signal s(n) as follows:

ψ[n] = s(n− 1)∗s(n− 2)− s(n)∗s(n− 3). (1)

The corresponding output, called frequency-weighted energy
ψ, is proportional to the frequency and the amplitude of the
signal s. By using a sliding time-domain window where the
frequency-weighted energy in the left part is subtracted from
that of the right part at each time instant n, it is possible
to obtain a function Gnleo(n) which emphasizes the ECG R-
waves:

Gnleo(n) =
∣
∣
∣
∣
∣

n
∑

m=n−N+1

ψ(m)−
n+N
∑

m=n+1

ψ(m)

∣
∣
∣
∣
∣

, (2)

where the total window size is 2N samples.
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Figure 3: Generation of a trigger from the ECG: application to a
real ECG channel (see main text for details on the signals shown).

A second sliding window is used on Gnleo(n) and each
sampleGnleo(n) is replaced by the maximum value ofGnleo(n)
in the window:

T(n)

=

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

max
[

Gnleo

(

n− L
2

: n+
L

2

)]

for n= L

2
,
(
L

2
+1
)

, . . .

0 for n=0, 1, . . .
(
L

2
−1
)

.

(3)

The resulting signal T(n) is then compared to Gnleo(n) to
obtain a trigger function:

G(n) =
{

Gnleo (n), if Gnleo(n) ≥ T(n),

0, if Gnleo(n) < T(n).
(4)
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Figure 4: Removal of the erroneous peaks and addition of the
missing positions.
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Figure 5: Adjustment of the position of the R-peak: the new trigger
point is set to the place, where the difference between the ECG and
its base line is maximum.

Finally, the number of false detections is reduced by applying
a threshold to G(n), derived from the average of its peaks:

G2(n) =
{

G (n), if G(n) ≥ mean (G(n) /= 0),

0, if G(n) < mean (G(n) /= 0).
(5)

To improve this detection process inspired by [14], we also
use the periodic characteristic of the cardiac beat: when two
peaks inG2(n) are separated by less than 0.6 times the average
cardiac period P, the most likely peak position is considered
to be the closest to the point delayed by one period from
the preceding spike; and if no R-peak is found before 1.3∗P
seconds from the preceding peak, a new trigger position is
added after P seconds to fill the gap (Figure 4).

In practice, these new positions do not always correspond
to the precise locations of R-peaks in the electrocardiogram.
The surrounding of each presumed trigger point is, therefore,
examined, and the correct position of the R-peak in this
surrounding is set to the place where the difference between
the ECG and its base line is maximum (Figure 5). The width
of the examined surrounding must be sufficient to contain
the real position of the R-peak, but not too large so as to
avoid neighboring ECG waves. We set its width to 0.15 times
the duration of the cardiac period.

We then obtain a triggerG2(n) indicating the positions of
the R-peaks of the ECG. We will call it “ECG trigger” in the
following.

The second step of the ensemble average subtraction
algorithm is the generation of an estimate of the ECG artifact.
For this purpose, the EEG (or EOG) signal is segmented
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Figure 6: Positioning of an interference peak from an ECG
triggering point: some examples.

into 20-second fragments. Assuming that subsequent heart
beats produce sufficiently similar interference waveforms on
each 20-second fragment and that EEG has zero-mean dis-
tribution, one can compute an estimate of the ECG artifact
waveform by averaging segments of corrupted signal located
around each interference peak in the 20-second fragment.
The duration of the averaging fragments (20 seconds) was
chosen as a compromise; it is long enough to separate
the artifact from the underlying EEG and short enough to
ensure similar interference waveforms. The duration of the
segments located around each interference peak was fixed to
0.85 times the duration of the mean cardiac period estimated
on the 20-second fragments of the ECG trigger.

The exact location of interference peaks on the EEG
signal is calculated from the ECG trigger. Like previously,
the bias error between the exact position of the interference
and the ECG triggering point is corrected by examining the
EEG signal surrounding the trigger point. The location of the
interference is set so as to maximize the difference between
the EEG and its base line. Some examples are illustrated
on Figure 6. Notice the importance of using a sufficiently
narrow surrounding, in order for the final interference
location not to be influenced by the EEG background (which
can exhibit important variations).

The last step of the method consists in subtracting
this ensemble average from each interference peak of the
contaminated EEG. In practice, it is better to multiply the
ensemble average by a Hanning window before subtraction
to avoid introducing discontinuities.

2.2. Adaptive filtering (AF)

The classical structure of an adaptive filter used to correct the
ECG artifact from an EEG signal is illustrated on Figure 7.
A reference signal x(n) (i.e., the ECG channel) is passed
through an adaptive FIR filter Ap(z) to obtain an optimal
approximation of the cardiac interference b(n):

Ap(z) = a0 + a1 z
−1 + a2 z

−2 + · · · + ap z
−p. (6)

This approximation is subsequently subtracted from the
corrupted signal to produce an estimate of the true EEG.

Reference x(n)
(i.e. ECG)

s(n) + b(n)
= EEG + cardiac

interference

e(n) =EEG

y(n) = ̂interference

MMSE

Ap(Z)

ai
e(n) =EEG

+

−

Figure 7: ECG artifact correction by adaptive filtering.

Under the assumptions that the original EEG signal s(n) is
not correlated with the cardiac interference b(n) and that the
average of the interference E[b(n)] is equal to the average of
its estimate E[y(n)], the minimization of the average of the
quadratic error (minimum mean squared error (MMSE))
can be used for the adaptation of the filter weights [15, 16].

The underlying assumption is that the interference can be
well approximated by applying a simple FIR to the reference
signal x(n). This is not always the case when the ECG is
directly used as the reference signal. Indeed, the interference
and ECG signals can sometimes exhibit remarkably different
waveforms (to different to be approximated by an FIR filter),
although they are synchronized temporally.

Strobach et al. [8], therefore, suggested using an artificial
reference signal generated by convoling the average artifact
waveform with the ECG trigger:

x(n) = a(n)∗G2(n), (7)

where x(n) is the artificial reference signal (see an example
in Figure 8(c)), G2(n) is the ECG trigger computed as in
the EAS method, and a(n) is the average artifact waveform
recomputed for each 20-second fragment, by averaging seg-
ments of corrupted signal located around each interference
peak.

In this work, we tested these two approaches.

2.3. Independent component analysis (ICA)

Independent component analysis (ICA) was developed some
years ago in the context of blind source separation. Its
aim is to estimate N source signals s1(t), s2(t), . . . , sN (t)
unknown but assumed to be statistically independent from
the observation of M signals x1(t), x2(t), . . . , xM(t) which
result from a mixture of the underlying sources signals.

ICA requires at least as many mixtures as there are
independent sources (M ≥ N). In our case, we suppose M
equals to N , and we try to estimate the original EEG and
the original interference (the two source signals) from two
observed signals: the ECG and the corrupted EEG.

In the simplest case, the mixture is supposed to be linear
and instantaneous, so that observations at time instant t
result from a linear combination of the sources at that
instant:

xi(t) =
N
∑

j=1

ai j s j(t) i = 1 · · ·M. (8)
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Figure 8: (a) ECG, (b) EEG corrupted by ECG artifact, (c) artificial
reference used for AF.

This is clearly not the case here, as the interference peaks are
not exactly synchronized with the R-peaks of the ECG. As a
matter of fact, we found experimentally that applying ICA
with such hypotheses on our observed signals did not lead
to efficient correction of the cardiac artifacts. We, therefore,
applied the so-called convolutive linear model, where the
observations result from a linear mixture of the sources
filtered by FIR filters:

xi(t) =
N
∑

j=1

ai j(t)∗s j(t) i = 1 · · ·M discrete case−−−−−−−→

xi(n) =
N
∑

j=1

K
∑

k=0

ai j(k) s j(n− k) i = 1 · · ·M,

(9)

where ai j(t) (or ai j(k) in the discrete case) is the transfer
function between the jth source and the ith sensor and K is
the highest order of the FIR filters.

As illustrated on Figure 9, the purpose of ICA in this case
is to find a source separation system, whose outputs should
be equal to the original sources:

s j(t) ≈ yi(t) =
N
∑

j=1

wij(t)∗xj(t) discrete case−−−−−−−→

s j(n) ≈ yi(n) =
N
∑

j=1

K
∑

k=0

wij(k) xj(n− k).

(10)

By using the FIR linear algebra notation, (9) and (10) can be
written as

xt = A st,
st ≈ yt = W xt,

(11)

where the elementAij(z) of the mixing matrix A corresponds
to the transfer function between the jth source and the ith
sensor, and the element Wij(z) of the separating matrix
W corresponds to the transfer function between the jth
sensor and the ith estimated source. In the FIR linear algebra
notation, matrices are composed of FIR filters instead of

scalars, and the multiplication between two FIR matrix
elements is defined as their convolution.

For example, by using the FIR linear algebra notation,
equation xt = A st expresses

⎡

⎢
⎢
⎣

x1(n)
...

xM(n)

⎤

⎥
⎥
⎦
=

⎡

⎢
⎢
⎣

a11(t) · · · a1N (t)
...

. . .
...

aMN (t) · · · aMN (t)

⎤

⎥
⎥
⎦
·

⎡

⎢
⎢
⎣

s1(t)
...

sN (t)

⎤

⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

N
∑

j=1

a1 j(t)∗s j(t)

...
N
∑

j=1

aM j(t)∗s j(t)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

discrete case−−−−−−−→

⎡

⎢
⎢
⎣

x1(n)
...

xM(n)

⎤

⎥
⎥
⎦
=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

N
∑

j=1

K
∑

k=0

a1 j(k)s j(n− k)

...
N
∑

j=1

K
∑

k=0

aM j(k)s j(n− k)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

(12)

To find the unknown separating matrix W, Bell and
Sejnowski [17] proposed to maximize the joint entropyH(g)
of the vector gt = [g1(t), g2(t), . . . , gN (t)]T , whose compo-
nents gi(t) = g(yi(t)) ≈ Fs(yi(t)) are the sources yi(t) trans-
formed by a sigmoid function g which approximates to the
cumulative density function Fs of the sources (seen as ran-
dom signals). In the convolutive case, this suggests to work
with a feedforward architecture, as illustrated on Figure 10.

A common choice for the sigmoid function g is the
logistic function g(yi) = (1 + exp(−yi))−1 or the hyperbolic
tangent function g(yi) = tanh(yi). In this work, we tested
these two possibilities.

The separating matrix which maximizes the joint entropy
H(g) can be found by a gradient ascent algorithm which
consists, in the discrete case, in iterating on:

wij(k) ←− wij(k) + μ
∂H(g)
∂wij(k)

∀i, j ∈ [1, . . . ,N] ∀k ∈ [0, . . . ,K],
(13)

where μ is the learning rate andwij(k) is the kth coefficient of
the impulse response of the FIR filter between the jth sensor
and the ith-estimated source; K is the highest order of the
FIR filters.

Torkkola [18] has shown that this results in iterating on:

wij(k) ←− wij(k)

+ μ

⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

E
[

1
det(Wk=0)

·(−1)i+ j·Δi j(0) +
∂ps(yi)
∂Fs(yi)

·xj
]

for k = 0,

E
[
∂ps(yi)
∂Fs(yi)

·xj[−k]

]

for k /= 0 ∀i, j∈[1, . . . ,N]

(14)
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Figure 9: Convolutive linear mixture of two sources and the corresponding source separation system.
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Figure 10: Network architecture for ICA based on the maximization of the joint entropy.

with

Wk=0 =

⎡

⎢
⎢
⎣

w11(0) · · · w1N (0)
...

. . .
...

wN1(0) · · · wNN (0)

⎤

⎥
⎥
⎦

, (15)

where det(Wk=0) is the determinant of the matrix Wk=0,
Δi j(0) is the determinant of the matrix obtained by removing
the ith row and the jth column from Wk=0, Fs(yi) = g(yi),
ps(yi) = ∂g(yi)/∂yi, and E[·] is the mathematical expecta-
tion.

For the logistic function, we have ps(yi)=g(yi)·(1−g(yi))
and ∂ps(yi)/∂Fs(yi) = 1− 2g(yi), and for the hyperbolic tan-
gent function, we have ps(yi) = 1 − g2(yi) and ∂ps(yi)/
∂Fs(yi) = −2g(yi).

We implemented this algorithm and noted experi-
mentally that it has some difficulties to converge toward
the correct solution, especially when the sampling rate is
high. We, therefore, considered an additional hypothesis to
improve the convergence; we supposed that the interference
which on the EEG is a filtered version of the first observed

signal (the ECG). The resulting architecture is illustrated on
Figure 11, with a mixing matrix of the form:

A =
(

himpulse 0
h himpulse

)

, (16)

and a separating matrix of the form:

W =
(

himpulse 0
−h himpulse

)

, (17)

where himpulse = {1 0 0 0 0 0 · · ·} is the identity filter
and h corresponds to the unknown interference shaping.

The iterative algorithm simplifies to:

w21(k)←−w21(k)

+ μ

⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

E
[

1
det(Wk=0)

·(−1)·Δ21(0)+
∂ps(y2)
∂Fs(y2)

·x1

]

for k = 0,

E
[
∂ps(y2)
∂Fs(y2)

·x1[−k]

]

for k /= 0,
(18)
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Figure 11: Network architecture for our modified ICA algorithm.

with

Winitial =
(

himpulse 0
himpulse himpulse

)

. (19)

It should be noted that, while the additional assumption
we make here is identical to the one made in the adaptive
filtering approach, the separation criterion is completely
different. This is why the results of these two methods will
be different (as we will see in Section 3). It remains that
this assumption can (like previously) be discussed if the
interference waveform is remarkably different from that of
the ECG. Thus, as in Section 2.2, we also tested the use of an
artificial observed signal generated by repeating the average
artifact waveform each time the ECG trigger is different from
zero.

Notice that in this ICA-based approach, filter coefficients
are supposed to be constant with time. Thus, we segmented
the EEG signal into fragments in which the interference was
supposed to be stationary. In each such fragment, we iterated
on the values of the coefficients of h until convergence was
reached to obtain optimal solution. However, in order to
speed up the computations, we initialized each new W matrix
with the coefficients obtained for the preceding fragment.

The fragments duration was set to 20 seconds; short
enough to ensure the stationarity of the interference, and
long enough to constrain the computational load and to not
be influenced by other short artifacts.

3. RESULTS

3.1. Evaluation of the R-peak detector algorithm

Initially, we used the standard 24 hour-MIT/BIH arrhythmia
database [19] to evaluate the new R-peak detector algorithm
presented in the EAS methods. This database consists of
48 half-hour excerpts of two ECG recordings digitized at
360 Hz (here, we used only the first ECG channel). The
recordings contain (among others) several less common but

clinically significant arrhythmias. They were annotated by
different cardiologists, and a common reference annotation
was included in the database. Thus, more than 110 000
beat annotations were available to evaluate our algorithm.
Since the reference annotation does not always point the
exact position of the R-peak (but rather the position of
the beat, see Figure 12(a)), we authorized a maximum
difference of 0.1 second between the automatic R-peak
detection and the reference annotation, during the sensitivity
evaluation. Table 1 summarizes the performance of our R-
peak detector algorithm on this database. The approach
seems well founded since it reaches a global sensitivity
of 97.95 percent. Nevertheless, less satisfactory results are
obtained for recordings 208 and 221. This is due to the
numerous premature ventricular contractions contained in
these recordings and characterized by premature R-peaks
of slighter slope (see an example on Figure 12(a), second
636). Indeed, their frequency-weighted energy is significantly
smaller than the other normal R-peaks (Figure 12(b)), so
that it is ignored during the further thresholding stage
(Figure 12(c)). The resulting gap is filled by adding a new
trigger position after P seconds, but this new position is
too far from the real premature R-peak to be properly
corrected. On Figure 12(a), we can see the bad automatically
detected R-peak position around second 636 (indicated as
“x”), compared to the reference annotation indicated by “o.”

3.2. Comparison of the ECG artifact correction
algorithms

In order to evaluate the performance of the proposed
method, five algorithms were finally implemented and tested
as follows:

(i) the ensemble average subtraction (EAS);

(ii) the adaptive filtering (AF-ECG), using an ECG
reference;
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Table 1: Results of evaluting the ECG R-peaks detection algorithm using the MIT/BIH database.

Tape (no.) Total number of beats Number of R-peaks not correctly detected Sensitivity

100 2263 1 99.96

101 1859 3 99.84

102 2179 0 100.00

103 2077 5 99.76

104 2221 6 99.73

105 2564 15 99.41

106 2020 167 91.73

107 2130 19 99.11

108 1756 24 98.63

109 2523 5 99.80

111 2116 0 100.00

112 2530 0 100.00

113 1788 6 99.66

114 1870 7 99.63

115 1944 2 99.90

116 2403 9 99.63

117 1529 0 100.00

118 2270 0 100.00

119 1980 15 99.24

121 1855 3 99.84

122 2467 0 100.00

123 1512 3 99.80

124 1612 9 99.44

200 2593 35 98.65

201 1958 124 93.67

202 2127 61 97.13

203 2973 248 91.66

205 2647 19 99.28

207 1848 37 98.00

208 2945 318 89.20

209 2996 10 99.67

210 2640 102 96.14

212 2739 1 99.96

213 3240 6 99.81

214 2253 118 94.76

215 3352 11 99.67

217 2201 7 99.68

219 2146 14 99.35

220 2040 26 98.73

221 2419 354 85.37

222 2474 52 97.90

223 2596 220 91.53

228 2046 131 93.60

230 2247 0 100.00

231 1564 5 99.68

232 1774 7 99.61

233 3068 31 98.99

234 2744 3 99.89

48 patients 109098 2239 97.95
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Figure 12: Generation of the ECG trigger on recording n◦208
of the MIT/BIH database: (a) ECG with the reference annotation
indicated by “o” and the automatic detection indicated by “x”, (b)
and (c) intermediate stages of the R-peak detection procedure (see
main text for details on these signals) and (d) ECG trigger.

(iii) the adaptive filtering (AF-EA), using an artificial
reference generated by ensemble averaging;

(iv) the independent component analysis (ICA-ECG),
using the corrupted EEG and the ECG as observed
signals;

(v) the independent component analysis (ICA-EA),
using the corrupted EEG and an artificial signal
generated by ensemble averaging as observed signals.

Tests were carried out on two different databases: a simulated
one and a real one.

Simulated data

The simulated data were obtained by addition of a filtered
ECG on a visually clean original EEG to create an artificial
cardiac interference. The ECG and EEG extracts were
acquired simultaneously from a healthy subject during 5
minutes. Sampling rate was 200 Hz. The filter used was of
order 5 and the coefficients of its impulse response were
randomly generated at each creation of an artificial signal.
60 extracts were created and their corresponding signal-to-
noise ratios (SNRs) were computed. Next, each algorithm
was applied to the simulated data, and the root mean squared
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Figure 13: RSME according to SNR using simulated data with
artificial ECG artifact.

error (RMSE) was computed between the cleaned EEG and
the original artifact-free EEG.

Figure 13 shows the RMSE for each algorithm according
to the SNR. We see that AF-ECG and ICA-ECG algorithms
(in dotted lines) have the best performance. The reason is
that simulated data (given their creation method) rigorously
respect the assumption of these methods, that is, the
interference can be well approximated by applying a simple
FIR to the reference signal. Let us recall that this is not always
the case with real data, where the interference can sometimes
exhibit remarkably different waveforms from that of the ECG
signals.

The other processes (EAS, AF-EA, and ICA-EA) give
generally similar results. However, when differences can be
observed between their RMSE, we notice that our new
method (ICA-EA) always shows the best performance.

It is also visible in Figure 13 that, for each method,
RMSE decreases according to the SNR. For an infinite
SNR (i.e., by applying the process to the original artifact-
free EEG), we have obtained relatively similar results
(RMSEAF ECG=1.6548; RMSEAF EA=1.3473; RMSEICA ECG=
1.2474; RMSEICA EA = 1.2509) except for the EAS algorithm
which presented a slightly higher RMSE (RMSEESA =
2.6145). These values are low but nonzero, that means that
all methods introduce additional distortions even if they are
not really detectable visually. It is thus not recommended to
automatically use them, but to detect beforehand if a cardiac
interference is present or not.

Real data

Real data used in this study were recorded at the Sleep
Laboratory of the André Vésale hospital (Montigny-le-
Tilleul, Belgium). They are composed of 10 excerpts of
15 minutes-long polysomnographic (PSG) sleep recordings,
randomly selected during the night. The recordings were
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Figure 14: Examples of various peaks on the corrected signal-α:
corrected peaks, β: half-corrected peaks, γ: uncorrected or very
badly-corrected peaks.

taken from patients (7 males and 3 females aged between 40
and 73) with different pathologies (dysomnia, restless legs
syndrome, insomnia, and apnoea/hypopnoea syndrome).
They all contain cardiac interference as well as other typical
artifacts (e.g., movement, sweat, respiration, etc.). The
sampling rates were 50, 100, and 200 Hz. Only the ECG
channel and the corrupted signal (EEG or EOG) were used to
perform the ECG artifact correction. For each method, two
hundred successive interference peaks of each excerpt were
visually examined to compute the following:

(i) the number of corrected peaks (indicated as α on
Figure 14);

(ii) the number of half-corrected peaks (indicated as β on
Figure 14);

(iii) the number of uncorrected or very badly corrected
peaks (indicated as γ on Figure 14).

A total of 2000 interference peaks were thus examined to
compute the final correction rate.

Note that the distinction between “half-corrected peaks”
and “very badly-corrected peaks” (although rather subjec-
tive) was only introduced to see whether a method, which
cannot perfectly correct interference peaks, still brings some
contribution. However, only perfectly-corrected peaks were
considered to compute the correction rate.

On the basis of a first visual analysis of the results, some
conclusions were already made.

First, we observed that the AF-ECG and ICA-ECG
algorithms are unable to correct the cardiac artifact when the
ECG is superimposed with slow waves due to breathing or
sweating artifact. This led us to carry out a high-pass filtering
of the ECG signal before the ECG artifact correction. The
cutoff frequency of this filter was set to 1 Hz. The results
obtained were conclusive, as illustrated in Figure 15 in the
AF-ECG case.

We also found experimentally that the minimal order K
of the filters in the AF and ICA methods has to be equal
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(a) Results without filtering the ECG signal by a low-pass filter
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Figure 15: AF-ECG correction of the cardiac artifact in the presence
of a slow wave on the ECG: (a) results without filtering the ECG by a
low-pass filter, (b) result with filtering the ECG by a low-pass filter.

83.5 83.1 81.95 79.8
91.1

6.15 12.3 14.65
18.5

4.4

10.35

4.6 3.4 1.7 4.5

100

80

60

40

20

0
EAS AF-ECG AF-EA ICA-ECG ICA-EA

Percentage of corrected peaks
Percentage of half corrected peaks
Percentage of not (or very badly) corrected peaks

Figure 16: Global correction rates of the five processes computes
on the 10 excerpts (2000 interference peaks).

to the average number of samples between the interference
peaks and the ECG R-peak, plus four; a lower order leads to
incomplete artifact correction and higher order increases the
computational load without leading to better correction.

We, finally, noted that the results obtained with ICA
were equivalent, whether the sigmoid function was logistic
or hyperbolic; the convergence, however, was slower when
using the logistic function.

As can be seen on the correction rates of the five processes
(Figure 16), the first four algorithms exhibit quite similar
correction rate, while our new method reaches a higher
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Figure 17: Comparison between the ICA-EA method and the four other algorithms: number of corrected peaks for each patient.
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Figure 18: Average computing time (in seconds) to process a
15 minutes excerpt of polysomnographic signals in Matlab on a
Pentium IV PC.

correction rate of 91.1% against 83.5% for ensemble average
subtraction and 83.1% for adaptive filtering.

The highest percentage of uncorrected peaks is reached
by the EAS algorithm. This is partly due to the difficulty
of finding the exact position of the interference peaks on
the EEG, especially when other artifacts are also present.
Processes using an artificial reference are less affected by this
problem since the ECG trigger (used to generate the artificial
signal) is built on the ECG, which is less affected by artifacts,
and in which the QRS complexes are more easily detectable.

Although using an artificial reference does not change
much the percentage of corrected peaks in adaptive filtering,
it does improve considerably the ICA results by considerably
decreasing the number of half-corrected peaks while only
slightly increasing the number of uncorrected peaks.

If we look at the number of corrected peaks obtained
for each patient (Figure 17), we see that the ICA approach

using an artificial reference is not systematically the algo-
rithm which provides the best results. Its correction rate is
sometimes higher than in the other methods and sometimes
lower. However, while other methods sometimes completely
fail on some excerpts (e.g., pat1 for AF-EA, pat4 for AF-ECG,
and pat7 for ICA-ECG), the ICA-EA method always provides
very satisfactory results. The reasons of this superiority will
be discussed in Section 4, but we can already notice that the
new method seems to be more robust to various types of
polysomnographic signals than the other processes.

Unfortunately, ICA is significantly slower than EAS or AF
(Figure 18 based on a Matlab implementation). This is due
to the fact that it waits for the convergence of the underlying
iterative process every 20-seconds fragment. What is more,
convergence is slower when using an artificial observed
signal, which increases the corresponding computational
load.

Nevertheless, Matlab is clearly not optimized for the
realization of iterative loops, which can partially explain the
increases of computational load when using the ICA-based
algorithms.

The ICA-EA method is thus very interesting for a
posttreatment (such as that carried out before an automatic
sleep stage classification), but is probably not suited for real-
time use.

4. DISCUSSION

To carry out an automatic analysis of polysomnographic
signals (such as a sleep stage classification) in a hospital, it
is important for the system to be robust to the noise and
independent of derivations used during the recording.
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Figure 19: Results obtained on a 20 second excerpt from patient 10:
(a) ECG, (b) corrupted signal, (c) correction by EAS, (d) estimate
of the cardiac interference by the EAS methods, (e) estimate of the
cardiac interference by ICA-EA.

The EAS algorithm is rather sensitive to noise. On one
hand, the other artifacts (such as those due to eye blinks,
movements, sweat, etc.) prevent an accurate detection of
the interference peaks. On the other hand, these artifacts
have a big influence on the computed average interference
waveform. This is well illustrated on Figure 19. By looking
at the cardiac interference estimate with the EAS method
(Figure 19(d)), we can see that the position of the interfer-
ence peak at the 14th second is not correctly detected because
of artifact. Moreover, we see that the average interference
waveform estimated by the EAS method seems to be strongly
influenced by the artifact in contrast with the interference
estimated by the ICA method (Figure 19(e)). This probably
causes the bad corrections observed around seconds 4.5, 7.5,
and 11 on Figure 19(c).

The AF-ECG and ICA-ECG methods are more robust to
artifacts, but their performance completely fails for patients
4 and 7 (Figure 17). This is due to the fact that the cardiac
interference waveform is rather different from the ECG signal
in the polysomnographic recordings of these patients. The
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Figure 20: Results obtained on a 15 seconds excerpt from patient
4: (a) ECG, (b) corrupted signal, (c) correction by AF-ECG, (d)
correction by AF-EA, (e) correction by ICA-ECG and (f) correction
by ICA-EA.

use of artificial reference is then very beneficial. As we can
see on Figure 20, it facilitates convergence toward the correct
solution, increasing the number of corrected peaks by the
AF-EA and ICA-EA methods.

When the cardiac interference waveform is similar to
that of the ECG, the artificial reference signal is also quite
similar to the ECG (since it is obtained by averaging segments
of corrupted signal located around each interference peak
and by repeating this average artifact waveform each time
the ECG trigger is different from zero). However, the
slight differences between the artificial signal and the ECG
can sometimes decrease the performance of the AF-EA
and ICA-EA processes (patients 1 and 3 on Figure 17).
Fortunately, this loss of performance is small compared with
the increase in the number of corrected peaks when the
cardiac interference waveform is different from that of the
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ECG. In addition, it seems that adaptive filtering is more
sensitive to this problem than the ICA method (Figure 17).
This shows again the robustness of our new approach, this
time to a slight modification of the reference.

Thus, we presented a new ECG artifact removal tech-
nique based on independent component analysis (ICA). The
algorithm uses only two observed signals: the corrupted EEG
(or EOG) and an artificial signal generated by repeating
the average artifact waveform each time the ECG trigger is
different from zero. An additional hypothesis is considered,
which improve the convergence of the algorithm. The
interference which is added to the EEG is assumed to be
a filtered version of the artificial signal. Tests realized on
simulated data showed that this new ICA algorithm has
the minimum root mean squared error. Furthermore, using
real data, we noted that this new method was much more
robust to various waveforms of cardiac interference and to
the presence of other artifacts than other tested processes
(i.e., the ensemble average subtraction and the adaptive
filtering). This probably explains why, on average, we found
that our new algorithm was the most promising correction
method with a correction rate of 91.1% against 83.5%
for ensemble average subtraction and 83.1% for adaptive
filtering. However, its high-computational load makes it hard
to use in real-time systems.
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