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Abstract This paper suggests a convex regularized optimization model to
produce recommendations, which is adaptable, fast, and scalable - while re-
maining very competitive to state-of-the-art methods in terms of accuracy. We
introduce a regularizer based on the covariance matrix such that the model
minimizes two measures ensuring that the recommendations provided to a user
are guided by both the preferences of the other users in the system and the
known preferences of the user being processed. It is adaptable since (1) it can
be viewed from both user and item perspectives (allowing to choose, depend-
ing on the task, the formulation with fewer decision variables) and (2) multiple
constraints depending on the context (and not only based on the accuracy, but
also on the utility of personalized recommendations) can easily be added, as
shown in this paper through two examples. Since our regularizer is based on
the covariance matrix, this paper also describes how to improve computational
and space complexities by using matrix factorization techniques in the opti-
mization model, leading to a fast and scalable model. To illustrate all these
concepts, experiments were conducted on four real datasets of different sizes
(i.e., FilmTrust, Ciao, MovieLens, and Netflix) and comparisons with state-
of-the-art methods are provided, showing that our context-sensitive approach
is very competitive in terms of accuracy.
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1 Introduction
1.1 General Introduction

Recommending items to family members, friends, or neighbors is a social pro-
cess which is part of human life since the dawn of time: before going to the
cinema, before buying a car, before booking holidays, etc., we behave in the
same way, collecting the opinions of relatives and experts before making a
decision. Each of us is daily confronted with recommendations, as were our
ancestors and as will be our children.

The process of recommendation has however drastically evolved last decades
since part of our lives now takes place when connected. But, as the amount of
available information has been growing at a phenomenal rate, it is more and
more difficult to process it. Everybody has already been overwhelmed with
the number of new books, journal articles, and conference proceedings com-
ing out each year. During the last decades, technology has dramatically made
publishing and distributing information easier. The challenge now consists in
developing technologies that can help us sift through all this available infor-
mation to find the most valuable information for each of us. Recommender
systems are one of these technologies. Recommender systems try to provide
people with recommendations of items they will appreciate, based on their
past preferences, history of purchase, and demographic information.

Recommender systems have their origin (see the surveys of Adomavicius
and Tuzhilin (2005), or Lii et al (2012) for more details) in the work done
in, mainly, information retrieval (Salton, 1989), cognitive science (Rich, 1979),
forecasting theories (Armstrong, 2001), marketing (Lilien et al, 1992), man-
agement (Murthi and Sarkar, 2003), and emerged as an independent research
area in the mid-1990s, with the first papers on collaborative filtering appearing
in (Hill et al, 1995; Resnick et al, 1994; Shardanand and Maes, 1995). Various
approaches (content-based, collaborative, or hybrid approaches — combining
the first two) were developed through years to produce the best recommender
systems (see, e.g., (Adomavicius and Tuzhilin, 2005; Lii et al, 2012)). While
content-based approaches recommend items similar to the ones a user preferred
in the past depending on the features of the items, collaborative approaches
recommend to a user items that people with similar tastes and preferences have
liked or items similar to the ones the considered user has preferred, depending,
this time, on the links between items and users, and not on the features of
items.

This work suggests to produce recommendations by using a convex regular-
ized optimization model (i.e., a linear least-squares), minimizing two measures.
Moreover, we introduce a regularizer based on the covariance matrix ensuring
that the recommendations provided to a user are guided by both the prefer-
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ences of the other users in the system (our model can therefore be classified
as a collaborative filtering one — see Related Work) and the known prefer-
ences of the user being processed, and leads to very competitive results in
terms of accuracy. This is very attractive since it is now clear in the recom-
mender systems’ community that state-of-the-art systems, based on various
approaches, can provide very accurate recommendations for different kinds of
items in many areas. It is however less evident that only the accuracy still has
to be taken into account for designing and comparing recommender systems.
Imagine you need some novelty in your recommendations, and therefore a sys-
tem that favors non-popular items, or imagine you need to add a financial
constraint in the model (e.g., on your margin), etc. Such constraints should
be integrated into a recommender system. Interestingly, multiple constraints,
depending on the context, can easily be added to an optimization model such
as ours, as is also shown in this paper.

1.2 Related Work

The two primary areas of collaborative filtering are distinguished according to
the neighborhood methods and the latent factor models (Koren, 2008; Koren
et al, 2009). Approaches based on neighborhoods use various statistical tech-
niques to determine a set of users/items, often referred to as the neighbors,
who are the most similar to the active user/to the items the considered user
has preferred, depending on the historical behavior of the users. The most pop-
ular approaches (Herlocker et al, 2002) use the Pearson correlation coefficient,
the Spearman rank correlation coefficient, and the cosine correlation as mea-
sure of similarity. Many extensions to these classical techniques as well as other
neighborhoods measures were proposed in the literature. Approaches based on
latent factor models consist in transforming both items and users to the same
latent factor space, making them directly comparable (Koren, 2008). Latent
factor models can be obtained by performing matrix factorization. In a basic
form, the factor vectors are deduced with a minimization of the regularized
squared error on a set of known ratings. Singular Value Decomposition (SVD)
is a well-established technique to obtain latent factors in information retrieval
(Koren et al, 2009; Paterek, 2007; Koren, 2009). Other matrix factorization
methods have been used in the literature: principal component analysis (Kim
and Yum, 2005; Yu et al, 2009), bounded matrix factorization (Kannan et al,
2012), nonnegative matrix factorization (Zhang et al, 2006; Luo et al, 2014),
probabilistic matrix factorization (Salakhutdinov and Mnih, 2008; Shan and
Banerjee, 2010), etc.

One of the first approach to merge latent factor and neighborhoods models
is described in (Koren, 2008). The authors added a term allowing to exploit
implicit feedback when factorizing the matrix of known ratings. Following the
same idea, Zhang et al (2013) integrated a social regularizer and an item simi-
larity regularizer into a probabilistic matrix factorization. The advantage was
to use the social interactions of users on a microblog. A graph-regularized
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nonnegative matrix factorization was proposed by Gu et al (2010) to include
user’s demographic information, social interactions, item’s genre information,
etc. The additional term is defined with a graph Laplacian. Recently, Rao
et al (2015) proposed a scalable algorithm for matrix completion that incorpo-
rates additional structural information (e.g., social graphs, item co-purchasing
graphs). The proposed regularizer relies on a Laplacian matrix associated to
the graph encoding relationships between variables.

In the present paper, we introduce a regularizer based on the inverse co-
variance matrix. The interest of using the inverse covariance matrix is that
it encodes the correlations between all items or all users (we will see that
we can do both). Some similar regularizers using covariance matrix through
a trace norm are proposed in (Feldman, 2012) in the context of multi-task
learning (MTL) but the purpose is quite different with the present work. Still
in (Feldman, 2012), other regularizers usually applied for multi-task learning
are presented: a distance to mean regularizer, a trace norm regularizer and a
pairwise distance regularizer. In our opinion, using correlations thanks to the
inverse covariance matrix provides a better generalization than using a simple
distance to mean or a pairwise distance regularizer. In a similar way, Ning and
Karypis (2011) also proposed a regularized optimization problem based on a
n X n (n being the number of items) aggregation matrix. In order to avoid a
dimensionality problem, they introduce the /1-norm of the aggregation matrix
to learn a sparse matrix. Theoretically, we could merge our regularizer into
a matrix factorization technique such as suggested by the methods described
above (Gu et al, 2010; Zhang et al, 2013; Rao et al, 2015). However, these
methods work well with sparse similarity matrices and using our covariance-
based regularizer would have been too computationally demanding. To give
an order of magnitude, a user-user similarity matrix for the Netflix dataset
(Bennett and Lanning, 2007) would require to deal with 480,189 x 480, 189
links between users.

For these reasons, matrix factorization is included in our model as a pre-
processing step and its role is somehow different from latent factor models. In
our approach, it only serves to express users or items in the same space and to
reduce the dimensionality of the problem. The results of matrix factorization
is then used in the convex problem optimizing the similarity measure we have
defined. As a consequence, our model could be classified as a neighborhood
one since we use a similarity measure between users/items (two formulations
are defined) written as a convex optimization problem.

The positive impact of performing a matrix factorization and then writ-
ing our recommender system as a convex optimization model is that we can
easily include additional constraints in the problem depending on the context.
In their well-known survey, Adomavicius and Tuzhilin (2005) highlighted the
fact that including multiple criteria in recommender systems to extend their
capabilities was a challenging issue. Since then, some works have focused on
this topic.

Rodriguez et al (2012) studied a specific application of recommender sys-
tems with multiple objectives. They described TalentMatch, a product at
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LinkedIn which scours the database of users and finds the best candidates
for a given job posted on the website. The system provides recommendations
by computing similarities between a subset of a member’s feature vector and
semantically related subsets of the given job’s feature vector. The authors ar-
gued in the paper that it is interesting to add other features than semantic
ones in the TalentMatch system, such as the job-seeking intent of a mem-
ber. By doing so, they showed that the semantic match is decreased but that
the utility of the recommendations is increased (42% increase on email reply
rate). The specificity of their approach is that they use additional objectives in
an optimization problem but they also control the loss of matching precision
by penalizing the distance between the semantic match distribution (without
additional constraints) and the enhanced score distribution (with additional
constraints). The optimization problem is different from what we propose in
this paper since objective function and constraints in (Rodriguez et al, 2012)
can be nonlinear. It is unfortunately impossible to estimate the influence on
optimization time since this aspect is not discussed in their paper.

The advantage of focusing on the utility of personalized recommendations
(and not only on the accuracy) is also stressed in (Jambor and Wang, 2010).
The authors experimented a recommender system based on the formulation of
a problem using constrained linear optimization techniques. The linear con-
straints allow to solve the problem faster than in (Rodriguez et al, 2012). The
objective function of the problem is very simple and linked to constraints such
as the fact that a user likes popular items or the probability that items are
available during recommendation. The authors pointed out that the accuracy
is drastically reduced with their approach. Therefore, they propose to enrich
the objective function with a nonlinear term based on covariance matrix with-
out explaining how they deal with the dimensionality of the problem.

Agarwal et al (2011) proposed several formulations of constrained linear
problems with multiple objectives applied to a Yahoo module providing users
with interesting and informative articles everyday. The idea was to optimize
jointly for number of clicks and other post-clicks utilities such as total time
spent. The users are segmented into homogeneous groups, and features such as
number of clicks and post-clicks utilities are computed for each segment. Their
work is therefore different to the approach detailed in the present paper since
we are interested in collaborative filtering for personalized recommendations.

A common issue with the aforementioned methods is that they all are
specific to the users. In the literature, some datasets are treated effectively by
user-based methods and others by item-based methods. As a consequence, we
propose a general framework that can be formulated either in a user-based
form or in an item-based one.

1.3 Contributions and Organization of the Paper

This work has 4 main contributions:
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— It defines a new framework for recommending items, exploiting a convex
optimization model using a similarity measure based on the covariance
matrix.

— It shows how the optimization of this problem, although already fast, can
be made even faster and scalable by using matrix factorization, making the
model suited for many applications where real-time recommendations are
required for consumers.

— It shows how multiple constraints depending on the context can be easily
added to such an optimization model, providing new opportunities for more
diversified and adapted recommender systems.

— It shows that both user-based and item-based approaches can be integrated
in this framework, allowing to choose, in a very attractive way and depend-
ing on the task, the formulation with fewer decision variables.

Section 2 describes the convex optimization framework for collaborative rec-
ommendation and further investigates the dimensionality reduction work. In
Section 3, the optimization model is applied on well-known datasets in the
field of recommender systems, and results are shown and analyzed. Conclud-
ing remarks and possible extensions are discussed in Section 4.

2 Methods
2.1 Framework Overview

The goal of a recommender system is to provide an ordered list of items to each
user. The items are ordered given a measure of preference that the user would
give to them. In the present work, we propose to predict these preferences by
solving an optimization problem. Regardless of the context, we distinguish two
measures that are required to be optimized to obtain relevant recommenda-
tions, and we introduce a regularizer based on the covariance matrix.

In the following, we consider that the number of users is equal to u and
the number of items is equal to v.

2.1.1 Regularizer Based on Covariance Matriz

In this section, we present a user-oriented point of view of the problem. Section
2.2.2 shortly describes the dual formulation of the problem with an item-
oriented point of view.

Let us define the decision variable X € RV*%, a matrix such as each column
represents a user and each row an item:

X = [X1,X2,Xj, ..., Xy . (1)

Note that x; is a column vector characterizing a user j such as: x; = (z;1, 2, . .

First, the known preferences of the user being processed by the system
need to guide the process. To illustrate our purpose, let us consider a matrix

T
'7xji7-"a‘rjv)
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M where each column stands for a user and each row for an item, in such a way
that m;; represents the preference (e.g., an implicit feedback with a value of 1
or 0) of a user j for an item . If the user did not expressed a preference then
m;; is set to 0. Notice that, if the matrix is a rating matrix, a conflict could
arise if the value 0 is also the lower bound of the rating scale. In this case,
authors in (Devooght et al, 2015) showed the interest of using an explicit prior
on unknown ratings. By assuming that unknown items are more likely to be
weakly rated, they improved results over state-of-the-art matrix factorization
methods. As a consequence, in order to avoid a conflict, we could use 0 as an
explicit prior on unknown ratings in the matrix. Let x be the solution of the
optimization model, representing the predicted preferences for a user j and all
the items, let us note x; the set of items ¢ for which m;; is known at column
j. Therefore, for each user j the difference between the known m;; and the
x;; associated to these known m;; has to be minimized. A vector is therefore
built, for each user j, containing these differences Vi € &;:

Tij — Mij (2)

Actually, Equation (2) tries to get x; close to the a priori information we
know about the user being processed.

Secondly, we need to ensure that the recommendations provided to a user
are guided by the preferences of the other users in the system. One way to
take into account the preferences of all the users of the system is to minimize
the Mahalanobis distance d between x; and the sample characterized by M,
summarized by its mean and its covariance matrix. Formally, we have:

d=/(x; ~ 0T (x; — ), (3)

where X is the mean computed over the columns of M and X! is the inverse
covariance matrix associated to M. If m; is the column vector j of matrix M,
we have that ¥ = 43 >7% | (m; — %)(m; — %)T, where x = £ Y°%_ m;.

The Mahalanobis distance allows to include the preferences of all the users
in the optimization process. It actually tries to get x; close to the mean
while taking into account the correlations between items (represented by £ 1).
These correlations are computed with the preferences (or implicit feedback)
given by all the users to the items. Other regularizations are also possible.
We have tested a Laplacian regularization (Smola and Kondor, 2003) without
obtaining results as good as those obtained with the proposed regularization.
It is important to note that in Equation (3), matrix 3 might not be invertible.
However, Section 2.3 explains how to reduce the dimensionality of the problem
and shows that we do not need to invert X but only a reduced version of it.

Finally, the two measures described in this section are used to form the
optimization model. Moreover, effective recommender systems are required to
be fast in order to deal with large amount data. Therefore, our system has



8 Fabian Lecron, Frangois Fouss

been designed by using convex optimization since convex problems can be
solved very reliably and efficiently with a polynomial-time complexity (Boyd
and Vandenberghe, 2004). The next section explains how to integrate our
recommender system into a convex optimization framework.

2.2 Regularized Optimization Problem for Collaborative Recommendation

This section shows how to transform the two measures defined in Section 2.1.1
using a norm, allowing us to rewrite our problem as a convex optimization
model (i.e., a linear least-squares). In the following, we distinguish the user-
based case, the item-based case, and the case where neighbors are considered.
The formulations of the recommender system proposed in this section are
based on solving an unconstrained linear least-squares. In Matlab, the opera-
tion A\B returns a least-squares solution to the system of equations Ax = B.

2.2.1 User-based

A linear least-squares (Gill et al, 1981) is formulated according to:

1
mmiﬂAxfb@. (4)

Note that the x solution of such a linear least-squares problem can be
reduced to solving a set of linear equations (ATA) x = ATb (see for example
(Boyd and Vandenberghe, 2004)). So, the analytical solution is given by x =

(ATA) ™" ATb.
To be in line with Equation (4), the regularizer based on Mahalanobis
distance (see Equation (3)) needs to be transformed given:
d2 = (Xj - )’()TZfl(xj — )2)
= (LT (x; —%))"LT (x; - %)
2
= L7 = %)

= L™ - L7x];

(5)

where L is the Cholesky decomposition of the inverse covariance matrix such
as: ¥71 = LLT.

Moreover, Equation (2) is simply modified by considering the norm such
as:

D iy —miy)*. (6)

LER;

Equations (5) and (6) can then be associated in the convex model defined
in Equation (4). These constraints actually need to be minimized, leading to
the following formulation of the objective function:
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1 1
min 5 [|L7x; — L%, + 5 > (@ —mig)” (7)
1ER

In Equation (7), a parameter « could be added to adjust the impact of
the regularization. However, we noticed in our experiments that when working
with implicit feedback, a value of a near to 1 is a good trade-off. Let us assume
x7, the optimal solution associated to the minimization problem described in
(7). It represents the predicted preferences of user j for all the items. Therefore,
a number of recommendations can be made to this user by considering the
items (not already purchased by the user) with the highest scores of preference.

Our approach uses the Mahalanobis distance to take into account the cor-
relations between items and between users. Actually, the Mahalanobis distance
tries to measure the difference between a vector x; and the mean X of the whole
training set. Instead of using X, we could consider a set of nearest neighbors of
the current decision variable. This way, we introduce an adapted Mahalanobis
distance which represents the difference between x; and the mean Xyeign of
the neighbors which is influenced by the number of neighbors (users in the
user-based point of view) considered (this parameter needs to be fixed).

Several methods exist to compute a similarity measure between users or
items in order to define neighborhoods (e.g., Pearson correlation coefficient in
(Herlocker et al, 2002), kernels in (Fouss et al, 2012), etc. — see (Deza and
Deza, 2014) or (Fouss et al, 2016) for a survey). We decided to use a simple
(and known to provide good results) similarity measure based on the cosine
correlation.

2.2.2 Item-based

The item-based formulation is proposed as a dual formulation of the user-
based one. The decision variable is a matrix X € R**? such as each column
represents an item and each row a user:

X = [X1,X2, Xy -+, Xyp) - (8)

Note that x; is a column vector characterizing an item ¢ such as: x; =
(xil,l'i% DR 7xija oo axiu)T

Equation (7) is easily adapted by considering MT the transpose of matrix
M, where each column stands for an item and each row for a user, in such a
way that m;; represents the preference of a user j for an item 7. Solving the
item-based version of (7) provides an optimal solution x}. It represents the
predicted preferences of all the users for the item i. As a consequence, we have
to compute the value of x} for ¢ € (1,v). Finally, for each user, we recommend
a given number of items with the highest preferences.
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2.3 Dimensionality Reduction

The number of variables involved in Equation (7) can be important, especially
if a large amount of items and users is considered. Even if convex optimization
is characterized by polynomial-time complexity, it is relevant to reduce the
number of variables in these equations. Furthermore, computing matrix L
in this context is memory-demanding for large datasets since it requires to
have access to the entire covariance matrix which is non-sparse. Matrix L
should therefore be computed when the dimensionality of the problem has
been reduced.

Two methods for reducing the dimensionality are considered in the present
work: Principal Component Analysis and Nonnegative Matrix Factorization.
Note that other matrix factorization techniques could have been used to reduce
the dimensionality (e.g., convex formulations such as (Hsieh and Olsen, 2014)).
The following section presents our framework with matrix factorization in a
general way.

2.4 Matrix Factorization

Matrix factorization allows to decompose a matrix as the product of matrices.
Let us consider M, a matrix where each column stands for a user and each
row for an item. By considering that M contains v rows and u columns, we
can decompose M such as:

M ~ &B, (9)

where M is a matrix where each column is a data point (i.e., a user), B is a
(r x u) matrix containing the coordinates of these data points in the basis ®,
which is a (v X r) matrix, and 7 is the number of components, which lower
than u or v (depending on the approach).

When considering the user-based case, a column vector x; (a vector of
preferences) of matrix M is given by:

Xj = ‘PBJ‘, (10)

where each column of ® is a basis element, and Bj is a vector representing the
preferences of user j in the basis.

By reducing the dimensionality with matrix factorization, the second term
of Equation (7) is written:

5> (@b —my)” (1)

1ER;

where ¢, is the row of ® related to item i.
The first term of Equation (7) becomes:
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1 _ 1 ~ 12
5 [Lx; ~ L%[; = 5 |L™ (@b,) - L7%|

2

> e (8, -%)] 12
- 3%

2 / 2

Lieg /e _ \|2

5 |18 (B =) .

where L and %X are the expressions of LT and % in the basis ®. These
expressions are deduced given that matrix decomposition allows to write: LT =
®LI and x = ®Xs. In order to compute LY, the covariance matrix X p related
to B is computed, where B is the expression of M in the basis ® (we have

indeed M = ®B). If b, is the column vector j of matrix B, we have that
Y= Z;L:l(bj —Xs)(b; —%X)T. If r is the number of components, this

covariance matrix Xp is a 7 x r matrix. Then, LY is obtained by performing
a Cholesky decomposition of the inverse covariance matrix (by a simple call
to the function chol on Matlab).

Finally, the user-based formulation with a reduced number of variables is
given by:

. ]. T = — 2 1 N 2
n&% HL‘I’ (bj - Xq>) H2 +3 ;:(@bj — my;) (13)

K
When the nearest neighbors are included in the optimization problem, the
first term of Equation (13) becomes:

1 —~ B 2
L 5~ )| w

where L}, Xs, and Xneigh.,& are the expression of, respectively, LT %, and
Xneigh in the basis ®. The item-based formulation with a reduced number of
variables is obtained with a similar approach.

Solving the problem defined in Equation (13) provides the optimal vector

b*. This_vector needs to be mapped in the initial space by knowing that
x* = ®b*, and the resulting vector x* represents the predicted preferences
of a user for all the items. The items with the highest preference are finally
recommended to the user. Let us note that this process needs to be separately
repeated for all the users. In the item-based formulation, the optimal vector
b* allows to compute the preferences of all users for one item.

2.4.1 Nonnegative Matrixz Factorization

Nonnegative Matrix Factorization (NMF) is a linear dimensionality reduc-
tion technique for nonnegative data. NMF has become a widely used tool for
the analysis of high-dimensional data as it automatically extracts sparse and
meaningful features from a set of nonnegative data vectors (Gillis, 2014). The
technique is relevant in our context since the ratings or implicit feedback, and
as a consequence the preferences of users, are always nonnegative.
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In order to factorize M, the problem to be solved is written:
min M — ®B|%  with ® >0 and B > 0. (15)

To solve this problem, we use the accelerated hierarchical alternating least
squares (HALS) algorithm described in Section 4.2 of (Gillis, 2011). The source
code is available online!. Solving this problem provides the matrices ® and B
which are required to obtain Lg and Xg in Equation (13).

2.4.2 Principal Component Analysis

Principal Component Analysis (PCA) is a well-known statistical method to re-
duce the number of variables (Johnson and Wichern, 2002). PCA decomposes
the original space into orthogonal axes along which the variance is maximized.

In the case of PCA, the vector x; is not represented by Equation (10) but
by:

x; = X + ®b;, (16)

where X is a column vector characterizing the mean of users computed over
matrix M, ® is a matrix containing the orthogonal axes computed from matrix
M, and b; is a column vector containing the weights on these axes related to
the user j.

Given Equation (16), Equation (12) needs to be slightly adapted by re-
placing x; with X + @Bj. Then, the first term of Equation (13) becomes:

1 _ _ ~ _ 2
5 7% - L7s|[, = 5 |L* (X+ ‘I’bj) - LTXH2

—~ |12
viab, o)

1\ ~
Diag <) b,
o

Since the components of B are uncorrelated in PCA, only the diagonal of LT
remains, which is represented by the inverse of the variance on each component.
In this specific case, LT does not have to be formally computed, only o2, a
vector where each element is the variance of one component of PCA, is needed.

In order to obtain matrices ® and B, a Singular Value Decomposition
(SVD) is performed on the centered version M of M. In the literature, SVD
on a given (m x n) matrix M is often characterized by: M = USVT. If we
only consider the r largest singular values (e.g., with function svds on Matlab),
® is equal to U while B is equal to SVT when SVD is performed on M.

2

= N =N =

2

I https://sites.google.com/site/nicolasgillis/code
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3 Experiments
3.1 Data and Methods

In order to assess the effectiveness of our approach, we used four datasets of
different sizes. The first one is FilmTrust, a small dataset crawled from the
FilmTrust website (Guo et al, 2013). It contains 35,497 ratings (from 1 to 5)
given by 1,508 users to 2,071 movies. Tang et al (2012) crawled the popular
product review website www.ciao.co.uk. We used these data to create our
second dataset with 102,616 ratings given by 7,010 users to 20,000 items (here,
the number of items is greater than the number of users). The third dataset
is the MovieLens 10M dataset?. It consists of 10,000,054 ratings (from 1 to 5)
given by 71,567 users to 10,681 movies (here, the number of users is greater
than the number of items). It is considered that each user has rated at least
20 movies. Finally, we made experiments with the Netflix dataset (Bennett
and Lanning, 2007), containing 100,480,507 ratings (from 1 to 5) given from
480,189 users to 17,770 movies.

For the four datasets, we worked with implicit feedback given by the users
since our recommender system is not designed to predict ratings but to provide
a ranking given some predicted preferences. It is therefore relevant not to
consider the actual value of the ratings but to consider a 1 when a user has
rated an item and a 0 otherwise.

In the following experiments, the datasets were randomly divided into n
subsets (with n = 10) and the algorithms were executed n times (n-fold cross-
validation). In each run, one of the n subsets (containing about 10% of the
ratings) was used as the test set while the other n — 1 subsets were merged
into a training set. Then, the average result was computed on the n runs.

For each user and each run, the algorithm computes, based on the training
set, a ranked list of preferences about items. From that information, we retain
a ranked list of all the items that the user has not rated, according to the
training set.

Regarding the evaluation of a recommender system, the literature is often
divided between accuracy metrics (precision, recall, etc.) and error metrics
(RMSE, MAE, etc.). Cremonesi et al (2010) suggested that there is no mono-
tonic relation between accuracy metrics and error metrics. Furthermore, our
recommender system is not designed to predict ratings but to provide a ranked
list of items. As a consequence only accuracy metrics are suitable to evaluate
our approach. We therefore decided to use the precision and the recall scores,
as the most popular accuracy metrics in the field of recommender systems.
The test set contains, for each user and each run, a set of items that the user
has actually rated and that are not linked to that user in the training set.
The recall score (recall@n) is the average (on all users) of the proportion (in
percentages) of items from the test set that appear among the top-n of the
ranked list from the training set, for some given n. This measure should be as

2 http://grouplens.org/datasets/movielens/
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Fig. 1: The influence of dimensionality reduction on recall and precision scores

high as possible for good performance. A recall score of 100 percent indicates
that the method always positions the items in the test set among the top-n of
the ranked list. The precision score (precision@n) is the average (on all users)
of the proportion (in percentages) of items in the top-n that appear in the test
set.

3.2 Impact of Dimensionality Reduction

As described in Section 2, the optimization process can be sped up by limit-
ing the number of decision variables. However, dimensionality reduction also
decreases potential useful information. In the present section, we aim at esti-
mating a good balance between the number of decision variables and the qual-
ity of recommendations. We present at Fig. 1 the evolution of recall@20 and
precision@20 for the FilmTrust dataset (Fig. 1a), the Ciao dataset (Fig. 1b),
the MovieLens dataset (Fig. 1c), and the Netflix dataset (Fig. 1d), according
to the number of components. The user-based formulation and the item-based
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one are distinguished, as well as the two dimensionality reduction techniques
applied in this work: Principal Component Analysis and Nonnegative Matrix
Factorization.

For the Ciao, the MovieLens, and the Netflix datasets, Fig. 1 shows one
general trend. The accuracy (recall and precision scores) increases when the
number of principal components increases. However, this gain is limited after
a number of components approximately equal to 20. This behavior is very
interesting since it allows to greatly reduce the number of decision variables.
To illustrate the impact of reduction, let us remind that in the user-based form
of the problem, the number of decision variables for the MovieLens dataset
is initially equal to 10,681 (the number of movies) while in the item-based
form, it is equal to 71,567 (the number of users). These same numbers can be
reduced to about 20 while providing interesting results in regard to recall@20
and precision@20.

By comparing the user-based and the item-based approaches, we observe
that the former generally provides lower recall and precision scores than the
latter. Even if this observation is made for the four datasets, we really think
that it is dataset-dependent and does not imply that the user-based formula-
tion provides systematically worse results on other datasets. To support that,
one can see for the Ciao dataset that the evolution of the recall@20 and the
precision@20 is similar for the item-based formulation of the recommender sys-
tem and the user-based formulation (when PCA is used as a dimensionality
reduction technique). An explanation can also be found in (Ning et al, 2015)
where the authors consider five criteria when dealing with the implementation
of a user-based and an item-based recommender system. For the accuracy cri-
teria, they conclude that when the number of users is much greater than the
number of items, item-based methods produce more accurate recommenda-
tions. When the system has less users than items, user-based methods should
be considered.

Another comparison can be made between the dimensionality reduction
techniques. Except for the FilmTrust dataset, recall and precision scores are
always better with PCA rather than NMF. As a consequence, we can not
conclude that imposing nonnegative values in the reduction process improves
the accuracy compared to PCA.

3.3 Additional Constraints

The recall and precision scores presented at Fig. 1 only rely on the optimization
of the objectives described by Equations (2) and (3). However, remember that
one advantage of our approach is its simplicity to add more constraints in the
objective function depending on the context. The only condition is that these
additional constraints need to be written as linear least-squares. For instance,
we can adapt the objective function by taking into account the information of
users (or items) similar to the user (or the item) concerned by the optimization.
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Table 1: Comparison between formulations of our recommender system with
neighbors and without neighbors

FilmTrust dataset

User-based Item-based
Neighbors Recall@20 Precision@20 Recall@20 Precision@20
PCA NMF PCA NMF PCA NMF PCA NMF
Without 66.88 81.31 11.49 13.01 81.86 81.67 13.09 13.06

With 70.55 | 81.33 11.88 13.02 | 81.96 | 81.72 13.13 13.10
Ciao dataset
User-based Item-based
Neighbors Recall@20 Precision@20 Recall@20 Precision@20
PCA NMF PCA NMF PCA NMF PCA NMF
Without 14.82 12.63 1.80 1.56 14.85 13.70 1.80 1.67

With 13.15 14.80 1.70 1.80 14.49 14.08 1.78 1.72
MovieLens dataset
User-based Item-based
Neighbors Recall@20 Precision@20 Recall@20 Precision@20

PCA NMF PCA NMF PCA NMF PCA NMF
Without 26.15 23.22 12.67 11.74 31.19 29.45 14.16 13.30
With 31.77 | 25.41 15.44 12.11 31.25 29.55 14.13 13.39
Netflix dataset
User-based Item-based
Neighbors Recall@20 Precision@20 Recall@20 Precision@20
PCA NMF PCA NMF PCA NMF PCA NMF
Without 13.07 11.52 10.99 10.52 20.85 18.66 14.12 12.59
With 13.57 12.77 11.72 11.15 20.90 18.04 14.35 12.94

This is the first case studied in the present section. The second case concerns
the popularity of items.

Remember that the previous section shows that the number of decision
variables can be reduced to around 20, while maintaining comparable accu-
racy scores (beyond 20 components, the recall@20 is not greatly increased).
Therefore, to conduct the next experiments (i.e., for the two cases described in
this section), we fixed the number of components for the two dimensionality
reduction techniques. The choice was made in order to obtain good results
in terms of recall and precision but also to be able to obtain these results as
fast as possible: the number of components was fixed to 20 for the FilmTrust
dataset, to 30 for the Ciao dataset, to 28 for the MovieLens dataset, and to
30 for the Netflix dataset.

3.8.1 Case 1: the Neighbors

Equation (14) shows how to influence the prediction with neighbors. Here,
we aim at evaluating the impact, on accuracy, of including neighbors in our
recommender system. For that matter, neighbors were selected by using the
cosine similarity measure (which is known to provide good results). For the
four datasets and each tested method, we have evaluated the number of neigh-
bors providing the best recall@20. The following numbers of neighbors were
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considered: 1, 3, 5, 10, 40, 70, 100, 500, 1000. In Table 1, we present recall@20
and precision@20 obtained for different formulations of our recommender sys-
tem: user-based formulation with PCA, user-based formulation with NMF,
item-based formulation with PCA, and item-based formulation with NMF.

It is clearly impossible to define an optimal number of neighbors, which is
highly dependent on the method and the dataset. Nevertheless, the number of
neighbors has not a strong influence on the computing time since the neighbors
are only used to compute a mean in an adapted version of the Mahalanobis
distance.

An interesting advantage is deduced from the analysis of Table 1. In Section
3.2, it seemed that the best formulation of our approach was the item-based
one. In Table 1, the best recall@20 and precision@20 for the MovieLens dataset
are obtained by the user-based formulation. Another trend of Section 3.2 was
that using NMF as a dimensionality reduction technique provided lower recall
and precision scores than using PCA. Table 1 illustrates that this conclusion
has to be mitigated. For the Ciao dataset, the user-based formulation with
NMF and neighbors provides similar results than the item-based formulation
with PCA and no neighbors. As a consequence, it allows to choose the formu-
lation with fewer decision variables: if the number of users is greater than the
number of items in a dataset, the user-based approach will be preferred for
this dataset.

Finally, the general trend of Table 1 is that including neighbors often im-
proves the recall and precision scores for the four datasets.

3.3.2 Case 2: The Popularity

The general optimization model defined at Equation (7) seeks to maximize
the preference of users for items. However, this strategy could not be totally
appropriate since for some users, diversity is an important parameter of sat-
isfaction. Additional criteria can be added in the optimization model to help
preserving some diversity in the recommendations.

One way to achieve this is to penalize the popularity of items in the rec-
ommender system, as shown in this section for the user-based formulation of
our system. We first evaluate the popularity of each item, as the mean of the
ratings given by all the users for this item. Let us note u; the popularity of
the item 4. Then, for each user, we compute his trend to like popular items.
For this purpose, we extract the popularity u; of each item rated by a user j
and we compute the mean v; of these popularity scores. As a consequence, the
additional constraint can only concern a proportion of users: e.g., the 10% of
users with the lowest popularity score v;. The proportion of users concerned
by this additional constraint is noted n,. Let us remind that the additional
constraint needs to be written with a norm. The adapted optimization model
(without applying dimensionality reduction technique) for the user-based case

1S:
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1 2 1 1
ming L% = L%, + 5 Z(%‘ —mi)*+ 5 lexslls . 1g)
1ER;
where p is a row vector characterizing the popularity u; of each item.

To evaluate the impact of the constraint penalizing popular items, we com-
pute the popularity score p; of each item ¢ and we retain the top-100. Then,
the idea is to observe if these popular items are often recommended to the
users. To do so, we use the user-based formulation of our recommender system
and apply PCA as dimensionality reduction technique. For each ranking posi-
tion (from rank 1 to rank 20 where rank 1 is related to the first recommended
item and rank 20 is related to the twentieth recommended item), we compute
the number of users for which a popular item in the top-100 has been recom-
mended. As we explained, the constraint defined at Equation (18) can only
concern a proportion of users n,. Therefore, comparisons are made at Fig. 2
for values of n,, varying from 0 to 1. Since our intention is not to improve the
accuracy of the method but to show how to add constraints easily into the
problem, experiments were made only on the FilmTrust, Ciao, and MovieLens
datasets.

Fig. 2 represents, for each ranking position, the proportion of users for
which a popular item in the top-100 is recommended. When n,, is equal to 0,
it means that no user is concerned by the constraint penalizing popular items.
If we observe the curve corresponding to n, = 0 in Fig. 2a, Fig. 2b and Fig.
2c¢, we notice that the algorithm tends to promote popular items since at rank
1 of recommendations, a popular item is recommended to more than 90% of
the users. Increasing the value of n, has the same influence among the three
datasets but not with the same strength. When 20% of the users are concerned
by the constraint penalizing popular items, a popular item is recommended at
rank 1 to still more than 90% of the users for the FilmTrust dataset, to more
than 80% of the users for the Ciao and the MovieLens datasets. A similar
trend is observed for the other ranking positions.

Fig. 2 shows that the constraint defined at Equation (18) has a strong
influence on the popularity of recommended items. However, penalizing the
popularity has an influence on the recall and precision scores. If the main pur-
pose of a recommender system is to propose diversity in the recommendations,
the challenge is to find a satisfying trade-off between accuracy (good recall and
precision) and utility (limiting the recommendation of popular items).

3.4 Discussion

In previous sections, the accuracy of the proposed algorithms and the influence
of additional constraints are analyzed. In the present section, we discuss the
special features of the proposed algorithms and make comparisons with some
methods of the literature.

For the user-based formulation of our model, recommendations are ob-
tained by solving a convex model for which the number of decision variables
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Fig. 2: Proportion of users with recommended popular items at each ranking
position

depends on the number of items. For the item-based formulation, the number
of decision variables depends on the number of users. Therefore, the choice
between the user-based and the item-based formulations can be made depend-
ing on these parameters. The item-based formulation will be preferred if the
dataset has very few users compared to items, while the user-based formulation
will be preferred if the dataset has very few items compared to users.

In order to make comparisons of the accuracy results with some state-
of-the-art methods based on matrix factorization, we have extracted the best
results obtained in the previous sections for the user-based and the item-based
formulations of our recommender system. Before presenting results, we briefly
describe the methods used for comparison.

— A simple scoring algorithm is the maximum-frequency algorithm (MaxF
or MostPopular). It simply ranks the items by the number of users who
rated them. In other words, items are suggested to each user in order
of decreasing popularity. The ranking is thus the same for all the users.
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Fig. 3: Precision-recall curves for different approaches

The maximum-frequency algorithm serves as a reference to appreciate the
quality of the methods.

— A method based on weighted matrix factorization is proposed in (Hu et al,

2008). The authors did not try to predict a rating but they worked with
implicit feedback. They treated the data as indication of positive prefer-
ence, just as we do in the present work. In the following, this method is
referred as WRMF (Weighted Regularized Matrix Factorization) method.

— Still in the context of item recommendation based on implicit feedback,

authors in (Rendle et al, 2009) presented a generic optimization criterion
for personalized ranking which is derived from a Bayesian analysis of the
problem. In the following, this method is referred as BPRMF.

— In the recommender system library MyMediaLite (Gantner et al, 2011),

developers extended the BPRMF method using the optimization method
described in (Ning and Karypis, 2011). In the following, this method is
referred as BPRSLIM.
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Table 2: Values of the parameters used for WRMF, BPRMF, and BPRSLIM

Method Dataset Parameters
regularization alpha
FilmTrust 10 10
WRMF Ciao 10 10
MovieLens 0.001 1
Netflix 0.1 1
reg-u reg-i reg.j learn_rate
FilmTrust 10 0.0001 0.1 0.01
BPRMF Ciao 0.01 10 0.0001 0.01
MovieLens | 0.0001 | 0.0001 0.001 0.1
Netflix 0.001 0.0001 0.001 0.1
reg-i reg.j learn_rate
FilmTrust 0.001 1 0.01
BPRSLIM Ciao 0.0001 | 0.0001 0.1
MovieLens | 0.0001 1 0.01

Let us note that the aforementioned methods were implemented using the
recommender system library MyMediaLite (Gantner et al, 2011). For meth-
ods based on matrix factorization (WRMF and BPRMF), we chose the same
number of components than for our approach, i.e., 20 components for the
FilmTrust dataset, 30 components for the Ciao dataset, 28 components for
the MovieLens dataset, and 30 components for the Netflix dataset. The other
parameters (regularization parameters and learning rates) of each approach
were fixed by choosing the value providing the best NDCG for the first test
set among these values: 0.0001, 0.001, 0.01, 0.1, 1, 10, 100. These chosen values
are presented in Table 2.

In order to compare those methods with our approach, we plotted on Fig.
3 precision-recall curves for all the methods and all the datasets. Concerning
the Netflix dataset, BPRSLIM did not provide a solution after more than 24
hours. Given the number of parameters and the fact that the experiments are
performed on 10 test sets, we decided not to continue experiments for this
method on this dataset. We refer the reader to (Shani and Gunawardana,
2011) for more information on precision-recall curves. What is important to
keep in mind is that the best method have the uppermost precision-recall curve
on the graph.

Logically, the method based on MaxF (MostPopular) obtains among the
worst results. On the FilmTrust dataset, we observe that method based on
MaxF (MostPopular) is not that bad. It can be explained by the fact that
for this dataset, recommending very popular items is efficient, as suggested by
Fig. 2a.

If we look at the two best methods for each dataset, we have:

— FilmTrust dataset: Our approach and BPRSLIM.
Ciao dataset: WRMF and our approach.
MovieLens dataset: BPRSLIM and WRMEF.

— Netflix dataset: WRMF and our approach.
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These observations are also made when evaluating the Normalized Dis-
counted Cumulative Gain (NDCG) for the different datasets. NDCG is a pop-
ular metric for evaluating ranked results (Jéarvelin and Kekélainen, 2002). We
computed NDCG in the same way as in the MyMediaLite library. Table 3 pro-
vides values of NDCG obtained for the different methods on the four datasets.

Table 3: Values of NDCG (in %) obtained for the different datasets. Values
for the two best methods are in bold.

MostPopular | BPRSLIM | BPRMF | WRMF | Our approach
FilmTrust 63.25 65.15 62.31 65.14 66.73
Ciao 18.86 19.23 18.34 21.38 20.37
MovieLens 35.88 53.00 45.44 50.87 49.05
Netflix 36.56 / 42.44 48.03 45.16

Clearly, Fig. 3 and Table 3 state that our approach is very competitive
with other methods of the literature based on matrix factorization in the
context of item recommendation with implicit feedback. It is also interesting
to evaluate the complexity of our solution. In Table 4, computational and space
complexities are provided for the 4 main steps of the proposed approach. This
analysis is made for the user-based formulation and considering NMF as a
reduction technique. With another dimensionality reduction technique, only
the computational complexity of the first step needs to be adapted (but clearly,
PCA computed with SVD is not a good candidate for very large datasets). The
following parameters are used in Table 4: K is the number of known elements
in matrix M, r is the number of components provided by matrix factorization,
m is the number of rows of matrix M, and n is the number of columns of
matrix M. In order to illustrate the impact of the computational complexity,
the last column of Table 4 provides the execution times for each of the steps
when performing our approach on the largest dataset, the Netflix one.

Obviously, matrix factorization is the most time-consuming part of the
approach. HALS algorithm used for factorizing matrix M has a o(Kr) com-
putational complexity (Gillis and Glineur, 2012). Other steps of the algorithm
are performed on small matrices (typically (r x r)) such as ¥7! and Lg. Fi-
nally, let us note that the last step of the algorithm needs to be performed for
each user. The other steps are performed only once for all the users.

Concerning the execution times of Table 4, tests were performed on an Intel
Xeon E5-2630 v3 (2.40GHz). In real applications involving a recommender
system, the recommendations are provided to one user at a time. For the user-
based formulation of our approach, the recommendations for one user can be
computed online (given the results presented at Table 4). For the item-based
formulation, the recommendations can be computed offline and then provided
online in real-time to a user. As a consequence, our approach is transposable
to a real practice.
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Table 4: Computational and space complexities of the proposed approach

Comput. . Exec.
Step Complexity Space Complexity Time (s)
M is a sparse matrix with
Factorizing M with HALS K elements
algorithm o(Kr) P is a (m X ) matrix 7.4
B is a (r X n) matrix
Computing the inverse 9.4 %
covariance matrix 1 on o(r3) 21 is a (r x ) matrix 1'073
B
Decomposing 1 with 1
Cholesky method to obtain o(r?) =77 and Lq). are (r x ) 5'23;
matrices 10
Ls
Equation (13) involves Lg
Using operator \ to solve o(r3) and the rows of ® related 8.1 x
Equation (13) to items already considered 104
by the user

4 Conclusion

This paper suggests a convex optimization model to produce recommenda-
tions, which is adaptable, fast, and scalable - while remaining very competitive
to state-of-the-art methods in terms of accuracy.

The adaptability of the model refers to two different dimensions. Firstly,
the model can be viewed from a user-based perspective or from an item-based
perspective, allowing to choose, depending on the context, the formulation
with fewer decision variables. Secondly, additional constraints, depending on
the context, can easily be added to the optimization model. In this paper,
two cases are presented. In the first one, we added a constraint so that a
group of very close neighbors (of a user or an item) has a stronger influence
on the recommendations. We showed through experiments performed on four
datasets of different sizes (i.e., FilmTrust, Ciao, MovieLens, and Netflix) that
this constraint can improve the accuracy of the recommendations. The second
additional constraint shown in this paper tries to penalize popular items and
thus helps preserving diversity in the recommendations. We showed that the
proportion of users with recommended popular items at each ranking position
can be greatly reduced.

Fast and scalable as the number of decision variables can be drastically
reduced by coupling our optimization model with matrix factorization tech-
niques, such as the two ones considered in this paper: Principal Component
Analysis and Nonnegative Matrix Factorization. Experiments have highlighted
that only about 20 to 30 components computed by matrix factorization are
useful in the datasets to get accurate results. This trend is valid both for the
user-based and the item-based formulations of our approach, regardless the
number of constraints. As a consequence, average computing time to solve the
optimization problem is less than 1ms in general, for 1 user/item.
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Accurate as we have compared our approach to state-of-the-art methods
based on matrix factorization, showing that our approach is very competitive
regarding the precision-recall curve and NDCG metric.

In the future, it could be interesting to link additional constraints based on
rich objects such as multimedia objects. Our system could be thereby designed
for social media-driven personalization. Therefore, the most challenging task
will be to write these constraints with a convex form.
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