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ABSTRACT

This paper describes a framework of map image analysis and
presentation of the semantic information to blind users using
alternative modalities (i.e. haptics and audio). The resulting
haptic-audio representation of the map is used by the blind for
navigation and path planning purposes. The proposed frame-
work utilizes novel algorithms for the segmentation of the map
images using morphological filters that are able to provide in-
dexed information on both the street network structure and the
positions of the street names in the map. Next, off-the-shelf
OCR and TTS algorithms are utilized to convert the visual in-
formation of the street names into audio messages. Finally, a
grooved-line-map representation of the map network is gener-
ated and the blind users are able to investigate it using a haptic
device. While navigating, audio messages are displayed provid-
ing information about the current position of the user (e.g. street
name, cross-road notification and so on). Experimental results
illustrate that the proposed system is considered very promis-
ing for the blind users and has been reported to be a very fast
means of generating maps for the blind when compared to other
traditional methods like Braille images.
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1. INTRODUCTION

The human brain utilizes complex, still unknown procedures in
order to perform intuitive task such as to decode the information
stored in maps. These procedures are very difficult to imitate
using computers. It is obvious that all common maps are per-
ceived using the visual modality thus making maps inaccessi-
ble for special population categories like the visually impaired.
Moreover, since maps are the major means of navigating into
unknown spaces, it is more than clear that the visually impaired
are not able to use the major means of navigation.

There have been many research efforts dedicated to the as-
sistance of the navigation of the visually impaired. The Univer-
sity of Michigan provides the visually impaired students with
a full tactile map of the University Campus [1]. This specific
tactile map, based on the Braille code, provides not only naviga-
tional assistance but also useful information concerning campus
functionality like the courses program.

For the navigation of visually impaired persons an oral tac-
tile interface [2] has been proposed. The interface consists of
a silicon-based mouthpiece with two modules. The first, a 7x7
tactor array, is adjusted to the roof of the mouth and takes over
the tactile display. The second, a tongue touch keypad (TTK),

is adjusted to the bottom of the mouth and receives instructions
from the user. The latter sends feedback using the TTK and
receives tactile cues at the roof of the mouth.

Moreover, in [3], a PDA, coupled with an embedded cam-
era, able to recognize road signs or even text from natural figures
is proposed. The PDA captures natural figures and detects text
areas. Characters are segmented and a respective audio message
is composed and displayed to the blind user, providing him/her
with significant information about the surrounding space.

Scalable Vector Graphics (SVG) maps [4] have also been
proposed. For the navigation of the visually impaired Scalable
Vector Graphics maps contain sound effects as also description
tags and are based on SVG, which is a modularized language
for describing two-dimensional vector and mixed vector/raster
graphics in XML.

Furthermore, in [5] an automated indoor navigation system
dedicated to the visually impaired is proposed. The above sys-
tem utilizes a camera mounted to the user to capture images
from the surroundings. Then through image processing the ob-
tained data are analysed by a computer which constructs the lo-
cal map. Simultaneously the computer follows user’s movement
and notifies the latter about the presence of points of interest
(POIs) like door handles or turning points.

Additionally, in [6] a system developed for the training of
the visually impaired is proposed. This system enables visually
impaired, to study and interact with various objects in specially
designed virtual environments, while allowing designers to pro-
duce and customize these configurations. Cane simulation [6] is
one of the scenarios that the above system has been used to.

The goal of the framework proposed in this paper is to pro-
vide the visually impaired with an easy to use means of access-
ing conventional 2D maps. The user can interact with the pro-
duced 3D model of the map and examine its properties. The de-
veloped framework analyzes the map image so as to obtain the
enclosed information and is structured as follows. An overview
of the framework is briefly presented in Section II. In Section
III the map image analysis is thoroughly discussed. The imple-
mented OCR algorithm is thoroughly analyzed in Section IV.
Experimental results are demonstrated in Section V and in Sec-
tion VI conclusions are drawn.

2. FRAMEWORK OVERVIEW

Figure 1 illustrates the general architecture of the developed
platform. It uses as input a still image of a conventional 2D map.
The output of the system is a haptic-audio representation of the
2D map. Four main modules can be identified in the system. In
particular:

1) Recognition of street names and points of interest (POIs).
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Figure 1: Architecture of the proposed system.

2) Recognition of the road network structure

3) Correspondence estimation between roads and names

4) Optical Character Recognition (OCR) and Text To Speech

5) Generation of the multimodal map.

A number of map prerequisites that the civil map should
meet have been carefully chosen in order to design a system that
will not depend on the map provider. In particular:

Color constraints: Street names should be represented us-
ing a dark color in order to be discernible from the rest of the
map and thus advancing the process of their recognition.

Positioning: Street names should be located inside the asso-
ciated road so as to attain their correspondence.

Resolution: Map resolution should be adequate to utilize an
OCR algorithm to retrieve street names.

Special symbols: Symbols that represent points of interest
such as hospitals, churches, parking and so on, should be thor-
oughly defined by the map provider.

3. MAP IMAGE ANALYSIS

The proposed map image analysis focuses on the extraction of
the three major map components, street names, road network
structure and points of interest (POIs).

3.1. Extracting the semantic information

For the detection of the street names, the primary map (Figure
2-a) is successively subjected to erosion (Figure 2-b) and dither-
ing to two colors (Figure 2-c). Next, the produced image is seg-
mented by applying region growing (Figure 2-d). The retrieved
regions represent street names, points of interest and noise.

3.1.1. Extracting points of interest (POIs)

The recognition of points of interest is based on the Angular
Partitioning of Abstract Image (APAI)[7],[8]. The latter esti-
mates the resemblance between the templates of the POIs and
the retrieved regions. Note that the above matching method is
scale and rotation invariant. Figure 3 indicatively illustrates the
templates of four symbol.

3.1.2. Extracting street names

After recognizing the POIs, the remaining regions represent street
names and noise. The system discards all regions that are too

small to represent a street name (Figure 2-d). Before apply-
ing the developed OCR system that is thoroughly described in
the sequel, the extracted regions of the street names should be
aligned in order to simplify the task of the OCR. In the context
of the proposed framework, the principal axis of the street name
area is identified and the images are rotated accordingly. Then
the resulting images are up-sampled and a low pass filter is ap-
plied. Finally, the binary image is extracted by dithering to two
colors.

Finally, the proposed OCR system is applied to recognize
the text and then an off-the-shelf TTS [9] algorithm is utilized
to convert the corresponding text into audio messages.

3.2. Estimating the Road Network Structure

For the estimation of the road network structure the system ini-
tially discards all street names from the primary map. Next con-
nected operators [10], [11] and [12] are used to process the im-
age as described in the sequel.

3.2.1. Connected Operators

Consider image I of Figure 4-a. In order to discard region B the
general idea is to gradually reduce region B while retaining the
rest regions of I . Therefore :

I) All regions of I are diminished (Figure 4-b) using the
dilation operator δc(I).

II) Consider εc(I) as the erosion of I . To retain regions A
and C but not region B the algorithm applies operator
max() on the images εc(I) and I .

Theoretically the second step is iteratively repeated. The
intermediate images gk of the k-th iteration step are recursively
computed by equation:

gk = max(εc(gk−1), I). (1)

In the map case anti-extensive connected operators [11] are
applied so as to enhance roads while diminishing street names.

Summarizing, the road sketch retrieval is modulated as fol-
lows (Figure 6) :

a) Consider the primary map M (Figure 5-a), δc(M) (Fig-
ure 5-b) as the dilation of M and the binary image of the
street name’s regions T−1[M ](Figure 5-c) The image g0

(Figure 5-d) is calculated according to equation:

g0 = δc(M) + T−1[M ]. (2)
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(a) (b)

(c) (d)

Figure 2: (a) Primary map image, (b) erosion, (c) dithering, (d) retrieved regions.

(a) (b) (c) (d)

Figure 3: Symbol templates for : (a) parking, (b) hotel, (c) bank, and (d) church.

(a) (b) (c)

Figure 4: a) Primary image, b) region B is eliminated as desired. As a side effect, regions A and C have shrunk, c) desired areas are
restored to their primary size.

(a) (b) (c) (d) (e) (f)

Figure 5: a) Primary image f, b) δcM , c) T−1[M ], d) g0 term, e) street names have been removed while the road has been retained at
his primary size and (f) the retrieved road network structure.
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Figure 6: Anti-extensive connected operators block diagram.

b) If we represent as εc(M) the erosion of M , then each
term gk produced after the k-th iteration is recursively
computed according to the equation:

gk = max(εc(gk−1), M). (3)

c) Next, the system examines the last two sequential terms
gk−1 and gk. If

β =
NV

RC
=

(
≥ Thr, end

< Thr, proceed in step b
(4)

where, NV is the amount of elements of set V ,

V = {(x, y) ∈ gk | gk(x,y) = gk−1(x,y)} (5)

R, C are the image dimensions and Thr the relative
threshold experimentally selected to be : Thr = 0.98.

Note that an additional step (c) is introduced in the algo-
rithm so as to ensure convergence after finite number of
iterations. Figure 5-e illustrates the result of the afore-
mentioned iterative procedure.

3.2.2. Color-Based Clustering

After eliminating street names a color-based clustering algo-
rithm classifies every pixel of the resulting image gfinal to two
sets, namely: ‘SR and SB , where SR represents map roads
while SB represents map buildings. Apparently gfinal = SR ∪
SB . Thus, we assume that for every type of road a mean color
value is predefined. Let us assume that η random variables zi ,
where i ∈ {1, 2, . . . , η} , represent road colors and follow 3D
Gaussian distribution in the color space. More precisely :

fi (r) =
1p

(2π)3 |C |e
− 1

2 (r−ri)
T C(r−ri) (6)

where ri the mean value of the i-th road color, matrix C is
the covariance matrix and is diagonal.

After evaluating all functions fi, pixel p is classified in
set SR if and only if

fi(rp) > ti (7)

for only one of the functions fi , where ti the i-th threshold.
Otherwise p is classified in set SB . Figure 5-f illustrates the
retrieved road network structure.

Crossroads are simply detected as the areas that belong joint-
ly to more streets. Each street segment that lies between two
crossroads is then linked to the appropriate street name.

3.3. Generation of the Haptic Map

The final step is the construction of the Multimodal Map. The
latter’s model supports haptic interaction and provides naviga-
tional audio messages.

The haptic representation of the map is generated as a groo-
ved line map (Figure 12-b), since it is reported in the literature
that such a structure is better perceived using a haptic device,
when compared to a raised line map [13]. The latter is used
for interaction with the visually impaired using a haptic and an
audio device.

Although exploration in egocentric reference frames is pos-
sible in our framework, exocentric reference frames were used
since they seem to provide a better basis for the navigation and
object recognition tasks that were performed in our experiments.

4. OPTICAL CHARACTER RECOGNITION OF
STREET NAMES

Character segmentation and recognition have been performed
for several decades, especially typewritten characters from scan-
ner. Results are satisfying for this kind of characters and ma-
chine vision and character recognition may now be used for in-
dustrial purposes or assisting tools such as for visually impaired.
A natural scene text reading system has been developed in [14]
and the character recognition is coupled with an off-the-shelf
text-to-speech algorithm to provide audio reading to the blind.
Commercial OCR software perform well on “clean” documents
with a minimum resolution of 300 dpi, which is barely obtained
with tiny characters of maps, in this context, as shown in Figure
7. We chose to develop a generic OCR, in order to build a ver-
satile system, where maps that come from different sources, are
equally treated.

Figure 7: Sample of tiny names of streets from maps.

As described in section 3.1.2 the extracted images of the
street names are properly oriented. However, several steps need
to be performed: character segmentation as we use a character-
based recognizer and character recognition.

4.1. Character segmentation

Names of streets, roads and so on are already binarized and well-
oriented. First off all, a connected component-based analysis is
performed with a 8-connectivity, as characters are quite thin.
Hence, after binarization and rotation, more characters are bro-
ken or considered as broken with a 4-connectivity.

Two important problems in character segmentation still need
to be addressed: broken characters and touching ones. To have a
good segmentation, it is really important to consider these issues
before the recognition step. Thanks to the average of characters
width, computed after connected components analysis, all over-
lapping parts are grouped to be only one character, like for the
letter “e” in Figure 8.

On the other hand, some touching characters may appear
such as in Figure 9 and they may be cut with the Caliper dis-
tance. A Caliper histogram is formed plotting the distance be-
tween the uppermost and bottommost pixels in each column. A
weak weight is applied for minima in strategic positions (which
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Figure 8: Left: broken characters in a street name. Right: over-
lap of four parts of the character “e”.

is the middle for two assumed characters or one third and two
thirds for three assumed characters) and a strong weight for the
borders of characters. Hence with the touching character “ry”,
displayed in Figure 9, the right cut place is closer of the letter
“y”.

Characters with a ratio height/width inferior to 0.75 are con-
sidered to be more than one character and the Caliper distance
is computed to find possible cut places.

Figure 9: Left: A word with touching characters. Right: Caliper
algorithm: the chosen cut (in red) between “r” and “y” of the
“Blackberry” word.

4.2. Character recognition

For character recognition, we use a supervised classification us-
ing a multi-layer perceptron with features based on contours
profiles [15].

In order to recognize many variations of the same charac-
ter, features need to be robust against noise, distortions, style
variation, translation, small rotation or shear. Invariants are fea-
tures which have approximately the same value for samples of
the same character, deformed or not. To be as invariant as possi-
ble, our input-characters are normalized into a N ×N size with
N = 16. However, not all variations among characters such
as noise or degradations can be modelled by invariants, and the
database used to train the neural network must have different
variations of a same character.

The feature vector is based on the edges of characters and a
probe is sent in each direction (horizontal, vertical and diagonal)
and to get the information of holes like in the “B” character,
some interior probes are sent from the center. Moreover, another
feature is added: the ratio between original height and original
width in order to very easily discriminate an “i” from an “m”.
Explanations of probes are given in Figure 10.

No feature selection is defined and the feature set is a vector
of 57 values provided to an MLP with one hidden layer of 120
neurons and an output layer of size 36 for each Latin letter and
digit. Due to few training samples for capital letters, uppercase
and lowercase letters were grouped into the same class. The
total number of training samples is 40614 divided into 80% for
training only and 20% for cross-validation purpose in order to
avoid overtraining.

Figure 10: The probes characteristics used to extract character
contour.

Due to orientation-free characters in maps, some names of
streets may be upside down such as in Figure 11. Hence, based
on confidence levels of OCR outputs, two character recogni-
tion are performed. The first one is done on the initial word
and the second one on the transformed word with a 2Π-rotation.
This recognition-based reorientation contains no errors, as well-
oriented words have always the highest confidence level.

Figure 11: Sample of a wrongly oriented street name.

5. EXPERIMENTAL RESULTS

The proposed method was tested in generating Multimodal Map
models of maps from various providers. Notice that all used
samples fulfill all the prerequisites enumerated in Section 2.

The user explores the map in exocentric reference frames,
where the viewpoint of the observer is extracted from the vir-
tual environment. Although exploration in egocentric reference
frames, where the viewpoint of the virtual environment corre-
sponds to the viewpoint of the observer as if he/she was im-
mersed within the scene is possible in our framework, the evalu-
ation was performed with exocentric reference frames, because
they provided a better basis for the navigation and object recog-
nition tasks conducted in our experiments. In addition, our me-
thod transforms the pseudo-3D maps into grooved-line maps
(Figure 12-b) that are more efficient for haptic interaction, when
compared to the raised line-maps [13].

Figure 12-a shows a map image of the center of Thessa-
loniki acquired by [16]. The obtained Multimodal Map is illus-
trated in Figure 12b. Figure 13-a depicts a map image of Seattle
acquired by [17]. Figure 13-b shows the extracted street names,
while the detected crossroads are shown in Figure 13-c with red
color. Finally, the produced Multimodal Map is illustrated in
Figure 13-d.

As illustrated in Figure 13-c, the majority of crossroads are
detected correctly. As also illustrated in Figures 12-b and 13-d
the resulting pseudo-3D representation of the map is very clear
and haptic rendering can be easily performed at interactive rates.
Moreover, using the force shading method [18], the resulting
force feedback is smooth and does not suffer from strong discon-
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tinuities. Moreover as Figures 13a and 13b illustrate the entirety
of street names are identified despite their varying orientation
and scale.

Figure [17] illustrates the obtained results for a map sam-
ple of New York City (Figure 14). Note that although the width
of the streets varies, the obtained road network structure Fig-
ure 14-b can be efficiently obtained and the Multimodal Map is
accurately generated (Figure 14-c).

Regarding the optical character recognition of street names,
error rates are computed using the Levenshtein distance [19] be-
tween the ground truth and the resulting text. The Levenshtein
distance or edit distance between two strings is given by the min-
imum number of operations needed to transform one string into
the other, where an operation is an insertion, deletion, or sub-
stitution of a single character. Equal weights for each operation
are employed in our computation. Error rates are then computed
by dividing with the number of characters. By using the Leven-
shtein distance, some error rates for a word may be superior to
1, but it is useful to penalize broken characters.

Tests have been computed on 87 words and 525 characters
on two different partial town maps, Georgia and Michigan. The
observed recognition rate was 81.3%.

Results may be still increased if a dedicated recognizer is
used and more importantly, if a lexicon of streets, avenues and so
on is exploited. It will lead to either good results or no answers
when no matching may be performed between the recognized
word and lexicon entries. Following that, additional steps may
be then applied to turn the “no-answer” case into good results.

6. CONCLUSIONS

During the latest years cartography has been greatly advanced
with the GPS being the tip of the iceberg. Unfortunately, up
to date common maps are perceived using the visual modal-
ity. Therefore, special population categories like the visually
impaired cannot access this information. In the present paper
research is focused on transforming visual data to haptic repre-
sentations.

A robust framework has been presented that generates a
haptic-audio representation of the 2D map. The blind users are
able to navigate in the generated pseudo-3D map using a haptic
device, while audio feedback regarding the street names is also
provided. Extensive tests have illustrated the efficiency of the
approach.
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(a)
(b)

Figure 12: (a) Primary map image illustrating the center of Thessaloniki city Greece, (b) The obtained Multimodal Map model used
for evaluation by visually impaired.

(a) (b)

(c) (d)

Figure 13: (a) Primary map image, (b) extracted street names, (c)red spots indicate crossroads and (c) 3D map model.

(a) (b)
(c)

Figure 14: (a) Primary map image, (b) obtained road network structure is street width invariant, (c) the obtained 3D map model.

19



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 290
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 290
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 800
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /ENW ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [7200.000 7200.000]
>> setpagedevice


