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Abstract. Virtual modelling featuring realistic, constructed environments has 

progressed significantly over the last decade and is largely used for scientific, 

educational and recreational purposes. Helped by gaming industry advances, 3D 

engines are continuously pushing the technological frontiers by providing more 

and more realistic environments, which allows increased interactions with users. 

In this context, a head-mounted display, such as Oculus Rift, facilitates interac-

tivity allowing more realism in an immersive experience.  

 

This paper presents an innovative use of Oculus Rift, without any other connected 

device, in order to allow virtual mobility without constrained navigation. It also 

meant that visual item selection or information requests in a 3D scene could be 

done using a virtual pointer. This innovation brings an added value to the existing 

virtual reality experience by making it possible to streamline the interaction be-

tween the user and the model while valuing the intuitiveness and spontaneity of 

actions. The system might therefore be easy to handle even for a non 3D expert 

user.  

 

The main square of the city of Mons (Belgium), European Capital of Culture in 

2015, was chosen as a case study to put the project into practice. The historical 

centre of the city has many architectural heritage buildings from the gothic and 

classical periods which constitute an ideal heritage site to work on. The virtual 

model was built with Rhino software and later imported into the Unity 3D real 

time engine to perform the animations and enable the 3D environment to interact 

with the Oculus Rift.  

 

The project proposes a virtual tour of the historical town centre where each build-

ing is described through audio storytelling. Each audio description informs the 

user about the cultural heritage value of the building under scope. The gaming 

experience has been tested by a group of children aged between 9 and 12.  Alt-

hough free to take a virtual walk around the main square, each user has to follow 

audio instructions and listen to indications in order to make the visit in a particu-

lar order. The assessment of the virtual tour through the learning outcome of the 

users is evaluated and discussed in this paper. 

Keywords: Virtual Reality, Virtual Heritage, Oculus Rift, 3D Visualisation, 

Spatial Cognition, Learning Space, Information and Communication Technol-

ogy, Cognitive Psychology. 
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1 Introduction 

Using virtual environments as a space simulator has shown its effectiveness and poten-

tial in gaining various spatial and informational knowledge and in analysing the cogni-

tive and behavioral skills of people. 

 

The advances in the IT field allow today to navigate in virtual environments without 

behavioural interfaces (i.e. joystick). This research study shows an example of a device 

that can be used to discover an environment without motor interfaces. 

This research study assesses three different aspects. First, the authors study the effi-

ciency of the software from the learning outcomes of the cultural heritage of the city. 

Then, spatial knowledge after navigating across the city is evaluated by recognition of 

landmarks and construction of mental maps. Finally, the perceptions of the users after 

the virtual tour are considered. 

 

In a first part, the authors define spatial cognition and present a specific model (L-R-S) 

for understanding how a person develops a representation of his environment. The role 

of virtual reality for spatial cognition studies is also discussed in this section. In a sec-

ond part, the authors present the software used to build a realistic 3D model of the city 

centre of Mons. The technical solutions for navigating and selecting interactive infor-

mation buttons about different buildings in the main square are detailed as well. In a 

third part (the experimental plan), the results and conclusion of the research study are 

presented. 

 

This research study is an original contribution combining works in architecture, com-

puter science and spatial cognition- a specific field of Cognitive Psychology. 

2 Research aims 

The first part of the research study is dedicated to a technical approach in which the 

virtual experience is made more intuitive by using a unique virtual helmet to move and 

interact with a realistic 3D model. In this context, the effectiveness and possible benefit 

of these new functionalities are assessed. The second phase of the project consists in 

evaluating the spatial representation of the virtual built environment through the mental 

map depiction of users. The third phase explores the possible use of virtual reality as a 

tool for learning in a built context that embodies significant cultural heritage values. 

3 Spatial cognition and virtual reality 

3.1 Spatial cognition: a concept at the crossroads of disciplines 

Defined by Neisser [1] as the act of knowing, acquisition, organisation and use of 

knowledge, cognition is a complex process that relies on the interaction of sensorimotor 
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structures and neurological systems of a person. Without being exhaustive, the few def-

initions presented define the term "spatial cognition" and account for the variety of its 

meanings. As Peruch & Corazzini [2] point out, "the study of spatial cognition has its 

origins [...] in psychology, [...] in the geography of perception, urbanism and architec-

ture ". In the field of architecture, Lynch's work [3] entitled "The image of the city" is 

an unavoidable reference. In his writing, the author clearly demonstrates that the mental 

images that individuals make of a city differ from their own experiences. He has pro-

posed a categorization of mental images based on the notions of markers (point ele-

ments), paths and boundaries (linear elements allowing to connect the point elements 

and delimiting an area), and nodes (junction elements between the channels). Lynch 

(ibid.) has inspired all spatial cognition researchers (geographers, cognitivists and 

neuro-cognitivists) in the field of spatial cognition for the analysis and understanding 

of the mental images of a given space. 

According to Hart & Moore [4], spatial cognition “is the knowledge and internal or 

cognitive representation of the structure, entities, and relations of space; […] the inter-

nalized reflection and reconstruction of space in thought.” Spatial cognition is therefore 

described here as a spatial representation of the environment, its content and the organ-

ization of spatial knowledge necessary for the handling and processing of spatial infor-

mation. In other words, spatial cognition can be viewed as a process by which some-

body perceives, stores, recalls, edits, and communicates spatial images. Barowsky & 

Freksa [5] insist that the mobilised environments may be of a different nature and de-

scribe spatial cognition as « acquisition, organisation, utilisation, and revision of 

knowledge about spatial environments be it real or abstract, human or machine ». In 

addition, Freksa [6] states that spatial cognition also refers to "the ways in which hu-

mans, animals or machines think of space, how they act and interact in space, how they 

can exploit spatio-temporal structures through computational processes". From the 

point of view of research, space is therefore no longer just an object that one learns (at 

school in particular) and that someone uses on a daily basis, but is also a means to 

apprehend and understand the cognitive processes involved in various activities. It is in 

this sense that spatial cognition has been and is still considered by researchers in the 

cognitive sciences in particular. Whether research is carried out on animals (rodents, 

dogs ...) or on humans (with or without pathologies), one of the main objectives pursued 

by research in cognitive psychology is to understand how ospatial information is or-

ganised in memory to be reused later in similar or new situations. This is why there is 

an interest in "representations (...) and in the processing of information that allows us 

to talk about the reconstruction of reality" [7]. Indeed, to understand the way in which 

an individual apprehends a given space, two major solutions are open to the researcher. 

On the one hand, it can be based on data derived from neurophysiology (see Bohbot 

and Duroisin work's for more information); on the other hand, it can resort to the ob-

servable behaviour of an individual (i.e. the external representations that it produces 

according to its own internal representations). 

 



4 

3.2 L-R-S Model 

The spatial knowledge taxonomy was developed by Thorndyke & Hayes-Roth [8]. 

More commonly known as L-R-S, this taxonomy defines three types of interrelated 

knowledge that are essential to any complete mental representation of a given environ-

ment. The first type is "landmark knowledge" (L). While Vinson [9] indicates that any 

object that provides direction information may be a landmark, other authors point out 

that points of reference are objects perceived and recognised by an individual given 

their specific characteristics (forms, structures and / or socio-cultural meanings) and 

their visibility. For Lynch [3], the landmark is an external physical object that acts as a 

reference point. This author indicates that the peculiarity and the personal meaning of 

an object are two complementary reasons which make it a point of reference. 

In general, a landmark can be considered as an object which, due to its intrinsic qualities 

and taking into account the extrinsic characteristics defined by a given observer, makes 

it possible to be differentiated from the environment in which it is located and to serve 

as a point of reference. 

Landmarks can have a directional function, constitute decision-making aids (where 

to turn), or have a marker function (the presence of such a marker indicates that I am in 

an exact place). The landmarks are considered as anchor points from which the indi-

vidual is able to locate objects more precisely or to develop a more complete mental 

map, a part of its environment. The landmark knowledge is considered as declarative 

knowledge and Darken, Allard & Achille [10] insist on its static nature. Points of ref-

erence are identified and recognised by someone as existing objects or places, but the 

latter cannot move from one object or place to another because of the ignorance of the 

paths that separate each point of the landmarks. To get from one place to another, peo-

ple must acquire a second type of knowledge: route knowledge. 

As Bovy & Stern [11] point out, the most universal way of learning about space is to 

travel through it.  

This type of knowledge involves learning sequences of landmarks, segments of an-

gles and actions performed while navigating through an environment. Knowledge of 

the route can be defined as a form of procedural knowledge. This type of knowledge is 

acquired through personal experience in a given environment, with reference to an ego-

centric framework, and depends on visual memorisation. It is by navigating the envi-

ronment that individuals perceive and record the stimuli encountered, such as land-

marks, location of landmarks, relationships between landmarks, etc. 

Using the allocentric (or exocentric) frame of reference, the third type of knowledge 

is that of the configuration. The coding of spatial information in an allocentric reposi-

tory is carried out with respect to an external arbitrary repository. This type of coding 

makes it possible to evaluate the distances and to judge the relative relations between 

two objects external to the individual. The calculation of distances and angles takes 

place independently of the position of the individual. Thus, it is not necessary to carry 

out the updating of the positions of the objects during each actual or simulated displace-

ment of the individual. The position of the objects and the distances separating the ob-

jects composing a given environment therefore define the knowledge of the configura-

tion. 
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3.3 Using virtual reality to evaluate spatial knowledge 

Based on engineering (graphical computer science, real-time computation, software en-

gineering, robotics ...), virtual reality allows the presentation of selected stimuli in a 

defined context.  For instance, virtual reality makes it possible to create environments 

(a city, for example) that are more or less enriched by stimuli of various forms (build-

ings, vehicles, pedestrians). 

Building on the field of human sciences, the use of virtual reality makes it possible 

to explore a person’s behavioural, cognitive and motor dimensions simultaneously. 

From a technical point of view, virtual reality can be defined as a "scientific and tech-

nical domain exploiting computing and behavioural interfaces in order to simulate in a 

virtual world the behaviour of 3D entities” [12]. Designed to perform specific actions 

in a given space, virtual environments require the use of human-computer interaction 

(HCI). In virtual reality, HCI is a determining element assured by different interfaces 

based on the use of the sensory and motor channels. In this perspective, Fuchs & Mo-

reau [13] discuss two types of behavioural interfaces: sensory interfaces and motor in-

terfaces. Klinger et al. [14] point out that the individual who perceives stimuli from his 

senses through the sensory interfaces acts on the virtual environment through actions 

he carries out via motor interfaces. The actions performed by the individual are then 

transmitted to the computer, which, in response, modifies the environment. The inter-

faces aim at particular sensory modalities and it is the quality and the degree of sensorial 

coverage offered to the user that reinforce (or do not reinforce) the immersive character 

of the device. In order to guarantee fluidity and a real interaction between the man and 

the computing device, it is important that the reaction times of the machine are similar 

to the updating time of the corresponding real environment. 

Questions about spatial learning, spatial sense, orientation, and the like are not re-

cent. However, since the advent of new technologies such as virtual reality, spatial cog-

nition research has multiplied [15,16]. While it is not possible to exert precise control 

over all the variables of a real environment, or even to carry out all the operations nec-

essary to answer the questions related to a particular spatial skill, this has become 

achievable through virtual reality. The use of virtual reality also allows activities to be 

carried out in safe conditions. 

The use of virtual reality thus makes it possible to replicate a study on a large number 

of subjects without introducing bias into the results. In addition, virtual reality captures, 

in real time, the activity and the performance of the individual according to behavioural, 

cognitive, motor and / or physiological components. The majority of the actions per-

formed by the subject can be quantified simultaneously, precisely and naturally, with-

out the subject being aware of it. Virtual environments thus appear to be useful assess-

ment tools for studying behaviour and cognition in the field of space learning [17, 18]. 

 



6 

4 Virtual reality implementation tools 

4.1 Virtual environment 

As stated by Champion [19], virtual heritage may be viewed as an attempt to convey 

not just the appearance but also the meaning and significance of cultural artefacts. 

Therefore, virtual reconstructions should not be achieved without following guidelines. 

In this respect, the London Charter states that virtual reconstruction is justified and 

recommended when it is the most adequate means to communicate, learn or document 

as long as enough information is available. Indeed, in the field of cultural heritage, 

virtual models used for education and learning purpose should not be confused with 

video games which are mostly appropriate for recreation. The border between these 

approaches is more and more tenuous as the gaming industry also provides innovative 

developments and tools able to develop learning skills through edutainment, which is 

entertainment that is designed to be educational.   

Rhino 3D software was used as a surface modeller to build up a realistic 3D model. 

Detailed 3D models are composed of millions of polygons and high resolution images, 

making it very difficult for common computers to process them. Therefore, technical 

issues, such as editing time, can limit real-time displacement in a virtual environment 

due to the management of large polygonal datasets. As a result, virtual environments 

are usually modelled in low poly with a loss of quality with regard to the details, alt-

hough the rendering may remain visually realistic. For the purpose of the research 

study, a cadastral map and ortho-photos of the building’s facades were used for the 

virtual reconstruction of the main square. This information is considered sufficient to 

build a realistic 3D model since an exact survey with a higher level of detail would not 

increase the realism of the virtual environment (Figure 1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Example of facade modelled with Rhino 3D and textured with picture 
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4.2 Virtual head set and interactivity 

Emerging technologies in the field of Virtual Reality are opening new opportunities 

which improve heritage education [20]. Within the specific context of this research 

study, interactivity with the virtual environment is brought off by the use of the Oculus 

Rift [21] which is a virtual reality head-mounted display, developed by Oculus VR 

initially in order to make the gaming experience more immersive, as it duplicates the 

movements of the user’s head within the virtual reality environment.  

Past research has been dedicated to interactivity within a virtual cultural heritage 

environment [22-24]. Recently, Jiménez Fernández-Palacios, et al. [25] combined a 

head-mounted display with a Kinect (depth sensor for user interaction) thereby enabling 

the user to explore the complexity of an archaeological site, and to get access to in-

formative content. From an educational point of view, historical metadata linked to the 

model constitute added value for an interactive and immersive learning experience.    

For the purposes of this project, the Oculus Rift is used as a unique device to view and 

interact with the 3D model. Available since 2012, this virtual helmet has two Oled 

screens with a resolution of 1080x1200 pixels allowing a vision at 110 degrees in real 

time. Although its first function is a 3D viewer, it also enables movements with con-

trollers within a 3D scene by means of a gyroscope with built-in accelerometer and an 

infrared camera. Based on the current possibilities offered by the Oculus, the research 

study presents a new development for moving, changing direction and operating the 

selection of interactive zones.  

The interaction between the user, his head set and the virtual environment is carried 

out by importing the 3D model into Unity software. This game engine is widely used 

in the video game industry and allows the animation of 3D virtual environments in real 

time using C # Sharps or Unity scripts. 

In the frame of the research, a software application developed in Unity generates a vir-

tual pointer centred in the 3D view. The pointer allows movements and interactions by 

the user within the virtual model. As such, it substitutes the traditional control devices 

as no joystick or hand movements are required. The pointer is represented by a red dot 

on the user’s screen and refers to a coordinate system (x,y,z) within the virtual environ-

ment. A downward head movement between 20 and 30° of the user is interpreted as a 

forward moving action which can be combined with head tilts to turn left or right. The 

pointer also allows the selection of interactive buttons located above the buildings. A 

selection is operated when the pointer overlays one of these spots for sufficient time in 

order to reveal historical documents such as photographs and prints. Head movement 

to left or right is also used to scroll through the image library. 

The discovery of the virtual cultural heritage environment is constructed around 

story telling by means of audio descriptions which give information about particular 

buildings. For the purpose of the study, the virtual tour is set in such a way that the user 

has to follow audio instructions to reach a subsequent destination. The soundtrack starts 

when the user is sufficiently close to his destination, in front of the indicated building. 
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4.3 Case study 

The city of Mons (Belgium), a historical centre and European Capital of Culture in 

2015, was chosen as a case study to put the project into practice. In particular, the main 

square of the city is a tourist attraction with many architectural heritage buildings which 

give a magnificent architectural panorama from the 15th century to the present day. The 

city is also famous for the legendary battle between St George and the Dragon which 

takes place in the main square on Trinity Sunday.  

A total of 10 buildings surrounding the main square have been selected for the pro-

ject. Among them, the gothic town hall is probably the most impressive. Topped by a 

Baroque bell tower, the construction was unfinished as an upper storey had initially 

been planned. Near the main entrance, the statue of a little monkey is the mascot of the 

city. It is believed that stroking his head with your left hand will bring you a year of 

happiness. Along with the great theatre (inaugurated in 1843), the Hotel of the Crown 

is  one of the neoclassical buildings on the square with the distinction of  having hosted 

Mozart during one of his travel around Europe. The building called “blanc levrier” be-

longs to the gothic period and features beautiful carved stones. Some astonishing build-

ings no longer exist, but thanks to historical documentation, a number of them can be 

virtually reconstructed. One of these buildings has been studied as part of this project 

and added to the virtual tour. Built in 1589, it was used as a Slaughter House and occu-

pied the greater part of one side of the main square until it was destroyed in 1842. 

(Figure 2). 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Original drawing of an old building belonging to the main square (slaughter house); the 

3D reconstruction and the current building. 
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5 Experimentation 

5.1 Methodology 

The virtual model was evaluated with 19 children aged between 9 and 12. The purpose 

of the test was threefold, namely to evaluate first, the efficiency of the software based 

on the learning outcomes of the cultural heritage of the city; second, the spatial 

knowledge after navigating across the city, and third the perceptions of the user after 

the virtual tour. 

The main square of the historical city of Mons and its related 3D model was used for 

the experiment (Figure 3 and Figure 4). The test was preceded by questioning all the 

children to gather information about their age, their ability to recognise colours, their 

sense of direction, and previous experience with games and virtual reality. It was noted 

that only four children had a previous experience with a virtual headset while all of 

them were familiar with computer gaming. 

 

 

 

Fig. 3. 3D modelling of the main square of Mons city centre seen from the west. 
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Each participant was asked to try a demo version first in order to familiarise himself 

with the use of the headset so as to navigate in a basic virtual environment and interact 

with objects. The great majority of them has already been to the main square although 

this is not a frequent occurrence. During the test itself, each child was invited to take a 

virtual tour around the main square of the city by following audio instructions which 

gave historical or architectural descriptions of remarkable buildings. At the end of each 

audio sequence, the user was asked to head for another location, helped by directions 

and/or a visual characteristic of the façade. A total of 10 buildings were listed along a 

predefined itinerary and no time limit was set for the test (Figure 5).  

 

Fig. 4. 3D modelling of the main square of Mons city centre seen from the south. 

Fig. 5. Virtual tour around the main square of the city. 
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Immediately after the test, each participant was questioned about his mental percep-

tion of the environment and his opinion about the functionality and ease of operation 

of the virtual headset. The mental perception of the environment was evaluated in two 

steps. First, each user was asked to select the shape which corresponded the most to his  

mental representation of the main square from among six such shapes proposed (Figure 

6). The exact outline was then revealed to the candidate and used as a map to locate 

images of buildings presented to him subsequently, i.e. a total of 15 images including 

4 intruders, 10 buildings belonging to the main square and a duplicate in black and 

white. He was then asked whether each image of a building belongs to the virtual tour, 

and if so, what was its name and its location on the map. Finally, could the child quote 

any information it heard about it. 

 
 

 

Learning outcomes 

Two of the 19 participants were removed to establish the results of the test. One with-

drew from the experiment very quickly because she was not well, and the other was 

clearly not serious and gave wrong answers on purpose. The recognition rate of the 

exact shape of the main square, basically constituted by the combination of two rectan-

gles, is six of seventeen (35%). According to five children, the main square corresponds 

to a circular or hexagonal shape, while four were sure it was rectangular. Two children 

saw a more complex polygonal shape.  

The perception of the built environment is shown in Figure 7. For all the images, the 

recognition rate is up to 60% with a maximum of 100% for three buildings, namely the 

façade with stained glass windows, a neoclassical building surmounted by a crown and 

the sculpture of a monkey which is the mascot of the city. The town hall, which is the 

most impressive building of the main square, where the visit started, as well as the 3D 

model of a demolished neoclassical building received the least votes. The influence of 

the colour pattern on the pictures shown does not seem to be noticeable, as black and 

white or colour pictures of a same gothic building have a substantially similar rate of 

recognition. In addition, intruders were correctly identified with an average of three out 

of four facades. 

 

Fig. 6. Alternative proposal for the presumed shape of the main square of the city. 
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The results concerning the accuracy of the building’s location show much lower 

rates compared to recognition, ranging between three and eleven out of seventeen, i.e.  

17% and 59% respectively. An indicated location is considered to be correct for the 

statistical results if it actually belongs to one of the six corners of the main square.   

In addition, the results tend to indicate that there is a link between the recognition 

and location rates, indicating that mostly recognised buildings are also more correctly 

located. This might be explained by the fact that best recognised buildings have more 

characteristic features that were emphasised during the storytelling of the visit. Distinc-

tive elements of a building such as a flag, a sign or its function also helped the children 

to retain a mental picture of the built environment. An image of a bank, in particular, 

used as an intruder, created confusion, although its architectural style was different.  

The experiment was also intended to assess what the children learned from the vir-

tual tour. All along the visit, historical or architectural audio descriptions presented as 

anecdotes were part of the storytelling. All this information was adapted for children, 

so elaborate depictions were avoided. Figure 8, illustrates the distribution rates of the 

anecdotes mentioned by the children for all the buildings. The results indicate that the 

statue and the neoclassical building are the most cited (24% and 23% respectively), 

followed by the main hall (18%) and the theatre (13.6%). It is interesting to note that 

the virtual reconstruction of a neoclassical building did not leave a mark on the chil-

dren’s memory (only 1.5%).  

The difficulty of concentrating on the audio information rather than enjoying the 

game was also reported. However, all in all, it can be said that the virtual tour was 

effective in its ability to teach children, as more than 75% of the information concerned 

the most important buildings. 

 

 

Fig. 7. Evaluation of the built environment by the children. 
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5.2 Perceptions and functionality test 

More than 70% of the children found the virtual environment very realistic because of 

its level of detail that reproduces the reality of the main square environment. On this 

point, it was interesting to note the remaining habits of natural responses when the users 

interact with their arms to protect themselves from collisions with walls or urban fur-

nishings or try to catch artefacts.      

Almost 60% of the children had no difficulty using the virtual headset and its pointer 

to interact and navigate in the 3D environment while the rest of the group found it easy 

enough with sufficient practice.  

The great majority of the users stood during the test. Almost half of them did not lose 

their balance, but the others could hardly stand at least during the first minutes, while 

two children had to sit down on a chair which they found more comfortable. 

 

6 Conclusion 

 

This research presents recent achievements in the field of virtual reality and cultural heritage 

learning. Oculus Rift is used as a unique device to interpret user’s head movements, allowing 

real-time interactions with a realistic 3D model. In this context, the virtual model is considered 

as a support for information by means of a virtual tour with audio descriptions of the historical 

Fig. 8. Distribution rates of the anecdotes cited by children. 
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city center of Mons (Belgium). This virtual experience was assessed through the spatial repre-

sentation of the virtual built environment and learning outcome of young users.  

Results indicate that a 3D model of the main square constitutes a relevant support for explor-

ing cultural heritage while its realism a user frendly interface reinforces the immersive experi-

ence. The use of Oculus Rift as a tool to operate visual selections and navigate within a virtual 

environment proved its effectiveness for the great majority of users. In addition, it was also re-

ported that interacting with the environment by using head movements is very easy and natural 

while it also expands the feeling of reality.   

The possible benefit of a virtual tour was also examined in the scope of spatial cognition and 

learning space. The spatial representation of the virtual built environment was evaluated through 

the mental map depiction of users and the recognition of landmarks. About the mental map, the 

results showed that that few children succeed in determining the shape of the great square. This 

is due to the changement of spatial frame of reference. Indeed, the child has navigating on the 

main square using an egocentric frame of reference while the task required (recognition of the 

shape of the main square) presupposes an allocentric frame of reference. About the landmarks, 

the tests reveal that the great majority of children correctly identifies and localizes the historical 

buildings but also recognize intruders, although all of them present similar architectural charac-

teristics compared to city buildings. In addition, it is interesting to note that children also withhold 

most tourist information given through audio descriptions. Although, it was also observerved that 

visual details concerning buildings and their architecture play an important role compared to 

historical facts. This may be explained by the young ages of the users. In addition, it was also 

reported that the virtual tour was so realistic and impressive that it may also disturb the user's 

concentration. 

In view of these preliminary results, a virtual and realistic environment combined with virtual 

headset may provide an added value compared to traditional tourist web sites. Such a tool seems 

relevant to explore and learn about the cultural heritage values of sites. In addition, such innova-

tion could allow people to remotely discover historical sites through virtual environments with a 

reinforced immersive experience. 

Future research will cover the assesment of the project with older people such as students with 

architectural and historical backgrounds. In addition such experience might be also evaluated 

with people with sensory-motor handicap in order to discuss possible benefit offered by the de-

velopments of this research. 
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