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A B S T R A C T

This paper addresses the problem of forecasting, over a daily horizon, quarter hourly profiles of residential
photovoltaic (PV) power production for sites with no historical data available. Typically, such forecasts are
required for improving the local operation of low-voltage systems, where observability is still a practical
challenge. In this context, we develop a cross-learning forecasting approach to predict unobserved PV sites,
which exploits common patterns learned from neighboring monitored PV production profiles. Concretely, the
proposed approach fits a single, generic forecasting function across the entire panel of monitored PV time
series based only on series-specific features – i.e., the peak power installed, geographical position, orientation
and inclination – and local numerical weather predictions. This allows to enlarge the dataset for training more
complex data-driven techniques, while ensuring scalability for predicting each PV site. The proposed approach
is evaluated using a 𝑘-nearest neighbors algorithm, different variants of neural networks and gradient boosted
trees on five new residential PV sites. Outcomes highlight the ability of the cross-learning forecasting models
to better generalize on new PV sites in comparison with a clear sky-based physical approach, without needing
any adjustment of the models.
1. Introduction

The prediction of local renewable generation is gaining an increas-
ing attention in the power system community [1]. This interest is
fostered by the emergence of local market mechanisms, such as Renew-
able Energy Communities, which are constituted by organized groups
of consumers/prosumers who can exchange electricity locally without
resorting to the traditional wholesale/retail market structure [2]. In
such communities, the coordination between production and genera-
tion is achieved locally, and is usually informed by predictions of local
renewable energy sources and end-users consumption.

Numerous community projects involving residential end-users are
currently launched in Europe—see e.g., [3,4]. In most of these projects,
historical data of photovoltaic (PV) generation (e.g., quarter hourly
profiles) at the forecasting location is not readily available, which
hinders the forecasting task. This paper aims therefore at proposing a
machine learning (ML)-based solution to predict, over a daily horizon,
quarter hourly profiles of PV generation for sites where no historical
data is available. This challenging task is generally referred to as
‘cold-start problem’, which typically occurs for the forecasting of new
variables with no history [5,6]. To the best of our knowledge, such a
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topic has been barely addressed for local renewable generation sites,
where most of the methods are fitted based on past data pertaining to
the target site [4,7].

Overall, PV generation is highly related to the total amount of solar
irradiance incident on the panels, which fluctuates over time. The ex-
traterrestrial component of irradiance can be precisely calculated from
solar constant and Sun–Earth geometry [8]. However, the changing
atmospheric conditions and cloud movements introduce stochasticity
in the amount of rays of sunshine collected by the panels, which con-
sequently jeopardizes the PV forecasting task [7]. In this line, several
mathematical models were developed for forecasting the surface solar
irradiance such as (i) clear-sky models [9], which estimate the irradi-
ance in the absence of clouds, or (ii) time series-based models, which
incorporate the temporal information on cloudiness [10]. Typically,
physical-based models, i.e., methods estimating the PV output power
from a set of analytical equations, heavily rely on such inputs [11].
While physical-based models do not need historical data to be cal-
ibrated, their performance is directly impacted by the accuracy of
irradiance forecasts and the availability of technical specifications of
the PV system. On the other hand, statistical models mostly combine
vailable online 14 July 2022
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linear inferences of lagged PV power measurements and predicted
solar irradiance, e.g., in [12,13]. Although these methods have proved
to be successful, they cannot be easily deployed for sites where no
local telemetry is available. Recently, ML techniques have emerged
as promising candidates for predicting the output power of PV sys-
tems [14]. The main techniques include regression trees [15], support
vector machine [16] and different variations of neural networks [17–
19]. Their success rely on their ability to model highly non-linear
relationships, without requiring any prior assumptions about the PV
generation data. In particular, deeper architectures of neural networks
have been developed in [20,21] to extract more information from
raw data alleviating the need of hand-crafted features. However, their
performance can be limited by an insufficient amount of training data
when fitted on individual PV time series, which prevents them from
reaching their full potential [11,21].

Generally, few research works investigate a generic, scalable fore-
casting approach, which can be applied for any individual PV site
without recurring to a complete retraining of the forecaster. In such
a framework, the forecasting approach has to be robust against the
lack of ground measurements of the target sites. Indeed, installing
and operating local telemetric data for all the forecasting locations
may become very expensive, while leading to privacy concerns. A fist
approach consists of approximating these non-available local telemetric
data using interpolation methods, which then allows training differ-
ent statistical methods [22,23]. This two-step approach has shown
accurate forecasts for very short forecast horizons (e.g., sub-5-min),
but their extension towards longer forecasting horizons is still subject
to research [24]. In contrast, we propose a cross-learning forecasting
approach based on ML techniques, which inherently tackles both insuf-
ficient data and scalability issues. A cross-learning approach consists
in fitting a single, generic function to all time series available in the
dataset [25]. The obtained generic model can then be applied on
new related time series. Such a model can compete with individual
models, even for dataset containing heterogeneous time series [26].
Refs. [27,28] adopt a similar approach with traditional feed-forward
neural networks for predicting the solar irradiance at various locations.
Here, we differ from these works by focusing on the local PV prediction
task, while combining the cross-learning approach with a represen-
tative panel of state-of-the-art machine learning techniques including
the 𝑘-nearest neighbor algorithm, feed-forward and recurrent neural
networks, and gradient boosted regression trees. The contributions can
be summarized as follows:

• We propose a cross-learning approach for predicting unobserved PV
sites. This approach offers the benefit to enlarge the training data set,
while providing a scalable forecasting model that can be applied for
any local PV site.

• The cross-learning approach is combined with a representative panel
of state-of-the-art machine learning techniques. This allows to eval-
uate the pros and cons of each technique considering our real-world
data on local PV generation.

We evaluate the performance of the machine learning techniques in
a deterministic framework, which permits a direct comparison with a
clear sky-based physical approach. However, it should be noted that
techniques such as neural networks and gradient boosted regression
trees can be readily extended toward a probabilistic framework [29].
The obtained outcomes show the ability of the cross-learning fore-
casting models to leverage common patterns of neighboring PV sites
for predicting unobserved PV sites. In particular, the gradient boosted
trees model provides a superior performance in our case study. In
complement, its performance is further analyzed by varying the number
of available monitored PV sites and input features, which allows to
provide insights on its sensitivity on these both elements.

The paper is outlined as follows. Section 2 details the cross-learning
forecasting approach. Section 3 presents the clear sky-based physi-
cal approach and the evaluation metric used in the paper. Section 4
conducts the case study, while providing numerical results. Finally,
Section 5 concludes the paper.
2

2. Methodology

Section 2.1 introduces the cross-learning forecasting approach,
which is applied for unobserved PV sites. Then, the available input
features are described in Section 2.2. Finally, the machine learning
techniques are presented in Section 2.3.

2.1. Cross-learning forecasting approach

Overall, at the beginning of each day, we consider the following
multi-step time series regression problem:

E(𝑝PV
𝑗,𝑡0

,… , 𝑝PV
𝑗,𝑡𝑇

|𝐱𝑠𝑗 , 𝐱
𝑓
𝑗,𝑡0

,… , 𝐱𝑓𝑗,𝑡𝑇 ), ∀𝑗 ∈  (1)

where 𝑝PV
𝑗,𝑡0∶𝑡𝑇

is the power production (to predict) of a new PV site 𝑗
over steps 𝑡0 to 𝑡𝑇 of the prediction horizon. Two types of explanatory
variables (inputs) are considered: (i) series-specific features 𝐱𝑠𝑗 , e.g., the
latitude and longitude of the PV site, and (ii) available temporal covari-
ates 𝐱𝑓𝑗,𝑡0∶𝑡𝑇 such as numerical weather predictions (NWP) obtained from

different locations. Note that, in contrast with traditional approaches,
no lagged PV power measurements are leveraged as their availability is
not guaranteed for all PV sites 𝑗 ∈  . Finally, we consider the quarter
hours 𝑡 ∈ [𝑡0, 𝑡𝑇 ] occurring between 5.30 a.m. and 10.30 p.m., thereby
disregarding the time steps where the PV output power is always null.

The objective in Eq. (1) is achieved by relying on a cross-learning
forecasting approach, which results in a generic forecasting function 𝑓𝛩
suitable for all the forecasted PV sites  :

E(𝑝PV
𝑗,𝑡0∶𝑡𝑇

|𝐱𝑠𝑗 , 𝐱
𝑓
𝑗,𝑡0∶𝑡𝑇

) = 𝑓𝛩(𝐱𝑠𝑗 , 𝐱
𝑓
𝑗,𝑡0∶𝑡𝑇

), ∀𝑗 ∈  (2)

The parameters 𝛩 defining 𝑓𝛩 are learned jointly using all the avail-
able samples  of the monitored PV time series. In particular, they are
fitted by optimizing an error function  measuring the compatibility of
the forecasting function 𝑓𝛩 with respect to all the dataset (𝑖,𝑖), ∀𝑖 ∈
, where 𝑖 = (𝑝PV

𝑖,𝑡0∶𝑡𝑇
) and 𝑖 =

(

𝐱𝑠𝑖 , 𝐱
𝑓
𝑖,𝑡0∶𝑡𝑇

)

. The optimization problem
for the forecasting function 𝑓𝛩 is:

𝛩∗ = argmin
𝛩

∑

𝑖∈
(𝑖, 𝑓𝛩(𝑖)) (3)

where  is typically the mean square error function in a deterministic
framework.

The cross-learning approach allows to build a forecasting function
𝑓𝛩 that extracts the common patterns from all samples of the monitored
PV sites. One practical advantage of this approach is its potential for
dealing with time series limited in terms of data points. Indeed, when
fitting a data-driven model on an individual short time series, the model
is not likely to capture the underlying data generation process of the se-
ries, which will undermine its performance. However, when the model
is trained on multiple time series, the odds of approximating adequately
the data generating process is increased as it automatically augments
the data availability. The local PV forecasting task is well-suited for
adopting the cross-learning approach as the dataset is composed of
multiple time series that are governed by similar physical processes
for a defined geographical area. Of course, the overall performance of
this approach is dependent on the availability of a sufficient number
of monitored PV sites. This relation between the performance of the
model and the number of available monitored PV sites is studied in
Section 4.2.

Practically, Fig. 1 depicts the geolocations of the monitored PV
sites (eleven black circles) for which historical production profiles
are available, and the set  (five red triangles), i.e., new sites to be
forecasted. Note that, at the forecast creation time, the production
profiles of the monitored PV sites have not yet been measured over
the prediction horizon 𝑡 ∈ [𝑡0, 𝑡𝑇 ], and these values cannot thus be
leveraged for directly predicting the generation of the new PV sites.
In addition, the geolocations of the NWP are denoted by four blue

diamonds in Fig. 1.
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Fig. 1. Geolocations of the monitored (black circles) and new (red triangles) residential
PV plants, while the blue diamonds denote the geolocations of the local numerical
weather predictions (NWP).

2.2. Input features

The series-specific features 𝐱𝑠𝑖 are the peak power installed 𝑐𝑖, the
geolocation of the PV site, i.e., latitude 𝜙𝑖 and longitude 𝜆𝑖, the tilt
angle 𝛽𝑖 and orientation 𝛾𝑖 of the considered PV system in sample
𝑖. On the other hand, the time-varying inputs defined by 𝐱𝑓𝑖,𝑡0∶𝑡𝑇 are
the tilted global clear-sky irradiance and the four NWP. The tilted
global clear-sky irradiance 𝐼PV

𝑖,𝑡0∶𝑡𝑇
[W/m2] is the estimated irradiance

received on the tilted PV surface 𝛽𝑖 with orientation 𝛾𝑖 based on the
isotropic transposition model in [30]. This transposition is performed
on the global clear-sky irradiance obtained via the Ineichen-Perez
model defined in [31]. Note that both models are available in the
pvlib package [32]. Regarding the NWP, we consider the ambient
air temperature 𝑇𝐴

𝑘,𝑡0∶𝑡𝑇
[◦C] and cloud coverage CC𝑘,𝑡0∶𝑡𝑇 [%], i.e., the

fraction of sky covered, for the four geolocations 𝑘 ∈  surrounding
the PV sites. These forecasts are provided by the Global Forecast System
(GFS) publicly available in [33], which yields a temporal resolution of
three hours and a spatial resolution of 1◦.

In the following, all the inputs are min–max normalized between
[0, 1] for alleviating underlying optimization issues, especially for the
training of neural networks. Note that Section 4.2 also investigates the
loss of performance when a type of inputs, e.g., series-specific features
or NWP, is removed.

2.3. Machine learning techniques

We combine six different machine learning techniques with the
cross-learning approach for assessing their respective performance on
our local PV generation forecasting task. Let ̂𝑗 =

(

𝑝̂PV
𝑗,𝑡0∶𝑡𝑇

)⊺
and

𝑗 =
(

𝐱𝑠𝑗 , 𝐱
𝑓
𝑗,𝑡0∶𝑡𝑇

)⊺
be the PV generation predictions of the site 𝑗 and

its associated inputs.
The first machine learning technique is the feed-forward neural net-

work (FFNN), which is the traditional neural network architecture used
in the literature [27]. The FFNN consists in two linear transformations,
with a non-linear activation in between:

̂𝑗 = 𝐖2 𝑓Relu(𝐖1𝑗 + 𝐛1) + 𝐛2 (4)

where 𝐖1 ∈ R𝑑×|𝑗 |, 𝐖2 ∈ R|𝑗 |×𝑑 , 𝐛1 ∈ R∈𝑑 and 𝐛2 ∈ R|𝑗 | are
parameters to be trained, 𝑓Relu is the element-wise application of the
rectified linear activation function, and |.| stands for the cardinality of
the associated vector. Note that the dimension 𝑑, defining the number
of neurons in the hidden layer, is a task-dependent hyperparameter to
be tuned.
3

The computational power of FFNN can be increased by simply
stacking successive non-linear transformations [28]. This ‘deep’ ver-
sion of FFNN is denoted as S-FFNN. For this variant, two types of
hyperparameters can be tuned: the number of hidden layers, i.e., the
non-linear transformation 𝑓Relu(.) in Eq. (4), and the number of neurons
per hidden layer.

An alternative for modeling dynamic processes such as time series
are recurrent neural networks (RNN). RNN are self-connected units
whose recurrent connection ℎ𝑡 allows the network to have a memory
of previous time steps. Given 𝑗,𝑡 =

(

𝐱𝑠𝑗 , 𝐱
𝑓
𝑗,𝑡

)⊺
, the predictions are

obtained by iterating the following equations from 𝑡 = 𝑡0 to 𝑡𝑇 :

ℎ𝑡 = 
(

𝐖3𝑗,𝑡 +𝐖4ℎ𝑡−1 + 𝐛3
)

(5a)

𝑝̂PV
𝑗,𝑡 = 𝐖5ℎ𝑡 + 𝐛4 (5b)

where 𝐖3 ∈ R𝑑×|𝑗,𝑡|, 𝐖4 ∈ R𝑑×𝑑 , 𝐖5 ∈ R1×𝑑 , 𝐛3 ∈ R∈𝑑 and 𝐛4 ∈ R1

are parameters to be trained.  is the hidden layer function, which
was traditionally an element-wise application of a sigmoid function.
The hidden dimension 𝑑 is also a hyperparameter to be tuned.

However, when using an element-wise sigmoid function as , RNN
can suffer from exploding or vanishing gradients issues for modeling
long term dependencies [34]. To mitigate the latter issue, Hochre-
iter and Schmidhuber in [35] suggested the long short term mem-
ory (LSTM) architecture. The LSTM is composed of a memory cell,
whose interactions with the inputs are controlled via three multi-
plicative gates: the input, forget and output gates. These multiplica-
tive gates allow the memory cell to store and access information as
time elapses, while preserving the gradient flow. For this reason, we
use the LSTM architecture LSTM, whose mathematical expressions is
completely detailed in [36].

While the LSTM allows an access to previously fed information, no
connection with (known) later inputs are permitted in its original form.
The bidirectional LSTM (denoted BLSTM) typically enable this access
on available future information by processing the input sequence in
both directions [37]:

⃖⃖⃗ℎ𝑡 = LSTM
(

𝑗,𝑡, ⃖⃗ℎ𝑡−1
)

(6a)

⃖⃖ ⃖ℎ𝑡 = LSTM
(

𝑗,𝑡, ⃖⃖ℎ𝑡+1
)

(6b)

𝑝̂PV
𝑗,𝑡 = 𝐖6 ⃖⃗ℎ𝑡 +𝐖7⃖⃖ℎ𝑡 + 𝐛5 (6c)

where 𝐖6 ∈ R1×𝑑 , 𝐖7 ∈ R1×𝑑 and 𝐛5 ∈ R1 are the parameters of the
BLSTM output layer.

Another efficient machine learning technique is the gradient
boosted regression trees (GBRT), which was applied successfully on
various regression tasks; see e.g., [38]. GBRT is an ensemble method,
where each regression tree is estimated in a stage-wise manner to
produce collectively a strong learner. Each boosting iteration trains a
new regression tree against the residual of the previously trained ones
by minimizing a loss function. In a deterministic regressive framework,
the loss function is typically the mean squared error function. Follow-
ing [38], a separate GBRT model is fitted for each step of the prediction
horizon using all the available inputs. Four hyperparameters have to be
adjusted: the number of boosting iterations 𝑀GBRT, the depth of each
tree 𝐽GBRT, the learning rate 𝜆GBRT, and the subset of inputs used at
each split 𝑚GBRT.

Finally, we also investigate the 𝑘-nearest neighbor technique, which
is a simple yet competitive machine learning technique. Similarly to
the GBRT, we instantiate a separate 𝑘-NN model for each step of the
prediction horizon. Hence, when receiving a newly input, the 𝑘-NN
algorithm is specified by two operations. First, it ranks the training
samples of the associated dataset based on the similarity of their inputs
with the new one. Then, the prediction is formed by aggregating the 𝑘-
nearest target values using a simple arithmetic mean with equal weight.

Let {𝑖, 𝑗} be respectively indexes of the training and new samples, the
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Table 1
Series-specific features of all the PV sites.

Series-specific features Sites

Dataset Test set

# 1 #2 # 3 # 4 # 5 # 6 # 7 # 8 # 9 # 10 # 11 # 12 # 13 # 14 # 15 # 16

Orientation 𝛾 from south [◦] 10 10 −40 35 70 0 −40 20 35 85 −45 55 0 50 50 −40
Tilt angle 𝛽 [◦] 20 15 55 15 25 25 35 40 21 90 35 45 20 45 35 15
Peak power installed 𝑐 [kW] 11.28 9.95 3.76 5.1 11.6 9.95 9.95 5.1 9.84 9.5 24 9.6 9.84 3.333 5.1 8.25
similarity function between both samples are computed based on the
following Euclidean distance:
√

(𝐼PV
𝑗,𝑡 − 𝐼PV

𝑖,𝑡 )2 + (𝑇
𝐴
𝑗,𝑡 − 𝑇

𝐴
𝑖,𝑡)2 + (CC𝑗,𝑡 − CC𝑖,𝑡)2 (7)

where 𝐼PV
{𝑖,𝑗},𝑡, 𝑇

𝐴
{𝑖,𝑗},𝑡 and CC{𝑖,𝑗},𝑡 are respectively the tilted global irradi-

ance, the averaged ambient air temperature and averaged cloud cover
obtained from the NWP for samples {𝑖, 𝑗} at the prediction step 𝑡.

All the neural networks are optimized using Adam [39], an adaptive
learning rate version of stochastic gradient descent, by minimizing
the mean square error function. An early stopping criteria is used to
prevent overfitting. Early stopping is also applied for GBRT, where
the maximum number of boosting iterations 𝑀GBRT is fixed to 150.

random search is employed to find the best hyper-parameters as-
ociated with each ML technique [40]. The search range of the num-
er of neurons is {10, 25, 50, 100, 250}, while the number of hidden
ayer can vary between {2, 3, 4, 5} for the S-FFNN. The initial learning
ate of Adam is also tested between {0.1, 0.01, 0.001, 0.0001}. Concern-

ing the GBRT, the search ranges are 𝐽GBRT = {3, 5, 8, 12}, 𝑚GBRT =
{1∕2, 1∕3, 1∕4, 1∕5} and 𝜆GBRT = {0.3, 0.2, 0.1, 0.05}. Finally, the search
ange of the number of neighbors 𝑘 for 𝑘-NN is discretized between
1, 3, 5, 10, 25, 50, 75, 100, 250, 500}.

. Baseline and metric

Section 3.1 presents the baseline model, i.e., the clear sky-based
hysical model, while Section 3.2 introduces the evaluation metric for
omparing the forecasting methods.

.1. Baseline

For each prediction step 𝑡, The baseline model (denoted Phys.)
pproximates the PV output power 𝑝̂PV

𝑡 of site 𝑗 as follows [41]:

𝑝̂PV
𝑗,𝑡 ≈ 𝑐𝑗

𝐼PV
𝑗,𝑡

1000

(

1 + TC(𝑇 PV
𝑗,𝑡 − 25)

)

(8)

where 𝑐𝑗 , 𝐼PV
𝑗,𝑡 are the peak power installed and the transposed solar

radiation defined in Section 2.2. 𝑇 PV
𝑗,𝑡 and TC denote respectively the

temperature [◦C] and temperature coefficient [%∕◦C] of the PV panels.
We set TC at −0.45, which is a common value for the widely used

-SI PV module [42]. The panels’ temperature 𝑇 PV
𝑗,𝑡 can be estimated

s [41]:

PV
𝑗,𝑡 = 𝑇

A
𝑗,𝑡 +

𝐼PV
𝑗,𝑡

800
(𝑁oct − 20) (9)

here 𝑇
A
𝑗,𝑡 is the averaged ambient air temperature [◦C] obtained via

he NWP, and 𝑁oct denotes the nominal operating cell temperature,
hich is typically around 48 ◦C.

.2. Evaluation metric

We assess the performance of the different models by computing
normalized root mean square (NRMSE) [%] for each considered

nobserved PV site. Over one day, the NRMSE of site 𝑗 is calculated
as follows:

NRMSE =

√

√

√

√

1
𝑇

𝑡𝑇
∑

(𝑝PV
𝑗,𝑡 − 𝑝̂PV

𝑗,𝑡 )2 ⋅
100%
𝑐

(10)
4

𝑡=𝑡0 𝑗
Table 2
Optimal hyperparameters for the neural networks.

Learning rate No. units No. hidden layer

FFNN 0.001 100 1
S-FFNN 0.01 {10,100,10,25} 4
LSTM 0.01 50 1
BLSTM 0.01 25 1

Table 3
Training and inference times of forecasting methods.

Models Training time [s] Inference time [s]

FFNN 4 0.02
S-FFNN 9 0.02
LSTM 20 0.04
BLSTM 125 0.2
GBRT 18 0.03

where 𝑇 is the length of the prediction horizon.
This metric facilitates the comparison between the different PV sites,

which varies in terms of peak power installed.

4. Case study

The case study is performed on an Intel® Core™ i7-3770 CPU @
3.4 GHz with 16 Gb of RAM. The forecasting methods are implemented
using scikit-learn, statsmodels and TensorFlow packages in Python 3.6.
The data is a collection of sixteen local PV sites from January to mid-
August 2021. Their respective orientation, tilt angle and peak power
installed are shown in Table 1. Eleven PV sites are used for training
the models, with their data spanning from January to mid-July 2021.
This set of data is divided into two subsets: (i) a training set (from
01/01/2021 to 14/06/2021), which is used for estimating the param-
eters of each ML technique. (ii) a validation set (from 15/06/2021
to 14/07/2021) allowing to select optimal hyperparameters and to
perform early stopping. The set of selected hyperparameters for the
neural networks are listed in Table 2. In the case of the GBRT and 𝑘-NN
models, the optimal hyperparameters vary according to the prediction
step. Overall, the GBRT models adopts a moderate depth of tree 𝐽GBRT =
{5, 8} with the smallest learning rate 0.05, while the fraction of inputs
used at each split are below 1∕3. The 𝑘 parameter is around 100 on
average. In addition, Table 3 provides a brief overview concerning the
training and inference times of each forecasting model. For neural mod-
els, the training time increases along with the complexity of the neural
network variation. For GBRT, a different model is needed per prediction
step, which consequently augments the training time along with the
forecasting horizon. Overall, the training time of all forecasting models
are below 2 min in our experiments. Finally, we can observe that the
inference time for generating new predictions is lower than one second
for all prediction models, which renders them operational for our local
PV forecasting task.

The remaining five PV sites are used as a test set with data spanning
from mid-July to mid-August. This allows to evaluate the models on
out-of-sample data distinct in time and location. We perform the multi-
horizon deterministic forecasts at 00.00 a.m. of each day, with a
prediction horizon of 68 quarter hours, i.e., between 5.30 a.m. and
22.30 p.m. each day. Globally, after cleaning the data, 1096 daily
samples are used in the training set, 297 for the validation set and 126

for the test set.
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Table 4
Averaged NRMSE [%] for all forecasting models over the entire test set.

Model Total Sites

# 12 # 13 # 14 # 1 5 # 16

GBRT 10.67 10.57 10.13 11.3 10.6 8.95
𝑘-NN 11.16 11,43 10.46 11.85 11.25 9.16
BLSTM 11.48 10.77 11.48 14.08 10.63 9.78
LSTM 11.79 11.14 11.73 13.84 11.41 9.56
S-FFNN 10.7 11.12 10.03 11.13 10.43 9.21
FFNN 10.68 10.88 10.54 11.56 10.42 8.84
Phys. 18.51 16.28 18.1 17.85 17.39 18.72

4.1. Forecast evaluation

Table 4 lists the averaged NRMSE performance of each forecasting
model over the entire test set. The NRMSE is computed over all sites
in the Total column, while it is evaluated per site in the remaining
columns. We can observe that the machine learning techniques clearly
outperform the Phys. model on all PV sites. In total, the outcomes
reveal a relative increase of 73.5% in terms of NRMSE when using
the Phys. model compared to the GBRT model. This gap arises from
the fact that the Phys. model ignores the impact of the clouds in its
data generating process, which heavily penalizes it. Overall, none of
the machine learning techniques clearly establishes a superior perfor-
mance compared to the others. However, the results suggest that the
GBRT, FFNN and S-FFNN models are slightly more precise for our
application. Surprisingly, the LSTM and BLSTM architectures provide
the worst performance amongst the machine learning techniques. This
observation appears, at first sight, counter-intuitive compared with
that observed in the literature; see e.g., [20,43]. This may arise from
the presence of different sampling frequencies in the data. Indeed,
the input data is composed of the series-specific features 𝐱𝑠𝑗 and the
NWP, which are respectively time-invariant and signals covering a 3-
h period, while the output is sampled on a quarter-hourly basis. The
performances of the LSTM and BLSTM may be altered when processing
such mixed frequency data [44]. In contrast, this issue does not occur
with the FFNN and S-FFNN as they use a static fixed size window
encompassing all the inputs. In the same vein, increasing further the
depth of the FFNN leads to a limited increase of performance only for
particular sites. The tree-based ensemble method GBRT provides the
best performance in our case study. This is aligned with observations
in [45], which considers them a natural choice for competition settings
as they provide an excellent compromise between efficiency and their
straightforward application. Finally, the 𝑘-NN provides an interesting
alternative for practical use. First, the 𝑘-NN is characterized by a single
hyperparameter, i.e., the number of neighbors, which has a direct
physical meaning. Besides, this technique can be continuously updated
by simply storing the newly data of monitored sites in the dataset. The
major downside of this technique concerns its computational cost when
performing the prediction, which necessitates to search over the whole
training sample for obtaining the 𝑘-nearest neighbors.

These global results are complemented with Fig. 2, which depicts
the averaged NRMSE performance over the entire prediction horizon.
Similarly to Table 4, Fig. 2 shows a significant difference between
the Phys. model and the machine learning techniques. Overall, all the
machine learning techniques perform equally well across the prediction
horizon between 10.00 a.m. and 8.00 p.m.. Interestingly, the FFNN,
LSTM and BLSTM models have difficulties to predict the beginning
and final parts of the day. Naturally, the prediction steps with the
highest errors are the quarter hours between 12.00 a.m. and 5.00 p.m.,
for which the rays of sunshine are the most impacted by the cloud
movements.

In that sense, Fig. 3 depicts the difference of behaviors between
the GBRT and Phys. model for three days characterized by different
atmospheric conditions. Typically, the Phys. model (the black dotted
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Fig. 2. Averaged NRMSE across all sites for each prediction step and each forecasting
model.

line) follows a half-sine wave over the day. In addition, as site 12
is characterized by an orientation 𝛾𝑗 = 55◦ and tilt angle 𝛽𝑗 = 45◦,
the effect of the transposition model on the clear-sky irradiance is
noticeable at the beginning of the day. Yet, Figs. 3(b) and 3(c) clearly
demonstrate the limits of the Phys. model on cloudy days. In that case,
the GBRT technique approximates the PV output power more precisely,
although it is not able to capture all the quick variations of the PV
output power. One reason could be the low temporal resolution of the
obtained NWP. In this respect, the importance of NWP and the other
input features on the performance of the GBRT is further investigated
in the following section.

4.2. Sensitivity analysis

In this section, we perform a sensitivity analysis on the number of
available monitored PV sites and input features when predicting the
unobserved PV sites. More specifically, we investigate the decrease in
the GBRT performance when a more limited number, i.e., {8, 5, 3, 1}, of
monitored PV sites is available. In this case, the monitored PV sites
are selected based on their order of appearance in the dataset. In
complement, a similar analysis is conducted on the input features,
where we remove distinctively the tilted solar irradiance 𝐼PV

𝑗,𝑡 , the NWP
and the series-specific features 𝐱𝑠𝑗 . Note that the removal of 𝐱𝑠𝑗 also
affects the input 𝐼𝑃𝑉𝑗,𝑡 as we do not have information on the tilt angle 𝛽𝑗
or orientation 𝛾𝑗 of the PV site, which is necessary for the transposition
model. Besides, as the latitude 𝜙𝑗 and longitude 𝜆𝑗 is also unknown,
the model is fed for all PV sites with the clear-sky irradiance of the
Ineichen–Perez model for 𝜙 = 50.5 and 𝜆 = 3.5, which corresponds
to the center of the area delimited by the geolocations of the NWP.
Of course, we assume that the peak power installed 𝑐𝑗 is still known
∀𝑗 ∈  .

From Table 5, it can be observed that the number of available PV
sites has a significant impact on the GBRT performance, with a relative
increase in the NRMSE of around 25% for the Total column in case of
one available PV site. Note that the NRMSE with one site is still above
the Phys. model. Besides, we can see that the NRMSE starts to decline
substantially below five available sites. This is in concordance with the
cross-learning approach, which boosts the generalization ability of the
machine learning models by mixing different time series such that the
models have a greater number of samples for adequately approximating
the data generating process.

The lower half of Table 5 concerns the performance of the GBRT
model without certain inputs. It can be observed that the removal of
NWP has a slightly worse impact than the removal of 𝐼PV

𝑗,𝑡 , while the
withdrawal of 𝐱𝑠𝑗 is the most critical in terms of averaged NRMSE. The
obtained results confirm the importance of NWP and irradiance data in
the forecasting task of local PV sites. In this line, the public availability
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Fig. 3. Multi-horizon deterministic forecasts of the PV site 12 on 17th July 2021 (a clear-sky day, Fig. 3(a)), 27th July 2021 (a cloudy day, Fig. 3(b)) and 3rd August 2021 (a
partial cloudy day, Fig. 3(c)).
Table 5
Sensitivity analysis of the GBRT model on the number of available sites and input
features.

Model Total Sites

# 12 # 13 # 14 # 15 # 16

GBRT 10.67 10.57 10.13 11.3 10.6 8.95

GBRT (8 sites) 10.83 11.13 10.24 11.6 10.74 8.88
GBRT (5 sites) 10.91 11.19 10.32 11.83 10.88 8.92
GBRT (3 sites) 12.74 14.61 10.37 13.52 13.33 9.16
GBRT (1 site) 13.34 14.83 10.76 14.08 13.55 10.54

GBRT (w/o 𝐼PV
𝑗,𝑡 ) 11.82 12.53 10.24 13.44 12.38 8,83

GBRT (w/o NWP) 12,1 12,69 10,14 11,59 12,34 9,83
GBRT (w/o 𝐱𝑠𝑗 ) 12.34 14.07 9.83 13.29 12.77 9.05

of satellite images, such as cloud-moving vector models, or higher
frequency NWP could be a great asset for fostering the performance
of the cross-learning forecasting models.

5. Conclusion

This paper proposes a new framework for developing a cross-
learning forecasting approach applied for unobserved PV time series.
The benefit of this approach is twofold: this allows increasing the
data availability for approximating the data generating process, while
providing a scalable method for predicting each individual PV site.

Six machine learning techniques, i.e., the 𝑘-NN, four variants of
neural networks and gradient boosted trees, are combined with this
approach, and are assessed on five new PV sites. The outcomes reveal
that the obtained forecasting models yield more accurate predictions
than a clear sky-based physical approach, which shows a relative
increase of 73.5% in NRMSE compared with the best models. Regard-
ing the specificities of our dataset, the best models are GBRT, FFNN
and S-FFNN. The LSTM and BLSTM models provide a slightly worse
performance compared to the top three with a relative increase above
8.8% in NRMSE, which can be due to the presence of mixed data
frequency in the data. The 𝑘-NN method provides a good trade-off
between efficiency, showing a limited increase of 5.6% in NRMSE
compared to the best models, and simplicity, where it necessitates the
tuning of the single (interpretable) hyperparameter 𝑘.

A first perspective might be to increase the spatio-temporal resolu-
tion of the NWP inputs for better capturing the ramping trajectories
of local PV generation. Another interesting perspective could be to
investigate the application of a similar approach on a dataset composed
of both solar PV and wind generation. Hence, the resulting final model
could be used for predicting each individual renewable production in
low-voltage systems.
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