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Figure 1: Overview of the FMD metric. During training process, the autoencoder learns a compressed motion feature space 𝑧
by reconstructing the input motion. Then, the encoder computes the latent space from the ground truth and synthetic motion
dataset. Finally, the Fréchet distance is measured between the two latent spaces to evaluate the quality and diversity of the
motion samples from the synthetic dataset.
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1 INTRODUCTION
Motion synthesis is an active research topic in the Deep Learning
community. It has various fields of application including character
animation, humanoid robots and embodied conversational agents.
Designing such algorithm is not a straightforward task and must
ensure that the output motion are natural. It is however necessary
to assess the quality of a synthesized animation to be able to com-
pare algorithms’ performance. Although that evaluations relying on
subjective survey give satisfying estimation on the quality of the an-
imation, gathering such group of people with defined requirements
(level of expertise of subjects, e.g.) is expensive, time consuming,
and having low reproducibility, which hinders fast development
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iterations. In this sense, a quantitative evaluation with an objective
metric leverages those issues since it does not involve human in
the loop. However, the design of such evaluation metric must en-
sure a strong correlation between it and the human perception on
the motion quality. In the computer vision field, the metric called
Fréchet Inception Distance (FID) [4] exhibits promising results in
assessing synthesized images since it is sensitive to various image
artifacts and penalizes the lack of diversity in the generated modal-
ities. This metric has become a standard in the evaluation of image
generative models such as Generative Adversarial Networks (GANs)
[2]. Inspired by the success of FID, we introduce the Fréchet Motion
Distance (FMD), a new objective metric to evaluate the quality and
diversity of the synthesized human motions. There were similar
previous attempts. [6] proposed applying FID concept to motion
data, but there were no validating experiments such as how the
proposed metric works for different motion noises. Fréchet Gesture
Distance (FGD) [7] was proposed to evaluate gesture humanmotion,
but it was bound to upper-body gesture. The code is available at
https://github.com/antmaio/FrechetMotionDistance.

2 FRÉCHET MOTION DISTANCE
Fig 1 overviews the proposed method. An autoencoder encodes a
motion dataset into a low-dimensional latent representation. Then,
the Fréchet distance is computed between the latent spaces of a
ground truth and a synthesized dataset by Equation 1 which is the
standard FID equation [4]

𝐹𝑀𝐷 = | |𝜇𝑔 − 𝜇𝑟 | |22 +𝑇𝑟 (Σ𝑟 + Σ𝑔 − 2
√︁
Σ𝑔Σ𝑟 ) (1)

where (𝜇𝑔 , Σ𝑔) and (𝜇𝑟 , Σ𝑟 ) are respectively the mean and the co-
variance matrix of the synthesized and the ground truth motion
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Figure 2:Mean FMD evolutionwith 𝜁 .We repeated the experiments 100 times for the same setting, and the error interval shows
the standard deviation. (Left) Gaussian noise, (Mid) salt and pepper noise, (Right) temporal noise (𝜁 = 32 is only evaluated for
a motion length of 64 frames). Low score means better synthesized motion. The FMD score is less sensitive to temporal noise
but is consistent across the motion length.

distribution. This distance evaluates how close the synthesized
motion distribution is to the ground truth dataset and assesses
the quality and diversity of the generated motion. [7] relies on a
1D convolutional autoencoder architecture to compute the metric
since the temporal evolution of each cartesian position during the
motion is considered as a 1D signal. These signals are converted
into directional vectors of unit length between neighboring joints.
However, this method does not evaluates efficiently the motion
quality when varying the motion length. In constrast with [7], our
method first transforms motion into an image representation. This
transformation is based on the similarity between the dimension
of the cartesian space and the RGB channels: 𝑥 ,𝑦 and 𝑧 dimension
play respectively the role of the red, blue and green channel on
the image. The image width and height represents respectively
the motion length and the number of directional vectors derived
from the number of joints in the skeleton. The encoder part is a
Resnet34-based model [3] and is pretrained with ImageNet dataset
[1].

3 VALIDATION EXPERIMENTS
We used Human3.6M dataset [5] for our experiments. It is a large-
scale motion capture dataset where 11 actors performed various
actions (eating, taking photo, greeting, walking, etc) and this dataset
is most widely used one in the motion synthesis research. Respec-
tively 6 (actors 1,5-9) and 1 (actor 11) subjects constitute the training
and testing set for the experiments. The proposed autoencoder is
trained on the training set and learns the latent space by recon-
structing the input image representing the motion. To validate our
proposed metric, we need to find that it correctly measure the in-
tensity of motion degradation. The test set is manually altered by
adding noise samples with a fixed intensity factor 𝜁 so that it can
play the role of a synthetic motion dataset with artifacts. Then,
FMD score is computed between the clean test set and the altered
one. Three types of noise samples are considered in this work:
Gaussian (spread across all the joints), salt-and-pepper (impulsive
noise on some joints) and temporal noise. The temporal noise only
add Gaussian noise samples on 𝜁 frames to create temporal discon-
tinuity inside a motion. Moreover, FMD score should be consistent
across the motion temporal length that is encoded. Indeed, if one
wants to evaluate the quality of a synthesized motion with an arbi-
trary number of frames, the expected behavior of FMD is that the
motion degradation must be captured regardless the motion length.

In the experiments, the impact of the motion length on FMD score
is studied by considering 18,34 and 64 frames as the length of the
motion encoded into the latent space.

4 RESULTS
Figure 2 shows the evolution of FMD with 𝜁 . Since the FMD mea-
sures a distance between two distributions, a low FMD score means
that the distributions of generated and ground truth motion are
close. First, the score increases with the noise intensity, regardless
of the motion length and the type of noise. This means that the
latent space is sensitive to the intensity of the motion alteration.
However, the evaluation gives significantly lower score considering
the temporal noise degradation. That type of artifact has a less
significant influence on the latent space distribution. The temporal
discontinuities are not embodied efficiently into the latent spaces.

5 CONCLUSION
This work presents a method to assess the performance of a mo-
tion generative model objectively and without requiring human
subjects. The proposed FMD measures a Fréchet distance between
the distributions of the synthesized and ground truth motion. We
validated the metric with synthetic noise data, and the metric mea-
sured efficiently the motion degradation with Gaussian and salt and
pepper noise. There is however room for improvements considering
the temporal noise alteration, and we need further validation on
synthesized motions from recent generative models.
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