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Abstract: Driven non-linear photonic cavities are widely studied because they exhibit many7

interesting effects, such as non-reciprocity, thermal effects and frequency conversion. Specifically,8

adding noise to a modulated non-linear system can lead to stochastic resonance (SR), which9

corresponds to periodic transitions between stable states. In this work, we study the outgoing10

power and spectra from a non-linear driven photonic cavity coupled to an external port. Using a11

Langevin framework, we show that the system temperature induces SR in the bistable regime,12

which we study in detail to exploit for enhanced frequency shift. In this way, the thermal13

fluctuations of the system itself can function as a driver for effective sideband generation, enabling14

shift efficiencies of up to 40%. We extensively explore various regimes in order to understand15

and maximize the process.16
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1. Introduction18

Dynamic modulation of photonic structures is an important subject nowadays, with exotic effects19

and important applications. For example, it can be used for reciprocity-breaking to achieve20

optical isolation without using magnetic materials [1–4]. Temporal modulation can also be21

used for selective frequency conversion, when applied in coupled cavities [5]. Recently, for22

thermal emission, an active cooling mechanism was reported, with thermodynamic performance23

approaching the Carnot limit [6]. On a fundamental level, driven non-linear systems can exhibit24

numerous interesting dynamical phenomena [7]. Specifically, when driven out of equilibrium,25

the resonances can be used for amplification of fluctuations [8], generation of squeezed states [9]26

or stochastic resonance (SR) [10].27

When considering a non-linear, periodically modulated bistable system, the appearance of28

SR is well known [10–12]. With SR the addition of a particular amount of noise in the system29

leads to an amplification of its response. A fundamental model is the particle in a double well30

potential. The particle cannot escape from its current state, associated to one of the wells, if the31

potential is modulated through an external (weak) periodic force. However, by adding random32

thermal fluctuations of energy 𝑘𝐵𝑇 , Kramers shows [13] that the particle can now escape in a33

characteristic time 𝜏𝐾 , decreasing exponentially with the ratio Δ𝑈/𝑘𝐵𝑇 , with Δ𝑈 the potential34

barrier. SR arises when the modulation period is twice the escape time 𝜏𝐾 , resulting in the typical35

two transitions per period at the correct noise level [10].36

SR is now applied in many fields, going from physics [14–25], finance [26–28], chemistry [29–37

32], biology [33–40] to social [41,42] science. Most of the studies, and the current work, assume38

the Markov approximation. However, recent works deal with memory effects e.g. in non-linear39

optical systems, where it has been employed for energy harvesting enhancement [43].40

In this work, non-linearity (of the Kerr type), temporal modulation and thermal noise are41

combined. We exploit the noise from thermal fluctuations inherent in the system due to a non-zero42

temperature. Temporal modulation is a clear pathway towards novel frequency-conversion43

devices, and here we introduce enhanced shift via temperature-induced SR in a bistable photonic44

cavity. Evidently, the process is governed by a host of different parameters, and we identify and45
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examine the important ones in detail. In this way we can provide insight into maximizing the46

shift of a pump wave into a particular sideband frequency.47

Beside the frequency shift, which is the coherent component of the cavity output, we also48

examine the incoherent part, which is the thermal emission. This extends the study on thermally49

activated transitions, leading to strongly enhanced thermal fluctuations, which were examined in50

a photonic framework of a bistable driven system [44].51

The paper is structured as follows. In Sec. 2, we present the numerical model and detail the52

system parameters. Sec. 3 contains the results with subsections for the important parameters.53

We first demonstrate (Sec. 3.1) that temperature-induced noise can lead to SR, and elucidate54

the temperature roles. Then we vary the modulation frequency (Sec. 3.2). Next, the detuning55

and signal amplitude are studied (Sec. 3.3 and 3.4), with consequences on outgoing power56

and frequency shift. Finally, we discuss the losses and the coupling factor between cavity and57

waveguide (Sec. 3.5 and 3.6). In a separate section (Sec. 4) we explore thermal radiation with58

temporal modulation, with the notable supernarrow peaks, as expected [45].59

2. Numerical model60

We consider a single Kerr non-linear photonic cavity coupled to an external port, which could61

be implemented as schematically shown in Fig. 1(a). Various equivalent designs with e.g. a62

photonic crystal cavity are also possible [46–51]. The cavity is driven by a pump via the channel,63

and coupled to internal and external baths at temperatures 𝑇𝑑 and 𝑇𝑒, respectively. In such a64

general system, the cavity mode amplitude evolution is efficiently described using coupled-mode65

theory and the Langevin framework [44, 52]:66

d𝑎
d𝑡

=

[
𝑗

(
𝜔0 − 𝛼 |𝑎 |2

)
− 𝛾

]
𝑎 + (1a)√︁

2𝛾𝑒𝑠+ +
√︁

2𝛾𝑑𝜉𝑑 ,
𝑠+ = 𝑠𝑝𝑒

𝑗𝜔𝑝 𝑡 + 𝜉𝑒, (1b)

𝑠− = −𝑠+ +
√︁

2𝛾𝑒𝑎 (1c)

with |𝑎 |2 normalized, representing the cavity mode energy, and𝜔0 the cavity resonance frequency.67

Incoming and outgoing power from/into the external channel are given by |𝑠+ |2 and |𝑠− |2,68

respectively. The incoming wave 𝑠+ consists of both a pump (with frequency 𝜔𝑝 and amplitude69

𝑠𝑝) and thermal radiation 𝜉𝑒, arising from the external bath at temperature 𝑇𝑒. We will add70

modulation to the pump later on. The coupling between cavity and port is controlled via the71

decay rate 𝛾𝑒. While 𝛾𝑑 represents the internal dissipation of the cavity, for example arising from72

coupling to phonons (absorption), which leads to a coupling with an internal bath at temperature73

𝑇𝑑 via 𝜉𝑑 . The sum of these quantities defines the total dissipation rate 𝛾 = 𝛾𝑒 + 𝛾𝑑 . The Kerr74

non-linearity is described by the coefficient 𝛼, which is chosen to be positive and real (leading75

to self-phase modulation, and no two-photon absorption) [44, 52]. Therefore, the system will76

provide dispersive bistability, as opposed to absorptive bistability [16]. Assuming a narrow77

bandwidth (𝛾 ≪ 𝜔0), the noise sources 𝜉𝑖 (𝑖 ∈ {𝑒, 𝑑}) are delta-correlated with an intensity given78

by the mean energy of Planck’s oscillator Θ(𝜔0, 𝑇𝑖) = ℏ𝜔0/(exp(ℏ𝜔0/𝑘𝐵𝑇𝑖) −1). As in previous79

works [44, 52], we use the approximation of the classical limit for the noise intensity, 𝑘𝐵𝑇𝑖 .80

Using a frame rotating at the pump frequency with 𝛿𝜔 = 𝜔0 − 𝜔𝑝, 𝜏 = 𝛿𝜔 𝑡, 𝑢 =81



(a)

Fig. 1. (a) Simulated system composed of one non-linear photonic cavity coupled
to an external channel at temperatures 𝑇𝑑 and 𝑇𝑒 respectively. (b) Hysteresis plot of
the dimensionless mode energy versus non-linear coupling 𝜁 = |𝑠𝑝 |2 and detuning
Δ = −2.5. Colors represent solutions described in Appendix B, 𝑦1 in green, 𝑦2 in black
and 𝑦3 in blue.

√︁
𝛼/𝛿𝜔𝑎 exp (− 𝑗𝜔𝑝𝑡), one transforms Eq. (1a) to (1c) into82

d𝑢
d𝜏

=

[
𝑗

(
1 − |𝑢 |2

)
− 𝜂

]
𝑢 + (2a)√︃

2𝜂3𝑠𝑝 +
√︁

2𝑛𝑑𝜉𝑑 +
√︁

2𝑛𝑒𝜉𝑒,

𝑠+ = 𝑠𝑝 +
√︂
𝑛𝑒

𝜂3 𝜉𝑒, (2b)

𝑠− = −𝑠+ +
𝛾𝑒

𝛾

√︄
2
𝜂
𝑢, (2c)

where 𝜂 = 𝛾/𝛿𝜔, 𝜉𝑖 = 𝜉𝑖/
√
𝑘𝐵𝑇𝑖𝛿𝜔 exp (− 𝑗𝜔𝑝𝑡), 𝑛𝑖 =

𝛾𝑖𝛼𝑘𝐵𝑇𝑖
𝛿𝜔2 (𝑖 ∈ {𝑒, 𝑑}), and 𝑠𝑖 =83 √︃

𝛼𝛾𝑒
𝛾3 𝑠𝑖 exp (− 𝑗𝜔𝑝𝑡) (𝑖 ∈ {+,−, 𝑝}). In Eq. (2a), 𝜉𝑒 and 𝜉𝑑 are uncorrelated noise sources84

satisfying [45]85

⟨𝜉∗𝑖 (𝜏)𝜉𝑖 (𝜏′)⟩ = 𝛿(𝜏 − 𝜏′), (3a)
⟨𝜉𝑖 (𝜏)𝜉𝑖 (𝜏′)⟩ = 0, (3b)
⟨𝜉∗𝑖 (𝜏)𝜉∗𝑖 (𝜏′)⟩ = 0, (3c)

where 𝑖 ∈ {𝑒, 𝑑} and ⟨.⟩ means taking the “thermodynamic ensemble average”. These conditions86

can be realized by taking the real and imaginary parts of 𝜉𝑖 as independent random variables.87

Defining the dimensionless detuning Δ = −𝛿𝜔/𝛾 = (𝜔𝑝 − 𝜔0)/𝛾 and the effective non-linear88

coupling 𝜁 = |𝑠𝑝 |2, one can show that the system is bistable if for the pump 𝜁1 < 𝜁 < 𝜁2 (𝜁1 and89

𝜁2 are functions of the detuning as described in Appendix A) and for the detuning Δ < −
√

390

(example in Fig. 1(b)).91



Now, we extend this model by applying temporal modulation through the pump with the92

addition of a signal at frequency 𝜔𝑝 +Ω, having a small amplitude compared to the initial pump.93

The pump is thus described by94

𝑠𝑝 (𝜏) =
√︁
𝜁0

(
1 + 𝛿𝑒 𝑗Ω̃𝜏

)
(4)

where 𝛿 and 𝜁0 are defined by95

𝛿 = 𝜅


𝜁2 + 𝜁1
𝜁2 − 𝜁1

−

√︄(
𝜁2 + 𝜁1
𝜁2 − 𝜁1

)2
− 1

 , (5a)

𝜁0 =
𝜁2 + 𝜁1

2(1 + 𝛿2)
, (5b)

with 𝜅 ∈ [0, 1[. Eq. (5a) ensures the system always stays in the bistable regime (shaded region of96

Fig. 1(b)) during the whole modulation cycle, whereas Eq. (5b) determines that the time-averaged97

(dimensionless) pump power |𝑠𝑝 |2 is centered between 𝜁1 and 𝜁2 (so we are operating in the98

middle of the hysteresis curve of Fig. 1(b)). We use these conditions so that any jump between99

the bistable states is initiated by thermal fluctuations, and not via the pump, so we obtain a clear100

(subthreshold) SR.101

In the end, the input wave consists of a strong pump, driving at frequency 𝜔𝑝 , which is now102

weakly modulated with frequency Ω. As a result, the signal varies the non-linear Kerr effect103

according to Eq. (2a), leading to a time modulated system.104

Eq. (2a) belongs to the category of stochastic differential equations, so it cannot be solved using105

classical numerical solvers [53–56]. Thus, we use a homemade solver in python based on the106

Runge-Kutta method, which we have validated by recovering results of previous studies [44, 52].107

3. Coherent results108

In this section, we extensively explore how SR can be exploited for frequency shift towards109

the signal frequency (𝜔𝑝 + Ω). We look at the role of the various parameters, and typically110

examine two figures of merit: the ratio between outgoing and incoming power at signal frequency111

|𝑠− (𝜔𝑝 +Ω) |2/|𝑠+ (𝜔𝑝 +Ω) |2, and the shift efficiency from incoming pump to outgoing signal,112

defined as |𝑠− (𝜔𝑝 +Ω) |2/|𝑠+ (𝜔𝑝) |2 (so outgoing power at the signal frequency compared to the113

incoming power at the pump frequency).114

As the system contains many parameters, we analyse the effects of each parameter separately,115

while keeping the others constant as much as possible. Unless otherwise stated, the parameters116

are set so that the detuning Δ = −2.5, the signal detuning Δ𝑠 = Ω/𝛾 = 0.01, the cavity life-time117

𝑄 = 𝜔0/𝛾 = 104, the relative signal amplitude 𝛿 = 0.077 (𝜁0 = 1.40) and the ratio of dissipation118

rates 𝛾𝑒/𝛾𝑑 = 1.119

3.1. Temperatures120

First, we examine the onset of SR as a function of temperature, via Eq. (2a) to (5b). We first121

consider both baths with the same temperature (𝑇𝑒 = 𝑇𝑑 = 𝑇). Increasing the temperature122

increases the probability to observe transitions between stable states. In Fig. 2(a)-(d), black123

dashed lines represent mode energies corresponding to potential extrema (see Appendix B).124

As the system is in the bistable regime, there are two minima and one local maximum for the125

potential. The upper branch corresponds to the stable state with the highest energy while the126

bottom one represents the lowest energy state. Finally, the central dashed line is related to the127

mode energy at the potential local maximum. The noisy red line represents a time traces of128

the dimensionless mode energy. Each figure coincides to a given temperature. The associated129

coherent output powers are presented in Fig. 2(e).130



Fig. 2. (a)-(d) Time traces (red lines) of the dimensionless mode energy |𝑢 |2 for
different temperatures, with potential energy extrema indicated (black dashed lines).
(a) 𝑇 = 1 K, (b) 𝑇 = 100 K, (c) 𝑇 = 400 K, (d) 𝑇 = 5000 K. (e) Coherent output power
as a function of temperatures. SR arises for 𝑇 ≃ 400 K (time trace (c)). (f)-(i) Spectral
density of total outgoing power into the external channel, normalized by incoming
power at pump frequency, for temperatures corresponding to time traces (a) to (d),
respectively.

For low temperatures, Fig. 2(a), the system remains in the same modulated state corresponding131

to one of the potential minima represented by a dashed black line. As temperature increases,132

the system sometimes jumps to another branch (Fig. 2(b)). In this situation, the mode energy133

|𝑢 |2, illustrated by the red line, sometimes hops from one minimum to another. At SR, Fig. 2(c),134

the cavity mode energy jumps with a frequency twice the modulation frequency, resulting in a135

synchronization between the modulation and the transitions [10]. In this situation, the output136

power (see Fig. 2(e)) is maximal as the system is more often in the lowest energy state. Indeed,137

somewhat counter-intuitively, the high energy state corresponds to large absorption, leading to138

small output power. For higher temperatures, Fig. 2(d), the transitions become very probable as139

thermal energy is high, causing very easy and more random crossings of the potential barrier.140

The jump probability density function (PDF) is shown in Fig. 3(a) for temperatures of Fig. 2(b)-141

(d), so where there are transitions. As explained previously, there is a natural tendency for jumps142

to happen at odd multiples of the half modulation period (𝑇Ω/2). Before SR (𝑇 = 100 K), the PDF143

decreases exponentially with time, but transitions peak at these odd multiples (𝑇Ω/2, 3𝑇Ω/2. . . ).144

However, at SR (𝑇 = 400 K), the jumps occur periodically, leading to a narrow and centred PDF145

around half the modulation period (green graph). After SR (𝑇 = 5000 K), multiple transitions146

can be observed during one modulation period, because of the high noise intensity, leading to a147

broadened PDF (blue graph).148

The coherent output power |⟨𝑠−⟩|2 as a function of temperature (Fig. 2(e)) is computed as149

follows. The coherent outgoing power at the three main frequencies (see Fig. 2(f)-(i)) are150

summed and compared to the summed input at the same frequencies (𝜔𝑝 and 𝜔𝑝 ± Ω). This151

ratio undergoes fluctuations for a small range of temperatures before SR (around 𝑇 = 10 K),152

which correspond to a supernarrow peak in thermal radiation, as explained later in Sec. 4.153

The spectral density of total output power is represented for various temperatures in Fig. 2(f)-(i),154

normalized by the incoming power at pump frequency |𝑠𝑝 (𝜔𝑝) |2. These temperatures are the155

same as for time traces of Fig. 2(a)-(d) and jump PDF of Fig. 3(a). At 1 K (Fig. 2(f)) the spectral156

density displays three main peaks. The central one, coincides with the pump frequency, 𝜔𝑝 as157

some incoming power is reflected. The two other peaks are separated by the modulation (Ω)158

from the pump frequency. Indeed, even if there are no transitions (Fig. 2(a)) for such small159

temperatures (the PDF is therefore not shown in Fig. 3(a)), the steady state remains modulated.160

For 100 K (Fig. 2(b)) the peak amplitudes increase for the three frequencies. The amplitudes are161

maximised at SR (Fig. 2(h)), where the outgoing power is the highest (Fig. 2(e)). Beyond SR162

(Fig. 2(i)) the outgoing power at the three frequencies drops.163

To better understand the role of the external (𝑇𝑒) and internal (𝑇𝑑) temperatures, we put one164

temperature to zero and vary the other one (Fig. 3(b)). The black curve is the same as in Fig 2(e)165



(𝑇𝑑 = 𝑇𝑒 = 𝑇), whereas for the red curve, the internal bath is set to zero, 𝑇𝑑 = 0 K (𝑇𝑒 ≠ 0 K).166

The green curve denotes the opposite, with no external temperature, 𝑇𝑒 = 0 K (𝑇𝑑 ≠ 0 K). When167

both temperatures are equal, SR arises around 400 K (black dashed vertical line in Fig. 3(b)).168

However, with only one thermal source (red or green curve), we need around 800 K for SR (red169

dashed vertical line in Fig. 3(b)). Both temperatures are thus on equal footing here, and it is their170

sum that matters.171

(a)

(b)

Fig. 3. (a) Jump probability density function between states for various temperatures.
(b) Coherent output power as a function of temperature. The vertical dashed black line
denotes SR when both temperatures are equal. The vertical dashed red line corresponds
to SR when one temperature is set to 0 K.

3.2. Modulation frequency172

Here, we vary the modulation frequency Δ𝑠 =
Ω
𝛾

, while we keep 𝛾 constant. We consider equal173

temperatures, so SR appears around 400 K with modulation frequency Δ𝑠 = 0.01 (as in Fig. 2).174

As shown in Fig. 4, with smaller modulation frequencies, SR happens at lower temperatures. As175

Δ𝑠 decreases, the modulation of the state is slower. As a result, the system has more time to jump176

(via fluctuations) when the potential barrier is close to its minimum, and vice versa. Another177

way to understand this trend is remembering that SR corresponds to a synchronicity between178

the modulation frequency and the frequency of transitions between stable states. Transitions179

can therefore be less frequent for smaller modulation frequencies. As transition are induced by180

thermal energy, a lower temperature means a decrease of the transition frequency.181

The frequency shift efficiency (right axis, Fig. 4) follows the same trend as the ratio between the182

outgoing and incoming power at signal frequency (left axis, Fig. 4). This shift efficiency is always183

the highest around SR, reaching 10% for the lower modulation frequencies. However, it drops to184

values close to 1% for the higher modulation frequencies. Therefore, increasing the modulation185

frequency (Δ𝑠 in Fig. 4) deteriorates the shift efficiency and increases the temperatures to reach186

SR (with the maximum efficiency).187
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Fig. 4. Relative output power at signal frequency (left axis) and frequency shift
efficiency (right axis) versus temperature for various modulation frequencies Δ𝑠 = Ω

𝛾 .

To summarise, the frequency shift efficiency is higher for slower modulations. Furthermore,188

SR, where this efficiency is the largest, appears at lower temperatures. However, as modulation189

corresponds to the signal, taking a smaller frequency, means a shift to a closer frequency.190

Therefore, there is a trade-off according to the desired goals (higher efficiency versus shift to191

larger frequency).192

3.3. Detuning193

Another important parameter is the (relative) detuning (Δ =
𝜔𝑝−𝜔0
𝛾

) between the pump and the194

cavity frequency. Note that a higher detuning |Δ| means that the pump frequency 𝜔𝑝 decreases195

with respect to the cavity resonance 𝜔0 (the latter remaining constant). We keep Δ < −
√

3, so196

the system is in the bistable regime (and SR is possible). Furthermore, as the limiting hysteresis197

pump powers (𝜁1 and 𝜁2) are functions of the detuning (Appendix C), a change in the detuning198

modifies signal frequency power (Eq. (5a)). As we consider the effects of the relative input signal199

amplitude in the next section, 𝛿 is set to a constant value (𝛿 = 0.0077). Note that this is smaller200

than previously (where 𝛿 = 0.077), but it is used here to reach detuning values close to the limit201

−
√

3 without exiting the bistable regime.202

The parametric situation is shown in Fig. 5(a). This section sweeps along the horizontal red203

dashed line (detuning Δ), while the next section sweeps along the vertical blue dashed line (signal204

amplitude 𝛿). In Fig. 5(a) the shaded region represents the bistable region, with pump and signal205

remaining below the jump thresholds, so the black dashed line represents the limit value for 𝛿.206

One can see that the acceptable signal amplitude decreases as we near the detuning Δ ≃ −
√

3.207

As detuning |Δ| increases, the frequency shift efficiency drops drastically, by several orders of208

magnitude (see Fig. 5(b)). The ratio between outgoing and incoming signal power (at 𝜔𝑝 +Ω)209

follows the same trend: from larger than 102 to about 1 for the largest detuning (Δ = −5). The210

required temperature to reach SR drastically increases as well when the detuning increases, so211

this parameter is crucial to control.212

We note, for temperatures just below SR, there is a dip in the relative output power for all213

values of Δ. This sudden drop is related to the drastic change in the thermal radiation spectra at214

these temperatures. Before stochastic resonance, the system presents a supernarrow peak in its215

thermal radiation spectrum as described in Sec. 4.216

3.4. Signal amplitude217

To explore the signal amplitude, we modify 𝜅 (and thus 𝛿) in Eq. (5a). In contrast to the previous218

section, here the detuning is constant (Δ = −2.5), but the signal amplitude is modified, see the219

blue dashed sweep line in Fig. 5(a). Furthermore, unlike the previous sections, the ratio between220



Fig. 5. (a) Illustration of the path followed during parameter sweeps of (b), (c) and (d)
in a (𝛿,Δ) space. (b) Relative output power at the signal frequency and shift efficiency
for various detuning. (c) Relative output power at the signal frequency and (d) shift
efficiency for various relative modulation amplitudes.



outgoing and incoming signal (Fig. 5(c)) and the shift efficiency (outgoing signal divided by221

incoming pump, Fig. 5(d)) do not follow the same trend. Indeed, the relation between both ratios222

is223

|⟨𝑠− (𝜔𝑝 +Ω)⟩|2

|⟨𝑠+ (𝜔𝑝)⟩|2
=

|⟨𝑠+ (𝜔𝑝 +Ω)⟩|2

|⟨𝑠+ (𝜔𝑝)⟩|2︸               ︷︷               ︸
proportionality factor 𝑝

·
|⟨𝑠− (𝜔𝑝 +Ω)⟩|2

|⟨𝑠+ (𝜔𝑝 +Ω)⟩|2
(6)

so the proportionality factor 𝑝 depends on the coherent input powers. Previously, 𝑝 was constant,224

as the incoming power was always the same, so both quantities were plotted on the same graph225

(left and right axis, respectively). Here, however, we change the amplitude, so 𝑝 varies, and we226

need to represent the graphs separately.227

When the signal amplitude 𝛿 increases, the outgoing power at signal frequency increases.228

However, the boost of outgoing power is smaller than the rise of incoming one. Therefore,229

the maximum (at SR) of the ratio between outgoing and incoming power at signal frequency230

(Fig. 5(c)) decreases for increasing 𝛿.231

On the other hand, there is a gain in shift efficiency at SR for increasing signal amplitude 𝛿232

(Fig. 5(d)), with SR reached for a smaller temperature as well. This last result can be expected.233

Indeed, for larger signal (increasing 𝛿), the potential barrier to cross at half modulation frequency234

decreases (see Appendix B). This is the reason why SR appears at larger temperatures for235

Δ = −2.5 (blue curve in Fig. 5(b)) than in previous situation for the same detuning., Because the236

signal is ten times weaker in Fig. 5(b) (𝛿 = 0.0077) than in Fig. 2 (𝛿 = 0.077).237

3.5. Total losses238

We now focus on the total losses 𝛾 = 𝛾𝑒 + 𝛾𝑑 , expressed via the cavity quality factor 𝑄 = 𝜔0/𝛾,239

with equal rates for external and internal losses (𝛾𝑒 = 𝛾𝑑). Unequal external and internal ratios240

are discussed in the next section.241

One must be careful with the parameter dependencies. For example, the detuning Δ is inversely242

proportional to 𝛾, so we need to modify the pump frequency 𝜔𝑝, in order to keep Δ constant243

at −2.5. Furthermore, to keep a constant pump power, the ratio 𝛾2/𝛼 must also be constant as244

𝑠𝑝 =

√︃
𝛾3

𝛼𝛾𝑒
𝑠𝑝 . 𝑠𝑝 is already set because Δ is constant and 𝛾3

𝛼𝛾𝑒
=

2𝛾2

𝛼
, because the loss rates are245

equal. In the end, to keep the detuning and the input power constant, one also adjusts 𝜔𝑝 and 𝛼.246

From Fig. 6, decreasing the total loss (increasing 𝑄) means the system reaches SR at higher247

temperature. Counter-intuitively, the frequency shift efficiency is larger when there are more248

losses (lower 𝑄), so interestingly, more loss is more effective. However, this must be set against249

the fact that the non-linearity (𝛼) is also greater in this case.250
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Fig. 6. Relative signal output power (left axis) and shift efficiency (right axis) versus
temperature for various quality factors 𝑄 = 𝜔0/𝛾.



3.6. Coupling251

The coupling between the external channel and the cavity is controlled via 𝛾𝑒. A large coupling252

means that the cavity energy is quickly lost via the external channel, and vice versa. Here, the253

ratio between external and internal losses 𝛾𝑒/𝛾𝑑 is varied, while the total loss rate 𝛾 = 𝛾𝑒 + 𝛾𝑑254

is constant (so detuning Δ = −2.5 and quality factor 𝑄 = 104 are also constant). Up to now,255

𝛾𝑒/𝛾𝑑 = 1, so the system was at critical coupling, see the red (color online) vertical dashed lines256

in Fig. 7.257
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Fig. 7. (a) Output over input power ratio and (b) frequency shift efficiency at SR
(𝑇 = 400 K) for varying ratios between external and internal losses.

By examining the ratio between the total output power and the total input power (Fig. 7(a)), we258

see that at critical coupling this ratio is minimal and smaller than 0.5. Thus, in this situation,259

most of the input power goes into the resonator and is absorbed. Furthermore, around this critical260

coupling point, the shift efficiency is around 10% when the system is in the SR regime (Fig. 7(b)),261

as already noted in previous sections.262

In order to increase this efficiency, one can increase the external coupling or lower the internal263

losses. When the external losses are much larger than the internal ones, the shift efficiency is264

close to 40%, four times better than at critical coupling: so 40% of the input power at the pump265

frequency is shifted to output power at the signal frequency (thus shifted by Ω). In this case, the266

output to input total power ratio is close to 0.7.267

Conversely, when internal losses dominate, the shift efficiency is close to zero. This can be268

expected, as the power just reflects into the port, without interacting much with the resonator.269

Therefore, the output power is similar to the input power, and the reflection tends towards 1.270

4. Thermal radiation271

The thermal emission has interesting features, which we highlight in this section. In the system272

described by Eq. (2a) to (2c), the output thermal radiation can be computed as the difference273

between the total and coherent output, so for the spectral density of fluctuations for the thermal274

radiation this leads to ⟨|𝛿𝑠− |2⟩ = ⟨|𝑠− |2⟩ − |⟨𝑠−⟩|2. As thermal radiation is, for the most part,275

incoherent, we are not interested specifically in its value at pump or signal frequencies.276

When studying the spectral density of fluctuations of a bistable system, it is known that the277

system can undergo a kinetic phase transition (KPT) [45,57,58]. It arises when the transition rates278

between both states are equal, and occurs for a very narrow range of parameters. Furthermore,279

increasing the noise intensity beyond the KPT leads to SR [10, 59]. The KPT is characterised by280

a supernarrow peak in the spectral density of fluctuations, so for thermal radiation in our case.281

For the parameters of Fig. 2, SR starts around 400 K, so we expect to see the supernarrow peak282

for lower temperatures, and it is already indicated by the noisy region around 10 K (as it is more283

difficult to distinguish thermal radiation from coherent output).284
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Fig. 8. (a) Normalized maximum thermal spectral density versus temperature. Nor-
malized thermal spectral density at (b) 𝑇 = 1 K, (c) 𝑇 = 10 K, (d) 𝑇 = 410 K, (e)
𝑇 = 4715 K. For 𝑇 ≃ 10 K, the thermal spectral density displays a supernarrow peak.

We observe these phenomena in the spectra at various temperatures (Fig. 8(b)-(e)). At285

10 K (Fig. 8(c)), the thermal radiation is orders of magnitude larger than for lower and larger286

temperatures, and tightly centered around the pump frequency, which is characteristic of the287

supernarrow peak, and appears at lower temperatures than for SR as expected [59]. Analogously,288

the maximum thermal radiation for various temperatures (Fig. 8(a)) increases drastically around289

5 K, associated with the supernarrow peak and the KPT. Beyond KPT, the maximum (normalized)290

thermal radiation decreases, with no particular effect for SR (Fig. 8(d)).291

We note that the system parameters have similar effects on thermal radiation than on the292

coherent output power (discussed in the previous section): For example, the KPT arises for the293

same external or internal temperature, when one of them equals zero, the important parameter294

being the sum of both temperatures. (We remark that in the non-bistable regime, both temperatures295

do not have the same role, as interference between the external bath and the cavity mode can lead296

to Raman-type Stokes and anti-Stokes side peaks [44].) Furthermore, increasing the modulation297

frequency Ω shifts the supernarrow peak to higher temperatures and the peak amplitude decreases.298

Enlarging the detuning between the pump and the cavity has a similar consequence on the299

thermal radiation, leading to KPT at higher temperatures and a lower peak. Boosting the signal300

amplitude increases the maximum thermal radiation and KPT appears at lower temperatures.301

Finally, increasing losses in the system leads to a net rise of thermal radiation and shifts the302

supernarrow peak to lower temperatures as well.303

5. Conclusion304

We explored a resonant non-linear, driven cavity coupled to a waveguide. By injecting a signal at305

a frequency close to the pump frequency, in the bistable regime, the system undergoes a dynamic306

modulation via the Kerr non-linearity. The waveguide and cavity temperatures can then be307



controlled to thermally induce jumps between the states. The control of the frequency of these308

transitions, via the temperature of the system, can be used for frequency shift.309

We demonstrate that the sum of both temperatures controls the appearance of SR, where310

hopping and modulation are synchronised, so that the outgoing power and the shift efficiency are311

maximised. The SR temperature and shift efficiency strongly depend on the system properties.312

Faster modulation decreases the shift efficiency, but leads to a shift into higher frequencies.313

Moreover, larger temperatures are needed to optimise the shift and reach SR. Furthermore,314

increasing the detuning between pump and cavity frequency has similar effects, as a larger315

detuning leads to lower efficiencies at larger temperatures.316

The shift efficiency increases for a larger signal, even if the ratio of outgoing over incoming317

signal power decreases. A larger signal reduces the SR temperature, however, for larger signals318

the system will already jump without fluctuations.319

Enlarging the dissipation rates, while staying in the matched, critically coupled condition,320

improves the shift efficiency, however, this requires an increase of the non-linearity. We321

demonstrate that shift can be optimised by increasing the coupling between the cavity and the322

external port. With an external coupling rate much larger than the internal dissipation, we observe323

an efficiency close to 40%.324

Finally, before reaching SR, the system undergoes a kinetic phase transition, where the thermal325

radiation presents a supernarrow peak. In this regime, thermal radiation is centered around the326

pump frequency and thus becomes monochromatic, with the peak orders of magnitude enlarged.327

In order to obtain a frequency shift with resonance in the near-infrared domain, the silicon on328

silica structure presented by Khandekar et al. [52] can be used as a starting point. Indeed, their329

parameters are close to the one presented in our work. Furthermore, relatively fast electrical330

time-modulation can be applied to such structures [2]. As another highly promising technology331

for time-domain modulation, epsilon-near-zero materials, such as various transparent conducting332

oxides, offer a very strong non-linearity and extremely rapid time varying effects [60–64], which333

are both important to realise a temperature-induced frequency shift. In the end, our results334

prepare the way for enhanced, potentially integrated, frequency shift devices, stimulated purely335

by thermal processes.336

A. Steady-state solution337

Thermal noise is neglected in first approximation due to its small contribution under the338

assumption |𝑠𝑝 |2 ≫ 𝛾𝑘𝐵𝑇 . Due to the pump, the steady-state dimensionless cavity energy339

𝑦 = |𝑢 |2, is given by the cubic-equation [45, 65]340

𝑦

𝜂

[
1 +

(
𝑦 − 1
𝜂

)2
]
= 2|𝑠𝑝 |2. (7)

The system is bistable if Eq. (7) admits only real solutions. Solutions of Eq. (7) are real if the341

polynomial342

P(𝑦) = 𝑦3 − 2𝑦2 + (1 + 𝜂2)𝑦 − 2𝜂3 |𝑠𝑝 |2 (8)

satisfies P(𝑦+) < 0 and P(𝑦−) > 0 where 𝑦+ and 𝑦− are the local minimum and maximum of P343

respectively, given by344

𝑦± =
2 ±

√︁
1 − 3𝜂2

3
. (9)



These extrema are real if Δ < −
√

3 and the two conditions lead to345

|𝑠𝑝 |2 >
𝑦3
+ − 2𝑦2

+ + (1 + 𝜂2)𝑦+
2𝜂3 = 𝜁1, (10a)

|𝑠𝑝 |2 <
𝑦3
− − 2𝑦2

− + (1 + 𝜂2)𝑦−
2𝜂3 = 𝜁2. (10b)

In these equations, |𝑠𝑝 |2 is a function of time given by Eq. (4) and these two relations must be346

satisfied for all times to remain in between the jump thresholds.347

B. Potential energy348

The dimensionless system potential energy𝑈 satisfies [66]349

d𝑦
d𝜏

= −𝜕𝑈 (𝑦)
𝜕𝑦

(11)

where 𝑦 = |𝑢 |2 is the dimensionless mode energy. Therefore, taking the steady state mode energy350

(Eq. (7)) and integrating both sides gives351

𝑈 (𝑦) = 𝜂𝑦2 − 4𝜂3 |𝑠𝑝 |2 arctan
(
𝑦 − 1
𝜂

)
+ 𝐾 (12)

where 𝐾 is an integration constant. In the bistable regime, Eq. (12) admits two minima and one352

local maximum. Writing these extrema 𝑦1, 𝑦2 and 𝑦3 with 𝑦1 < 𝑦2 < 𝑦3, potential barriers are353

defined as354

Δ𝑈21 (𝜏) = 𝑈 (𝑦2) −𝑈 (𝑦1), (13a)
Δ𝑈23 (𝜏) = 𝑈 (𝑦2) −𝑈 (𝑦3). (13b)

These are function of 𝜏 because |𝑠𝑝 |2 is a function of time (see Eq. (4)) in Eq. (12). As a result,355

the potential barriers are modulated, when Δ𝑈21 is maximum, Δ𝑈23 is minimum, and vice versa.356

C. Derivation of 𝛿 and 𝜁0357

So that Eq. (10a) and (10b) remain satisfied during the whole modulation period given by Eq. (4),358

𝜁0 and 𝛿 depends on 𝜁1 and 𝜁2 and are coupled. Eq. (10a), (10b) and (4) imply that359

𝜁1 < 𝜁0

(
1 + 𝛿2 + 2𝛿 cos(Ω̃𝜏)

)
< 𝜁2. (14)

The time-averaged dimensionless pump power |𝑠𝑝 |2 is equal to 𝜁1+𝜁2
2 if360

𝜁0

(
1 + 𝛿2

)
=
𝜁1 + 𝜁2

2
. (15)

This relation leads to Eq. (5b). The second condition (Eq. (5a)) can be obtained by subtracting361

the extrema of |𝑠𝑝 |2 and comparing the result to the difference between 𝜁2 and 𝜁1 by imposing362

𝜁2 − 𝜁1 > 4𝛿𝜁0. (16)

By using Eq. (5b) and saturating the inequality, one obtains363

𝛿2 𝜁2 − 𝜁1
2(𝜁2 + 𝜁1)

− 𝛿 + 𝜁2 − 𝜁1
2(𝜁2 + 𝜁1)

= 0. (17)



This second order equation has two solutions364

𝛿± =
𝜁2 + 𝜁1
𝜁2 − 𝜁1

±

√︄(
𝜁2 + 𝜁1
𝜁2 − 𝜁1

)2
− 1 (18)

but only 𝛿− corresponds to 𝛿 < 1, i.e. a signal amplitude smaller than the pump amplitude. The365

𝜅 < 1 factor in Eq. (5a) ensures that Eq. (16) is respected with 𝛿 = 𝜅𝛿−.366

D. Coherent and thermal contributions367

As noted, Eq. (1a) belongs to the category of stochastic differential equations (SDE). Therefore,368

to obtain relevant information about the system, thermodynamic ensemble averages denoted369

by ⟨.⟩ have to be taken. However, as we are dealing with signals, we are interested in their370

amplitudes, represented by their norm. In such a situation, the reader must be aware that |⟨.⟩|2371

and ⟨|.|⟩2 are different quantities. As an illustration, let us consider the outgoing power |𝑠− (𝑡) |2.372

The coherent part of the output power is obtained by taking first the ensemble average, and
then the amplitude [44],

𝑠−
⟨.⟩

−−−−−→
average

⟨𝑠−⟩
|. |2

−−−−−−−−−−−−−→
amplitude squared

|⟨𝑠−⟩|2 = coherent output.

By taking the ensemble average first, the stochastic contributions are cancelled out, as noise373

sources are centered Gaussian random variables.374

The total output power is therefore obtained by computing

𝑠−
|. |2

−−−−−−−−−−−−−→
amplitude squared

|𝑠− |2
⟨.⟩

−−−−−→
average

⟨|𝑠− |2⟩ = total output.

The difference ⟨|𝑠− |2⟩ − |⟨𝑠−⟩|2, or the variance of 𝑠−, is the thermal contribution [44] to the375

output power as it derives from thermal noise.376

To obtain the spectra, one must pay attention to the order of operations when taking the Fourier377

transform. Indeed, ⟨|𝑠− (𝜔) |2⟩ ≠ ⟨|𝑠− |2⟩(𝜔). In this work, we always consider |𝑠− (𝜔) |2. On378

the one hand, to obtain the coherent spectral density, the Fourier transform of the time series379

𝑠− (𝑡) is taken first. Then, the ensemble average of all Fourier transforms is computed. Finally,380

taking the absolute value squared leads to the coherent contribution. On the other hand, to381

get the total spectral density, the absolute value squared of all Fourier transforms is collected,382

before ensemble-averaging them. Finally, thermal radiation can be computed from subtracting383

⟨|𝑠− (𝜔) |2⟩ and |⟨𝑠− (𝜔)⟩|2 as in the time domain.384
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