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Abstract. In this paper, we adopt a powerful deep neural network
(DNN) to tackle the problems of detecting car license plates (LPs) and
recognizing Arabic letters in natural scene images. Our Automatic Li-
cense Plate Recognition (ALPR) system is built using state-of-the-art
methodologies and techniques to provide the optimal speed/accuracy
trade-off at each level. Images of vehicles and Moroccan and European
LPs were used to train the neural networks. The system was able to
correctly detect and recognize in the test set all the characters existing
in a LP with an accuracy of 91.11% and 98.89% taking into account
that only one character is misread. Using a high-end GPU, our system
likewise produced outstanding real-time execution results.
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1 Introduction

Modern civilization has seen a huge growth in intelligent systems (IS) for the
purpose of processing information. The combination of internet of things (IoT)
and artificial intelligence (AI) technologies has allowed us to create intelligent
information processing systems at an industrial level. However one of the difficult
parts of developing and implementing such industrial IS is data collection.
Vehicles have now become one of the most frequently regarded as conceptual
resources in information systems, as a result of the widespread adoption of in-
formation technology in various parts of modern life. Information from reality
must be transformed into autonomous information systems. This can be done
by human agents or particular intelligence equipment. Among these intelligent
devices, we must mention Automatic License Plate Recognition (ALPR) system.
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ALPR technology is growing in use, especially in Surveillance and Intelli-
gent transportation systems, with relevant applications in several sectors such
as command force, road safety, parking management [1], traffic flow control and
toll collection [2].

Current ALPR systems achieve exemplary performance in controlled environ-
ments; however, performance is degraded when processing complex scenes. These
devices can deal with a variety of constraints and uncontrollable conditions, such
as particular detectors or viewing angles, uneven illumination, adequate lighting
requirements, image blurring, capture in a predetermined zone, occlusions, and
so on. Deep Learning (DL) methods have emerged as a useful element in the
present sector. Indeed, with the advent of DL techniques, the accuracy of many
pattern recognition tasks has improved.

In computer vision, many methods of achieving peak performance explore
a kind of Convolutional Neural Network (CNN). The problem with these tech-
niques is that they typically require tons of data to be trained from scratch,
although most of the existing methods explore Transfer Learning to alleviate
this problem. In addition, the more data you have, the deeper your network can
be, allowing increasingly complex patterns to be recognized.

In this paper, we propose an end-to-end, efficient and layout-independent
ALPR system using a YOLO-based model at all stages. In order to obtain the
best speed-accuracy trade-off, the entire system was trained on a total of 25 510
annotated images that consists of vehicles and Moroccan and European LPs. We
will start by reviewing related studies along with their limitations in section 2.
Presenting the proposed system in section 3. Finally, before moving on to the
conclusions, describe the experimental setup in section 4.

2 Related Work

2.1 ALPR systems

This section explores recent ALPR research that employs deep learning models.
We'll go over the relevant literature from prior work in the areas of license plate
detection (LPD) and license plate recognition (LPR), as well as their limitations.

The authors of [3] have suggested a real-time, end-to-end ALPR system based
on deep convolutional neural networks (CNNs). In order to get better results,
the method seeks to identify the front and back views of automobiles and LPs
that are functioning in a cascaded mode. After that, characters within a cropped
LP region are detected and recognized.

In [4], the authors suggested an ALPR system that was focused on locating
and reading LPs in challenging situations. For LP detection and character seg-
mentation, a CNN-based model called You Only Look Once version 3 (YOLOv3)
was used, and a Convolutional Recurrent Neural Network (CRNN) [5] for char-
acter recognition (CR).

A study made in [6] presented a new system for the recognition of multi-
national LPs with a three-layer architecture, including LPD, Unified Character
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Recognition (UCR), and Multinational License Plate Layout Detection. In this
approach, the authors used a more simplified YOLOv3 architecture for LPD and
another YOLOv3-SPP with Spatial Pyramid Pooling block for CR, stages.

Authors in [7] proposed a combination of YOLO and sliding-window pro-
cesses. In their method, each character of Taiwan’s vehicle LPs is detected by
the sliding-window, the YOLO framework then identifies each class of object,
plate, digit, and letter in the window.

In [8], authors used specific CNNs for each ALPR stage. The models used
are: Fast-YOLO [9], YOLOv2 and CR-NET [10], an architecture inspired by
Fast-YOLO for character segmentation and recognition.

It was proposed in [11] a novel LP detection and character recognition al-
gorithm based on a combined feature extraction model and Backpropagation
Neural Network (BPNN) which is adaptablein weak illumination and compli-
cated backgrounds.

The authors of [12] have developed an ALPR system that can be used in a
mobile application to recognize Egyptian LPs. The algorithm aims to first apply
preprocessing on the acquired image, character detection using segmentation,
and then character recognition by extracting features using Speeded Up Robust
Features (SURF) [13].

In [14], the authors have proposed a method for Chinese vehicle LPR, which
employs YOLOv2 detector for LPD and a CRNN for CR stages. Their recogni-
tion architecture consists of a CNN for context feature extraction, and a two-
layered Gated Recurrent Unit (GRU) [15] for feature sequences decode.

In [16], authors used a cascade structure to read the LP. The model first
detects the character region using a CNN classifier, employed in a sliding window
fashion across the entire image, to generate bounding boxes independently at
each scale using the run Length Smoothing Algorithm (RLSA) and Connected
Component Analysis (CCA). Then, the generated boxes are filtered by geometric
constraints and refined by the edge feature of LP. And finally, another CNN
classifier was used to verify the remaining bounding box.

Authors of [17] used a cascaded framework composed of a fast region proposal
network and a R-CNN network to extract LP. The model aims first to generate
the LP candidates using a light-weight RPN network. Then extracts the Region
of Interest (ROIs) from the original image using the sampler. And finally, using
the R-CNN network, the model classifies the candidate plate and regresses four
corners of the LP.

The authors in [18] developed a lightweight ALPRmodel that may be im-
plemented entirely on embedded devices such as the Raspberry Pi3. To achieve
the lowest memory consumption for the detection stage, they employed a mix
of a MobileNet [19] feature extractor with fewer parameters and a Single Shot
Detection model. They also used LPRNet20 for character recognition, which is
a powerful but computationally economical network.

In [20], the authors developed a CNN-based method called MD-YOLO, in-
spired by the YOLO framework, to realize multi-directional car LPD. They
proposed the angle deviation penalty factor (ADPF) to approximate the inter-
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section ratio between predicted value and tag value. And they chose leaky and
identity functions as activation functions rather than ReLU function in order
to identify negative rotation angle values. A prepositive CNN attention model
called ALMD-YOLO was employed prior to the implementation of MD-YOLO
considering that the LP is usually very small.

2.2 Limitations

Most of the related work in the ALPR context that we discussed section 2 has
common limitations, as for instance the previous works that are dealing with
multinational LPs were trained and tested on datasets from various countries,
however, Moroccan LPs were never included. Certain previous works used many
techniques, which results in an increase in the execution time of the ALPR
system. Some of them also faced on the training faze the limitation of having
smaller memory and computational power, and lack of training dataset.

3 Proposed system

In this section, we describe our proposed methodology to detect and recognize
LPs. The input to the system is a video of a moving vehicle and the output is
the textual form of that vehicle’s LP content, as shown in figure 1.

Zone of Interest License Plate Detection

License Plate License Plate Recognition

Straightening
127841116 Voting System
1127841 ¢ 116 -
2 a Yes > 12784 16
125841 ¢ |16 1w Izl
127841z |16 On the LP with the old ID

No

No
Saving the LP on our . Saving the LP on our
Database Yes — Voting System ——» Database

On the LP with the old ID On the last LP treated

Patches of License
Plates

On the last LP treated

Fig. 1. Our proposed ALPR system block diagram : Following the acquisition of the
input video, the system first detects the license plate when it appears in the manually
defined zone of interest. For the period that this license plate is in this zone, it is
tracked, extracted, and straightened in order to best recognize its content. Following
the recognition phase, the system then employs a voting system that filters the most
frequent license plate content in each image and saves it in our database for later use.
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3.1 Zone of Interest

We created a Zone of Interest (ZOI) to allow the system to focus on one LP at
a time, obtain a single good detection result for that LP, and only apply the
recognition phase to plates with clear and easily recognizable characters. The
next steps will be followed until the LP is validated to exist in that ZOI, as
shown in figure 3.1.

Fig. 2. Before and after accessing the Zone of Interest.

3.2 License Plate Detection

Since LPs in our case tend to appear in scenes in small sizes, we devoted our
research to find a model capable of detecting and recognizing an object of any
size in an image. YOLOv3 [21] (figure 3.2), most well and reliable version of
the YOLO model created by Joseph Redmon and his collaborators, is the most
common deep object detector in practical applications. Indeed, it can detect
small and overlapping compact objects. This YOLO version is slightly bigger
than YOLOv2 [22], but it is more accurate and can detect faster.

416x416 ' Residual Conv Set ' Conv 1x1 . Up Sample ' Concatenate

|“!ids@| T

Fig. 3. YOLOv3 network architecture for detecting license plates.
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Ultimately, we employed YOLOv3 network to detect LPs in order to achieve
a decent balance between the accuracy rate and the execution duration. On a
powerful computer, this network was established (and trained) to accomplish
real-time detection. Darknet-53 is used by YOLOv3 as a feature extractor. It is
still more efficient than ResNet-101 or ResNet-152 [23] and far more potent than
the Darknet-19 used by YOLOv2.

Therefore, to use YOLOv3, we need to change the last number of layers
taking into account the number of classes and the number of filters, we set them
respectively to 18 and 1 where the class in our case is the LP (the last 3 layers
of the network are shown in tablel.). The number of filters was calculated based
on the Eq (1), where B is the predicting boxes and C is the number of classes
we want the model to detect.

N _Filters = (B x (5 + C)) (1)

Table 1. The last three layers of YOLOv3’s feature extractor (Darknet-53) for LPD
phase

Layer| Type |Filters| Size Input Output

103 conv 128 |1x1/1(52x52x256|52x52x128
104 conv 256 [3x3/1|52x52x128|52x52x256
105 conv 18 |[1x1/1|52x52x256| 52x52x18
106 |detection

3.3 Tracking System

Many computer vision and pattern recognition applications, including surveil-
lance, vehicle navigation, and autonomous robot navigation, depend on object
detection and tracking, also known as Object Tracking. Any tracking technique
actually needs an object detection mechanism, whether it is in each frame or
when the item first shows in the movie.

Additionally, object detection is technically unable to discriminate between
several frames of the same object in an image. This has a negative impact on LP
recognition and ultimately results in duplicate data. In order to overcome this
problem, we will be tracking our LPs, so that each one of them becomes unique,
as shown in figure 4.

The challenge of roughly tracking an object’s trajectory in the picture plane
as it travels across a scene is known as object tracking. Its goal is to find an
object’s position in each frame of the video in order to construct the path for
that object over time.

The Tracking system we used, works well with occlusion, it employs a Hun-
garian algorithm [24] that can determine if an object in the current frame is
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Fig. 4. Before and after applying the tracking system.

identical to one in the previous frame. It will be used for id attribution and asso-
ciation. The system makes also use of a Kalman Filter [25], which is a method for
predicting future locations based on present ones. It may also estimate current
position more accurately than the sensor or algorithm. It will be used to have
better association.

3.4 License Plate Straightening Algorithm

Our LP does not automatically straighten after the detection and tracking
phases, which makes the recognition phase ineffective. As shown in figure 5,
we developed a license plate straightening (LPSt) algorithm to enhance the vis-
ibility of our discovered LP.

The algorithm works as follows: first, we obtain the image of the LP that
needs to be straightened; next, we use the Canny Edge Detector to identify the
edges of each object in the image; next, we use the Hough Line Transform to
draw the longest lines, which in this case are the LP’s edges; and finally, we
rotate the resulting image in relation to the angle determined by two points that
exist on the lines that we chose in the previous step.

Input LP image Canny Edge Detector Hough Line Transform LP image Rotation

Fig. 5. Steps we followed to straighten the detected LP.

3.5 License Plate Recognition

We used YOLOv3 for the character recognition phase since as we explained
in section 3.2 it can detect small objects and accept input images of various
sizes. Similarly to the LPD phase, we set the number of filters to 237 and the
number of classes to 74, which represent the number of Arabic and French letters,
separators and numbers.

3.6 Voting System

Each time an LP enters the ZOI, the system detects it and recognizes its con-
tent, as discussed in the preceding subsections. Assuming that this process is
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applied to the same LP multiple times and that inaccurate recognition results
are occasionally obtained, our system saves the position and content of each LP
that appears at the level of each frame of the input video, so that it can later
select the most frequent LP content in each image and save it in our database
for future use. As illustrated in figure 6, not only is content redundancy at the
database level eliminated, but our results are also more efficient and accurate.

Frame | [ZHBUENB] —— . 12784 ¢ |16
FrameZ_——b 112784 | ¢ |16

Frame 3 HZMBZiEE—— 12584 ¢ |16
Frame 4 [ 12784 :im____a—* 12784|¢ 16 ——— VotingSystem —» 12784 |z |16

The chosen content after

Framen | 127842 — 12784 ¢ |1 the VS

Recognition result after a
set of frames for a specific

LP

Fig. 6. Before and after the license plate voting system.

4 Experimental Results

In this section, we conduct the experiments to verify the effectiveness of the
proposed system. Using a confidential database given by the MAScIR foundation,
we trained our model with a Batch size of 64 and a Subdivision of 16 using 7
500 full resolution and high definition 1600x1200 size images of different types
of vehicles for LPD, and 9 250 manually annotated Moroccan LPs and 8 760
manually annotated European LPs 400x100 size images for LPR, on an NVIDIA
GTX 1050 Ti GPU (16GB of memory and 960 CUDA10.2 cores), a machine with
an Intel 6core processor and a frequency of 3.5GHz per core under the Linux
environment. We used 70% of our annotated data set for training and the rest
for validation.

4.1 License Plate Detection

In order to know the performance of the YOLOv3 license plate detection model,
we measured its relevance by calculating the precision, the recall and then con-
clude the F1 score using a confusion matrix which is built by putting respectively
on the rows and columns of benchmark data which in our case are 1400 pos-
itive images containing vehicles, and 1400 negative images containing random
objects, which were randomly selected from the internet.

According to the test performed on the system using sets of positive and
negative images, we managed to obtain the confusion matrix presented in table
2. Where images containing LLPs and the system correctly detecting them are
true positives (#p), images containing LPs and the system incorrectly detecting
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Table 2. Confusion matrix of the LPD phase

Positive condition|Negative condition
Positive predicted tp = 1247 fp = 53
Negative predicted fn = 100 tn = 1400

them are false positives (fp), images without LPs and the system did not detect
anything are true negatives (¢n), and images that don’t contain LPs but the
system has detected objects are false negatives (fn), same for images that do
contain LPs but the system has not detected objects.

Table 3. Evaluation of the LPD phase.

Metric
Method Accuracy Recall F1 Score
YOLOv3 [21] 66% 91% 76%
YOLO-LPD 95% 93% 94%

Based on the confusion matrix in table 2, we can extract the table 3 that
concludes that our LPD system exhibits a very high level of accuracy. We were
able to outperform the original YOLO model [21] with the help of our enhanced
version (YOLO-LPD). In less than 680 ms and with a 94% F1 score, the YOLO-
LPD network was able to detect one class in a 1600x1200 image.

4.2 License plate recognition

In order to know the performance of this model in this phase we tested our LPR
on 2443 images of Moroccan and European LPs, and we obtained the results
presented in the table 4.

Table 4. Evaluation of the LPR phase.

Total number of images| Entirely correct |>=1 CR error
2443 2336 (95.62 %)|107 (4.38 %)

This table shows that the model recognized 95.62% of the images well, which
means our license plate recognition algorithm is very accurate.

4.3 Quantitative Comparison

In this section we report a comparison in order to show the influence of the
proposed strategies on the accuracy rates of our proposed ALPR system. The
results from testing the model without any techniques (YOLO-no LPSt and VS),
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with the LP straining technique (YOLO-LPSt), with the voting system (YOLO-
VS), and finally with all the approaches combined, which represents our final
Moroccan Automatic License Plates Recognition (MALPR) system, are shown
in table 5.

Table 5. The influence of the proposed strategies on the accuracy rates of our MALPR
system.

Metric
Method Accuracy Recall F1 Score
YOLO-no LPSt and VS [21] 67% 94% 78%
YOLO-LPSt 82% 97% 89%
YOLO-VS 89% 98% 93%
MALPR 97% 98% 97%

This table makes the effects of the strategies we suggested very evident, and
it shows how much more accurate our suggested MALPR system is. This just
helps to illustrate how well our model handles the challenge of multi-directional
car license plate detection and recognition as well as the removal of redundant
data.

4.4 System Assessment

To evaluate the entire system, we calculated the accuracy for the two levels: the
LPD level and the LPR level. For the first level, we calculated the percentage
of the LPs detected, then for the second level, we calculated the percentage of
LPs when all characters were misclassified, the percentage of LPs when a single
character was misclassified, the percentage of LPs when only two characters were
misclassified, and the percentage of LPs when more than two characters were
misclassified.

We tested the system on 457 positive images containing vehicles. table 6
shows the result of calculating metrics for the license plate detection part: recall
and accuracy. The accuracy calculation results for the license plate recognition
part are summarized in table 7.

Table 6. Final output evaluation. LPD phase test results.

Number of Number of LPs | False positives Recall Precision
positive images correctly (C) (Bx100/A)  |(Bx100)/(B+C)
(A) detected (B)
457 450 7 98.47 % 98.47 %
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Table 7. Final output evaluation. LPR phase. Accuracy considering: fully corrected
LPs, at least 1 wrong characters, at least 2 wrong characters and more then 2 wrong
characters.

LP detected Good 1 character 2 characters | >2 characters
recognition | badly detected | badly detected |badly detected
450 410 (91.11 %)| 35 (7.78 %) | 5 (1.11 %) 0 (0 %)
Conclusion

This paper presented an end-to-end ALPR system based on Deep Learning. The
main objective for building such a system was to meet the needs based on content
indexing, content analysis of images and videos, and recognition of LPs.

The development of the proposed system was mainly based on the use of the
YOLO model on the two main subtasks of the system, namely the detection and
recognition of the license plate.

We have performed several tips and techniques on the system to improve
recognition results, such as defining an ZOI to speed up the process by working
on one LP at a time, applying a few modifications on the detected LP to work
with clear and easy to recognize characters, and finally run a voting system on
each LP, mainly to avoid redundancies when adding it to our database.

This strategy was essential to obtain exceptional results because we avoided
errors of often misclassified characters and also a remarkable number of predicted
characters. This was proven by the tests we performed in the last section on
our dataset. Our system was able to achieve a detection rate of 98.47% and
a complete recognition rate of 91.11%. These results are satisfactory for some
real-world automatic license plate recognition applications.

As future work, we intend to explore new CNN architectures to further op-
timize (in terms of speed and accuracy) the ALPR system; We also want to in-
clude vehicle manufacturer and model recognition in the system pipeline so that
our dataset provides such information; Make the system capable of recognizing
multinational LPs by annotating multinational LPs and characters; Improve the
results obtained by analyzing cases of failure; Finally, it would be interesting to
integrate this license plate recognition system into a real-time on-board system.
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