Structural and Dynamic Disorder, Not Ionic Trapping, Controls Charge Transport in Highly Doped Conducting Polymers
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ABSTRACT: Doped organic semiconductors are critical to emerging device applications, including thermoelectrics, bioelectronics, and neuromorphic computing devices. It is commonly assumed that low conductivities in these materials result primarily from charge trapping by the Coulomb potentials of the dopant counterions. Here, we present a combined experimental and theoretical study rebutting this belief. Using a newly developed doping technique based on ion exchange, we prepare highly doped films with several counterions of varying size and shape and characterize their carrier density, electrical conductivity, and paracrystalline disorder. In this uniquely large data set composed of several classes of high-mobility conjugated polymers, each doped with at least five different ions, we find electrical conductivity to be strongly correlated with paracrystalline disorder but poorly correlated with ionic size, suggesting that Coulomb traps do not limit transport. A general model for interacting electrons in highly doped polymers is proposed and carefully parametrized against atomistic calculations, enabling the calculation of electrical conductivity within the framework of transient localization theory. Theoretical calculations are in excellent agreement with experimental data, providing insights into the disorder-limited nature of charge transport and suggesting new strategies to further improve conductivities.

INTRODUCTION

The Nobel Prize winning discovery of high, metallic electrical conductivities in polyacetylene doped by exposure to oxidizing agents1 initiated a strong research interest in understanding the charge-transport physics of conducting polymers. This interest has recently been reinvigorated by new materials systems and emerging applications in sensing, bioelectronics,2 and thermoelectrics.3,4 Compared to inorganic metals, conducting polymers exhibit a number of unique characteristics that make the description of their transport physics complex.5,6 These include a highly anisotropic electronic structure with strong covalent interactions along the polymer chain and weaker van der Waals interactions between chains; strong electron–phonon interactions reflecting the soft molecular nature and resulting in polaron formation; the presence of structural and static energetic disorder associated with torsional defects or chain ends; variations in π–π stacking distances or generally spatial variations in chain conformation; and the influence of dynamic fluctuations of the electronic couplings between molecular units due to strong thermal lattice fluctuations and molecular vibrations. Furthermore, the doping concentrations to achieve the highest conductivities tend to be >10²⁰ cm⁻³ and approach the density of molecular repeat units.7,8 At such high densities the dopant counterions modify the polymer microstructure and may cause additional structural disorder. Additionally, due to the low dielectric constant characteristic of these materials, it is important to consider the strong, attractive Coulomb forces between the electronic charge carriers and the dopant ions as well as the repulsive Coulomb interactions between the carriers.

Much progress has been made in recent years in understanding the charge-transport physics of semiconducting organic systems, studied most commonly with field-effect gating at much lower carrier concentrations and in the absence of dopant ions.6,9 There is an emerging consensus that the framework of transient localization (TL)⁵,¹⁰ provides the most
appropriate description of charge transport in molecular crystal field-effect transistors (FETs) with high charge carrier mobilities of 1–20 cm²/(V s). On time scales faster than the structural lattice dynamics TL considers charge carriers to be localized by the combined effects of static disorder and the dynamically generated configuration of site energies and transfer integrals. However, this energetically disordered landscape evolves with the lattice dynamics, and on longer time scales charge carriers are able to undergo a diffusive motion and effectively move through the waves of molecular lattice distortions. The TL framework provides an explanation of many of the characteristics transport signatures of molecular crystals and is in good quantitative agreement with their experimentally observed mobility values.

An important unresolved question is whether the TL framework accurately describes transport in highly doped systems, e.g., those relevant to thermoelectric applications. The electronic structure and the ensuing transport physics of highly doped conjugated polymers is much more complex and richer than that of pristine and highly crystalline molecular semiconductors, and its rationalization calls for several extensions. The high carrier density brings these systems into the realm of the complex many-body physics of Coulombically interacting particles, whose effects are expected to be strongly enhanced in low-dimensional organic materials characterized by weak dielectric screening due to the low dielectric constant of the host lattice. Coulomb forces concern both the interactions among carriers on polymer chains as well as between carriers and dopant ions. The role of carriers’ interactions in a fluctuating energy landscape has been studied very recently, with results for different materials showing that many-body phenomena effectively contribute to the energetic disorder causing the transient localization of charge carriers.

One of the poorly understood questions concerns the role of Coulombic traps that the dopant ions may create in the density of states and to which extent these are limiting transport at high carrier densities. Although the depth of these integer charge transfer complex (ICTC) states decreases as the potential wells between adjacent ions overlap, even at high doping levels the depth of these wells remains many times greater than the thermal energy at room temperature, δ ≈ kT

Here, we report a systematic study of the influence of Coulomb traps on charge transport by varying in a controlled manner the dopant ion size and shape and the distance
between the dopant ions and the charge carriers by using a recently developed ion-exchange doping technique.\textsuperscript{15–16} We selected a series of four conducting polymers with different degrees of crystallinity, which allows us to investigate, in particular, the role of paracrystallinity, which has been shown to be a key factor governing the carrier mobility in FETs at low carrier concentrations and in the absence of counterions.\textsuperscript{9} However, in conducting systems paracrystalline disorder and Coulomb interactions are not independent, as the dopant ions can be the source of significant structural distortions and microstructural changes when they are incorporated into the polymer film. To explain our experimental observations, we build a microscopic model of charge transport in conducting polymers within the transient localization framework and show that theoretical predictions of the model are in excellent quantitative agreement with the experimental observations, including the values of the observed electrical conductivity and the dependence of conductivity on paracrystallinity. Our work suggests that the TL framework is applicable to describing the transport physics of state-of-the-art conducting polymers and provides new insight into the factors that limit their conductivities.

\section*{RESULTS}

Systematic studies as a function of dopant size and shape have recently been reported for vacuum-sublimed molecular systems in which the dopant can be coevaporated with the host molecule. Schwarze et al.\textsuperscript{19} investigated a range of doped molecular semiconductors and showed that at low doping concentrations the activation energy of the conductivity is determined by the Coulomb binding energy of the integer charge transfer complex (ICTC) between the host and dopant ions. At doping concentrations >10\% the activation energy is reduced and determined by the energetic disorder among the ICTC states. In polymers doped by the conventional charge transfer method such systematic studies of the role of the dopant ion are more difficult, as for a specific polymer there is usually only a very limited number of dopant molecules that provide efficient doping, and the sites into which dopant ions are incorporated cannot be controlled and remain usually undetermined. An elegant approach has been to tether the dopant to the alkyl side chains of the polymer,\textsuperscript{20,21} but such self-doped polymers typically do not exhibit very high conductivities and are only of limited use for understanding the factors that limit the conductivity of state-of-the-art conducting polymers.

To overcome these limitations, we make use here of a recently reported method for doping based on ion exchange that opens new opportunities for performing systematic studies of dopant size and shape.\textsuperscript{15,16} In conventional p-type charge transfer doping, the dopant molecule needs to perform two functions: it induces the initial electron transfer from the host molecule and then is incorporated into the film as a radical anion. This limits the choice of suitable dopants. In contrast, in ion-exchange doping a dopant solution is used which contains both a molecular dopant and an electrolyte (Figure 1b). After charge transfer onto the molecular dopant, the reduced dopant is exchanged with the negative ion of the electrolyte, which is then incorporated into the film as a stable, closed-shell counterion. This provides more stable doping but also allows selection of the counterion systematically from a wide range of stable ions with different size and shapes. Very recent work by Thomas et al. applied the ion exchange method to the polystyrene-based, semicrystalline polymer, poly[2,5-bis(3-tetradecylthiophen-2-yl)thieno[3,2-b]thiophene] (PBTTT), and found little variation in conductivity with ion size.\textsuperscript{17} However, the conductivities reported for ion-exchanged PBTTT have been relatively low to date (320 S/cm in ref 17). It is important to understand the factors that limit conductivity in order to identify routes to higher performance and also to test the generality of such observations across different polymer systems.

For our study, we selected four polymers according to their microstructure ranging from semicrystalline to nearly amorphous (Figure 1d). Our implementation of ion-exchange doping, described previously,\textsuperscript{16} is a simple sequential doping process applied to polymer films deposited in their undoped form. The doping solution consists of FeCl\textsubscript{3} plus a large molar excess of electrolytes in anhydrous acetonitrile. As demonstrated previously, under anhydrous conditions FeCl\textsubscript{3} is an extremely powerful oxidizing agent, stronger than any reported organic molecular dopant. The excess electrolyte (100 mM electrolyte/1 mM FeCl\textsubscript{3}) provides the entropic driving force for ion exchange.

UV–vis–NIR spectra of PBTTT doped with blends of FeCl\textsubscript{3} and various electrolytes (Figure 1c) show nearly complete bleaching of the polymer $\pi-\pi^*$ band, indicating a uniformly high doping level for all ions. Results for the other three polymers studied, P3HT, DPP-BTz, and IDTBT, show similar behavior (Figure S1) indicating that similarly high doping levels are achieved in each polymer:ion combination. Although precisely matching doping levels between every sample is difficult, in PBTTT, P3HT, and DPP-BTz we observe a plateau in conductivity above about 60 s doping time (see ref 16 and Figure S16). As will be shown below, carrier density continues to slightly increase in this region, indicating that at these high doping levels slight variation in carrier density does not significantly affect conductivity. IDTBT, in contrast, showed a conductivity that was quite sensitive to doping time (Figure S17). Therefore, in PBTTT, P3HT, and DPP-BTz a relatively long doping time was selected (5 min, 100/1 mM electrolyte:FeCl\textsubscript{3} in AN) to allow time for diffusion of larger ions, while limiting material degradation, which we previously identified as a concern.\textsuperscript{16} In IDTBT, a full doping time dependence was measured for each ion in order to determine the maximum achievable conductivity (see Supporting Information Section 3).

Ion-exchange efficiency, estimated from the residual FeCl\textsubscript{3} concentration extracted from fits to the UV spectra (Figure S2), shows systematic variation with respect to ionic volume and polymer crystallinity. For small and medium ions such TFSI and HFSI, exchange efficiency is universally high, consistent with our previous characterization of PBTTT:TFSI which revealed exchange efficiencies exceeding 99\%.\textsuperscript{16} However, in the most crystalline material studied here, PBTTT, exchange efficiency drops to almost zero for the largest ion, BaRf. The strong ionic size dependence of the ion-exchange efficiency is consistent with our previous assertion of a strong crystalline strain contribution to the ionic selectivity.\textsuperscript{16} Further discussion of the exchange efficiency is given in Supporting Information Section 1.

Characterizing Carrier Density. Because of the expected changes in electronic structure as the doping level varies, characterization of the doping level in our samples is critical. Qualitatively, the complete bleaching of the polymer $\pi-\pi^*$ bands indicates that our doping process is capable of reaching...
very high carrier concentrations. Because the ionization efficiency in ion-exchange-doped polymers is by definition 100%, a simple method of measuring the carrier density is simply to count the number of dopant ions in the film. Unfortunately, the extremely wide optical gap of the closed-shell ions used in ion-exchange doping prevents direct measurement via UV–vis spectroscopy. The absorption of TFSI, for instance, is below 200 nm, and is therefore difficult to quantitatively separate from the substrate absorption edge and high-lying polymer transitions. We can, however, estimate the doping level in the absence of ion exchange by fitting the $\text{FeCl}_4^-$ absorption in films doped with $\text{FeCl}_3$ only (yellow dashed line in Figure 1c). Because ion exchange is driven by the entropy provided by the large excess of electrolyte ions, ion exchange should always make the doping reaction slightly more exothermic. Therefore, the doping levels estimated by fitting the $\text{FeCl}_4^-$ absorption without ion exchange (Table S2) are generally a slight underestimation of the value obtained with ion exchange, consistent with the findings of Yamashita et al.15

Unfortunately, a more direct measurement of the doping level in ion-exchange-doped materials is less straightforward. This difficulty arises from several factors and is not specific to the PBTTT:TFSI system. TFSI has many vibrational modes, but these overlap strongly with the polymer IRAV modes, which again complicates quantitative measurements. Spectroscopic quantification of the polymer polaron bands is also difficult in this regime due to changes in polaron delocalization at high doping levels, which in turn changes the shape and intensity of the polaron IR bands.22 Electron-spin resonance (ESR) can be used to measure the unpaired spin density in the material; however, at high doping levels we often observe a Pauli-type magnetic susceptibility in which the spin density corresponds only to the subset of spins in close vicinity to the Fermi level.15,25,26 The Hall effect also sometimes becomes measurable in polymers at high carrier densities.25,27 However, as discussed below, due to partial screening by hopping carriers the Hall coefficient typically overestimates the true carrier density.28 These difficulties forced us to explore alternative methods of carrier density quantification. Here, we identify two methods: X-ray photoemission spectroscopy (XPS) and quantitative nuclear magnetic resonance (QNMR), both of which enable direct quantification of the TFSI ion density in PBTTT.

XPS allows us to characterize the atomic species present near the film surface because the ratio of peak integrals for a given transition are proportional to the molar ratio of atoms in each species.29,30 Both TFSI and PBTTT contain sulfur; therefore, by measuring the areas of the sulfur peaks corresponding to the ion and polymer we can determine the molar ratio of TFSI to PBTTT. XPS is highly surface sensitive, so this measurement is only possible when the surface of the polymer is clean (i.e., contains no residual ionic liquid, which would skew the ratio of TFSI to PBTTT). Our doping process includes a surface-washing step which eliminates any surface residue, which we additionally confirm by NMR (Figure 2d;
further details can be found in Supporting Information Section 2).

Parts a–c of Figure 2 show the XPS sulfur 2p spectra of three samples, along with fits to the experimental spectra. First, we fit the spectrum of a sample doped by FeCl₃ without ion exchange (Figure 2a) to allow us to assign the spectral features originating from the polymer. We are unable to obtain good fits using a single S 2p doublet, consistent with our expectation of significantly increased binding energy for polarons. A fit using two doublets shows excellent agreement with the measured signal. Undoped PBTTT can be fit by a single S 2p doublet (Figure S14), consistent with our assignment of the more tightly bound S species as the polaron.

Figure 2b shows fits to an ion-exchange-doped PBTTT:TFSI film (100/1 mM BMP TFSI/FeCl₃, 100 s exposure). Here, we see the appearance of a new set of bands, chemically shifted to higher binding energy, consistent with the increased electron density of TFSI. We again are unable to obtain good fits using a single S 2p doublet but are able to achieve a good fit by again adding a second S 2p doublet with each constrained to half the area of the PBTTT polaron signal. This observation suggests an inequivalent chemical environment of the two sulfur atoms in TFSI, consistent with the structural distortion of TFSI obtained from atomistic modeling discussed later (Figure 3c). Although the resulting model, consisting of four S 2p doublets (i.e., eight total Voigt peaks) appears complex, the fit has only five key parameters: the position of the 2pₓ/ᵧ peak of each of the four doublets and the molar doping ratio. The same model provides an equally good fit to the 300 s doped sample (Figure 2c) and doped P3HT, DPP-BTz, and IDTBT samples. The resulting molar doping ratio approaches one ion per monomer in PBTTT:TFSI at 300 s; molar ratios and corresponding carrier densities for each sample are given in Table 1. A more complete discussion of these fits and XPS spectra for P3HT, DPP-BTz, and IDTBT are given in Supporting Information Section 2.

We further validate these measurements using quantitative nuclear magnetic resonance (QNMR), another straightforward method for measuring the absolute concentration of a chemical species. In a QNMR experiment, the integrated NMR signal from the species of interest is compared with that of an internal standard of known concentration. As long as certain conditions are met—effectively ensuring that the system returns fully to thermal equilibrium between each scan—the integrated intensity ratios of each signal in an NMR spectrum are proportional to the mole ratio of the corresponding nuclei.

While in principle it is possible to directly measure the concentration ratio of the polymer and ion without a standard, this is not straightforward in PBTTT:TFSI because the only nucleus shared by both PBTTT and TFSI is ³¹P, which has low natural abundance and is relatively insensitive. ¹⁹F, on the other hand, is nearly 100% naturally abundant and only slightly less sensitive than ¹H, making it ideal for quantifying relatively small amounts of material. This factor is critical since even at a 1:1 mol ratio relative to PBTTT monomers in thin films there are only a few nanomoles of TFSI per cm² of film area.

Solution-state NMR is typically much more sensitive than solid-state NMR because motional averaging due to molecular tumbling in solution results in extremely narrow line widths. To take advantage of this sensitivity boost, we extract the TFSI ions from doped thin films using a chemical dedoping process and then measure the NMR spectrum of the dedoping solution along with a known amount of a QNMR reference compound, 4,4-difluorobenzophenone (DFBP), using high-resolution solution state NMR. UV–vis spectra were collected after the films were dedoped (Figure S15), revealing nearly complete dedoping, consistent with previous reports. A similar approach was previously used to quantify the concentration of dilute cosolvents in polymer thin films, allowing detection down to less than 1:1000 relative to P3HT monomers.

Figure 2d shows the ¹⁹F QNMR spectra; the carrier densities are obtained by dividing the TFSI concentration obtained from integration of the NMR peak by the film volume. We see excellent agreement with the corresponding values obtained from XPS (Table 1); both samples are consistent to well within the error bounds of each measurement.

In contrast, the Hall effect does not give a reliable measurement of carrier density in conducting polymers, despite its occasional use in the literature for this purpose. Figure 2e shows AC Hall effect measurements of an ion-exchange-doped PBTTT:TFSI device (structure shown in Figure 2f). The carrier density obtained from this measurement is 4.2 × 10²¹ cm⁻³, about 5 times larger than the values measured by XPS and QNMR. Although the origin of this deviation is not completely clear, in general the Hall coefficient, and thus the carrier density, shows a significant temperature dependence which is believed to result from partial screening of the Hall voltage by hopping carriers.

In the formalism given by Yi et al., they consider two populations of charge carriers, corresponding to a population of fully delocalized states which contribute to the Hall voltage, and another set of fully localized states which do not generate a Hall voltage but still move in response to the Hall voltage. This screening effect leads to an underdeveloped Hall voltage, which in turn yields an overestimation of the carrier density.

**Ionic Size Effects on Structural Disorder and Conductivity.** We selected PBTTT:TFSI as a model system to better understand the atomic scale packing and simulated several possible packing motifs, generating GIWAXS patterns for each. These simulations confirm that TFSI packs between the alkyl chains and in close contact with the PBTTT conjugated cores (Figure 3c), as previously proposed for F4TCNQ₂⁻ and fullerenes. Experimental GIWAXS patterns of undoped PBTTT (Figure 3a) and PBTTT:TFSI (Figure 3b) show significant changes to the polymer crystal structure

<table>
<thead>
<tr>
<th>polymer:ion</th>
<th>doping time (s)</th>
<th>molar doping ratio</th>
<th>N (10¹⁹ cm⁻³)</th>
<th>molar doping ratio</th>
<th>N (10¹⁹ cm⁻³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBTTT:TFSI</td>
<td>100</td>
<td>0.915 ± 0.030</td>
<td>8.29 ± 0.30</td>
<td>0.822 ± 0.074</td>
<td>7.45 ± 0.67</td>
</tr>
<tr>
<td>PBTTT:TFSI</td>
<td>300</td>
<td>0.976 ± 0.026</td>
<td>8.84 ± 0.24</td>
<td>0.916 ± 0.071</td>
<td>8.31 ± 0.64</td>
</tr>
<tr>
<td>P3HT:HFSI</td>
<td>300</td>
<td>0.156 ± 0.008</td>
<td>6.45 ± 0.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPP-BTz:HFSI</td>
<td>300</td>
<td>0.571 ± 0.059</td>
<td>2.96 ± 0.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDTBT:HFSI</td>
<td>300</td>
<td>0.805 ± 0.063</td>
<td>3.73 ± 0.29</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
upon doping, including a significant expansion of the lamellar stacking (100) distance from 20.2 to 26.5 Å, a slight contraction of the π-stacking (010) distance, and a reduction in intensity of the (300) reflection intensity. Figure 3b shows the GIWAXS pattern generated from the simulated 1:1 molar doping level structure, consistent with the experimental carrier density measurements in Figure 2. We observe good qualitative agreement with experiment, in particular reproducing the mixed-index peaks at $q_y = 0.6 \text{Å}^{-1}$ and the reduced intensity of the (300) and (600) peaks, as well as nearly quantitative agreement with the experimental unit cell parameters (Supporting Information Section 4), which showed some sample-to-sample variation in our previous study.\(^1\(^6\) Similar diffraction pattern features, including strongly reduced (300) intensity and peaks at $q_y = 0.6 \text{Å}^{-1}$, are also observed in the HFSI and PFSI experimental GIWAXS patterns (Supporting Information Section 7.1), suggesting a similar packing motif for these three ions.

The low dielectric constant of most organic semiconductors (typically $\varepsilon_r \sim 3$–4) causes dopant ions to generate local potential wells with depths $\gg kT$ (~100s of meV).\(^1\(^3\) The depths of these wells are set by the minimum approach distance of the dopant ion and the charged polymer backbones as well as the distance between dopants. Many of the ions studied here are nonspherical, complicating the analysis of ionic size. However, given the strength of the hole–ion Coulombic interaction ($\gg kT$), we expect that in an ICTC nonspherical dopant ions should orient themselves to minimize the center of charge distance between themselves and the hole, maximizing their Coulombic stabilization. Under this assumption, the ion–polaron distance is proportional to the square root of the smallest principal component of the ion gyration tensor, $\lambda_c$, which describes the smallest semiaxis of an ellipsoid representing the shape of the molecular ion (see the illustration in Figure 3d). Although this simple approach accounts only for the leading monopole interactions and neglects polarizability effects, it should be sufficient to reveal qualitative trends.

To verify the validity of our approach, in Figure 3d we show the Coulombic potential averaged over a 1 Å region centered at $1.2r_w$ (with $r_w$ the van der Waals radius) along the axis of the smallest principal moment of the ionic gyration tensor, $\lambda_c$. Potentials are plotted vs $\lambda_c$ for each ion and are averaged over a 1 Å distance centered at $1.2r_w$. Inset visualizes the significance of $\lambda_c$. (f) Plot of $\pi-\pi$ stacking distance (top), $\pi-\pi$ paracrystallinity (middle), and electrical conductivity (bottom) vs the smallest principal moment of the ionic gyration tensor, $\lambda_c$. (f) Plot of electrical conductivity vs $\pi-\pi$ paracrystallinity.

Figure 3. Ionic size effects in PBTTT. (a) Experimental GIWAXS pattern for undoped PBTTT. (b) Experimental and simulated GIWAXS patterns for PBTTT:TFSI. (c) Optimized structure PBTTT:TFSI at the 1:1 molar doping level. (d) Plot of the average potential at a distance of $1.2r_w$ (with $r_w$ the van der Waals radius) from the center of the ion along the axis of the smallest principal moment of the ionic gyration tensor, $\lambda_c$. Potentials are plotted vs $\lambda_c$ for each ion and are averaged over a 1 Å distance centered at $1.2r_w$. Inset visualizes the significance of $\lambda_c$. (e) Plot of $\pi-\pi$ stacking distance (top), $\pi-\pi$ paracrystallinity (middle), and electrical conductivity (bottom) vs the smallest principal moment of the ionic gyration tensor, $\lambda_c$. (f) Plot of electrical conductivity vs $\pi-\pi$ paracrystallinity.
conductivity of doped polymers, we should therefore observe a dramatic variation between ions, with a strongly positive correlation between electrical conductivity and $\lambda_x$.

Figure 3e shows the conductivity of PBTTT films doped with each ion plotted vs $\lambda_x$. We observe a modest increase in conductivity on the order of 10% with increasing $\lambda_x$, which then reverses for the largest ion, TFSM. The magnitude of the effect is quite small in comparison with the dramatic ion size effect predicted above. We also tried to correlate the conductivity with the $\pi$-$\pi$-stacking distance, which has previously been shown to govern transport in conjugated polymers; a decrease in $d_{1010}$ should increase the hopping transfer integral and conductivity. Although the $\pi$-$\pi$-stacking distance $d_{1010}$ (Figure 3e, top) is higher for PF$_6^-$, the values are similar for TFSI, PFSI, and HFSI. Therefore, a decrease in $d_{1010}$ cannot explain the increased conductivity from TFSI to HFSI.

Furthermore, inevitable slight variations in carrier density between samples likely explain at least some of the scatter in Figure 3e. We observe a qualitative trend between the carrier density differences observed in UV−vis−NIR spectra of these samples (Figure 1c) and their conductivity (Figure 3e). Any correlation with ionic size therefore must be even weaker than the trend seen in Figure 3e.

We also extracted the $\pi$-$\pi$-stacking paracrystallinity for PBTTT doped with each ion from the GIWAXS data. Paracrystallinity is a measure of cumulative disorder in a crystal which originates from a statistical variation in stacking distances. The paracrystallinity parameter $g_{\pi-\pi}$ quantifies the magnitude of this disorder as the standard deviation in stacking distance normalized by the stacking distance, i.e., $g_{\pi-\pi} = \delta_{\pi-\pi} / d_{\pi-\pi}$.

---

Figure 4. Ionic size effects in P3HT, DPP-BTz, and IDTBT. GIWAXS patterns for P3HT (a), DPP-BTz (c), and IDTBT (e), showing the undoped material (left) and each polymer doped with the ion giving the highest (center) and lowest (right) conductivity. Doping solution exposure time is 5 min, corresponding to the saturation doping level. Plot of electrical conductivity vs $\pi$-$\pi$-stacking paracrystallinity (top) and electrical conductivity vs the smallest principal moment of the ionic gyration tensor, $\lambda_x$ (bottom) for P3HT (b), DPP-BTz (d), and IDTBT (f). For P3HT and DPP-BTz the conductivity for 5 min doping time is shown; values for IDTBT corresponds to the highest conductivity measured for each ion (see Supporting Information Section 3).
Rivnay et al. previously demonstrated that paracrystallinity is typically the dominant peak broadening mechanism in conjugated polymer GIWAXS data. The paracrystallinity parameter is often quite different along different crystal axes. Here, we report the $\pi-\pi$ paracrystallinity, which leads to variations in the intrachain hopping transfer integral, often known as off-diagonal disorder. For typical values of $g_{\pi-\pi}$, this off-diagonal disorder dominates over the on-site disorder in determining the DOS and is therefore the primary way that microstructural disorder affects charge transport.9

As seen in Figure 3e, paracrystalline disorder and ionic size are not independent; rather, paracrystallinity drops with respect to undoped PBTTT (indicated by dotted line) for all ions measured. We attribute this effect to increasing 2d polaron delocalization and increased backbone planarity, which will reduce both $d_{\pi-\pi}$ and $g_{\pi-\pi}$. This effect becomes stronger with increasing $\lambda_p$, presumably due to a decrease in electrostatic disorder; in this context, the trend reversal for TFMS may be due to the lower ion-exchange efficiency for large ions in PBTTT (Supporting Information Section 1). The reduction in disorder with increasing ionic size seen experimentally should also contribute to the observed variation in conductivity between ions. Indeed, Figure 3f shows a plot of conductivity vs $g_{\pi-\pi}$ revealing a clear trend of increasing conductivity as structural disorder decreases. However, because of the small changes in conductivity and $g_{\pi-\pi}$ observed here, it is difficult to conclude based on measurements of PBTTT alone whether the observed variation in conductivity originates primarily from ionic trapping or structural disorder. It is nonetheless clear that in PBTTT, high crystallinity along with significant free volume in the lamellar stacking region allow for low structural disorder even at very high doping levels. In this regime, we see no clear evidence for reduced ICTC binding energy with increasing dopant size, suggesting that if ICTCs do still behave as traps at this doping level they must be very shallow.

PBTTT is an unusually crystalline material, so to put these findings in a more general context, we compared the effect of ion size and doped film paracrystallinity on conductivity in three other polymers with microstructures ranging from polycrystalline to highly disordered. Parts a, c, and e of Figures 4 show GIWAXS patterns for each polymer before doping (left) and after 5 min ion-exchange doping with the ion yielding the highest and lowest conductivity (center and right panels, respectively).

In the polycrystalline polymer P3HT (Figure 4a), we observe dramatic variation in crystallinity upon doping. Doping P3HT with the smallest ion studied here, PF$_6$ yields a highly crystalline film with a slight increase in lamellar stacking distance and decreased $\pi$-stacking distance and paracrystallinity, consistent with our observations in PBTTT. These results suggest incorporation of the PF$_6$ ion into the side-chain region, similar to the structures proposed for P3HT:FeTCNQ$_{40,41}$ Doping with TFMS, on the other hand, yields a nearly amorphous film, with only the (100) peak ($q_z = 0.4$ Å$^{-1}$) and a broad $\pi$-stacking halo ($q = 1.5-1.6$ Å$^{-1}$) still discernible. Intriguingly, the lamellar stacking distance observed for TFMS is shorter than for undoped P3HT, similar to the metastable fractional CT phase of P3HT:FeTCNQ$_{42,43}$ suggesting that TFMS may be intercalating into the polymer $\pi$-stacks. For further discussion, see Supporting Information Section 1.1. Figure 4b shows the conductivity for P3HT films doped with each ion plotted vs paracrystallinity (top) and $\lambda_p$ (bottom). We observe a clear increase in conductivity with decreasing paracrystallinity, as expected, reaching a maximum value of 220 S/cm for PF$_6$. This is an exceptionally high value for P3HT, roughly 2 orders of magnitude higher than typically achieved with molecular dopants such as F4TCNQ and matching a recent report for electrochemically prepared P3HT:PF$_6$.44 Remarkably, this high value is only achieved using the smallest ion; as the ionic size is increased, conductivity decreases, in stark contrast with the predictions of the Arkhipov model.13 Therefore, in P3HT the effect of the ion on the polymer microstructural order appears to be more important than its Coulombic interaction with charge carriers.

In contrast, DPP-BTz, a high mobility donor-acceptor copolymer with moderate crystallinity, displays relatively little variation in the diffraction pattern between ions (Figure 4c). Lamellar stacking distances increase by less than 1 Å upon doping, while $\pi$-stacking distances are consistent to within 0.05 Å (Supporting Information Section 4.3). Nonetheless, we still observe the same trends with respect to conductivity as seen in P3HT—conductivity is again inversely correlated with ion size, reaching 80 S/cm for PF$_6$, and improves with decreasing paracrystallinity (Figure 4d). Again, this unexpected result suggests ionic trapping is negligible, since the small microstructural changes observed from GIWAXS should amplify the effect of any ionic size on conductivity. Instead, our results indicate that in DPP-BTz even quite small variations in microstructure are more important to charge transport than ion size.

Only IDTBT, the most disordered material studied here, shows qualitatively different behavior from the other polymers. As with DPP-BTz, we observe little change in the GIWAXS pattern upon doping; each of our IDTBT GIWAXS data (Figure 4e) show a broad out-of-plane $\pi$-stacking peak at $q_z = 1.6$ Å$^{-1}$ and a lamellar stacking peak at $q_z \approx 0.4$ Å$^{-1}$, along with a sharp in-plane diffraction peak at $q_z = 0.2$ Å$^{-1}$ assigned to the backbone repeat stacking (001).45 Despite its high FET mobility and extremely low energetic disorder,46 the highest conductivity achieved in IDTBT is quite low, reaching only 15.4 S/cm (Figure 4f). Conductivity in IDTBT was also found to be highly sensitive to doping level, decreasing significantly at high doping levels, in contrast with the other three polymers. Conductivities reported for IDTBT therefore correspond to the peak conductivity measured for each ion, however, UV-vis-NIR spectra of these samples indicate that the peak conductivity occurs at a similar doping level for each ion (see Supporting Information Section 3). Furthermore, we observe no clear correlation between $\pi$-stacking paracrystallinity and conductivity in IDTBT; instead, conductivity steadily increases with increasing ion size. Although we cannot confidently explain these observations, a plausible theory for the behavior of IDTBT is given below.

**Correlation between Paracrystalline Disorder and Conductivity.** Figure 5 shows the conductivity of all four polymers doped with various ions plotted together vs $\pi-\pi$ paracrystallinity, revealing an unexpectedly strong correlation between these two quantities. The strength of this correlation is surprising, particularly given that IDTBT and DPP-BTz exhibit up to an order of magnitude higher FET mobility than P3HT and PBTTT, which by the relation $\sigma = en\mu$ one might expect to see reflected in a higher, rather than lower, conductivity. A similar plot of conductivity vs $\lambda_p$ (Figure S27) shows no correlation. This observation suggests that, at least at high doping levels relevant to many device applications,
the most important factor in achieving good charge transport is not minimization of ionic trapping, as previously assumed, but maximization of structural order.

An important implication of this finding is that doping efficiencies in PBTTT, P3HT, and DPP-BTz are almost certainly near 100%. Several other observations also support this idea. First, the highest conductivities in P3HT and DPP-BTz are both achieved upon doping with PF$_6$, the smallest of the ions studied here, which should give the lowest doping efficiency if trapping was the dominant effect. Additionally, if we assume all dopant ions generate a free charge carrier, we can estimate a lower bound on the carrier mobilities: for PBTTT:TFSI $\mu_h \geq 8$ cm$^2$ V$^{-1}$ s$^{-1}$, while for P3HT:HFSI $\mu_h \geq 1$ cm$^2$ V$^{-1}$ s$^{-1}$. These values are both over an order of magnitude higher than the FET mobility of the undoped polymers; lower doping efficiency would imply even higher carrier mobilities.

**Theoretical Transport Modeling.** Our experimental analysis points to the primary role of paracrystallinity in controlling the charge-transport properties of semicrystalline polymers doped by ion-exchange. To rationalize this intriguing observation, we propose a general model for the electronic structure of heavily doped polymers. Our model encompasses paracrystalline disorder and long-range Coulomb interactions among holes on the polymer chains and with the ions. As shown in Figure 6a, we model a paracrystalline lamella of a polymer such as PBTTT as a 2D lattice with irregular spacing along the $\pi$-stacking direction. Ions are placed at distance $R_{dop}$ above and below the plane of the $\pi$-backbones, corresponding to incorporation in the alkyl chain region. Atomistic calculations enabled a careful parametrization of the model, including the quantification of the energetic disorder arising from paracrystallinity. Indeed, the structural paracrystalline disorder determines an increase with $g_{\pi-\pi}$ of both the local and nonlocal energetic disorder experienced by the holes on the polymer chains. A complete description of the model and its parametrization is given in the Methods and in the Supporting Information Section 6. Though specific to PBTTT, our model parametrization is broadly representative of the entire set of semicrystalline polymers considered in this study. Our model will be used to rationalize the general trends as a function of paracrystallinity and $R_{dop}$, the latter parameter mimicking the size of molecular ions.

Our calculations reveal that, for all paracrystallinity values and dopant-polymer distances considered, the density of states Figure 5. Effect of paracrystalline disorder on conductivity. Conductivity vs $\pi$-stacking paracrystallinity for four different polymers doped with different ions. Symbol color corresponds to dopant ion; symbol shape corresponds to polymer (structures given in Figure 1d,e). Dashed line indicates linear fit to the full data set with slope $d \log_{10}\sigma/dg_{\pi-\pi} = -9.3 \pm 1.2$.

**Figure 6.** Theoretical model for highly doped polymers. (a) Sketch of the 2D lattice of a doped polymer lamella characterized by paracrystallinity $g_{\pi-\pi} = 20\%$. As shown in the atomistic model, black squares and orange dots correspond to monomer sites and dopant ions, respectively. The green-shaded region depicts the hole density for a typical localized state at $E_F$. (b) Density of states as a function of paracrystallinity and dopant-ion distance, displaying a negligible dependence on these parameters. Paracrystallinity and dopant distance dependence of intrachain (c) and interchain localization length (d) in units of monomers and chains, respectively, and conductivity (e). Model results elucidate the degradation of transport properties with paracrystalline disorder and the negligible impact of the ion size.
(DOS, Figure 6b) is characterized by a dip at the Fermi level ($E_F$), a result that is consistent with photoemission data on PEDOT-PSS. This is the signature of a Coulomb gap originating from hole–hole interactions at large charge density, which largely suppress the number of states available for transport. In addition, states at the Fermi level, i.e., those contributing to charge transport, are significantly more localized (less mobile) than deeper occupied or shallower unoccupied states, both in terms of spatial extension of the their wave functions along polymers chains and between multiple chains. The intrachain and interchain delocalization of the states at $E_F$ decrease with paracrystallinity, as shown in Figure 6c,d, which reveals the effect of the ensuing energetic disorder in the electronic states. The occurrence of a Coulomb gap at the Fermi level has been reported in recent kinetic Monte Carlo simulations, which, hinging on the assumption of charges localized on molecular units, could not grasp the effect of electron–electron interactions in limiting the size of carriers wave packets. In contrast, very recent work by Qarai et al. suggests that hole–hole repulsion may itself drive delocalization by screening the trapping potential of the dopant ions. These findings suggest that the overall effect of hole–hole interactions is nontrivial and may under some conditions be beneficial to charge transport.

The localized nature of electronic states at $E_F$, together with the dynamic nature of energetic disorder in soft organic materials, enables us to compute the dc electrical conductivity in the framework of the transient localization theory.6,10 The starting point is the Kubo–Greenwood formalism, within which the conductivity for a two-dimensional system with purely static disorder would be strictly zero. However, the disorder is never static in soft organic materials because it is modulated by low-frequency thermal lattice vibrations, conferring a finite diffusivity to charge carriers. We use the relaxation time approximation to account for these TL phenomena. We note that while previous implementations of the relaxation time approximation implicitly considered all energetic disorder as dynamic, as appropriate in undoped molecular crystals, it is not a priori clear whether this is strictly the case in heavily doped polymers. Nonetheless, this phenomenological theory should apply also to the case where part of the disorder is static6,54 as further corroborated by the excellent agreement with experimental data discussed below.

Calculation results in Figure 6e show that paracrystalline disorder is the leading factor determining the two-order of magnitude drop in the conductivity with paracrystallinity. Besides capturing the correct order of magnitude for conductivity, the theory predicts an exponential suppression of $\sigma$ upon increasing $\varepsilon_{\pi-\pi}$ with decay rate $d \log_{10} \sigma / d \varepsilon_{\pi-\pi} = -8.4 \pm 0.3$; this is in agreement with the best fit to the experimental data in Figure 5, which gives $d \log_{10} \sigma / d \varepsilon_{\pi-\pi} = -9.3 \pm 1.2$. However, while the underlying theory described here is universal and should apply to all polymers, the quantitative agreement found between experiment and theory might be somewhat fortuitous. As the model parametrization has been explicitly conceived for the more highly crystalline polymers, it may not be appropriate to include IDTBT data in this comparison (see discussion below). Excluding IDTBT from the experimental data would give a somewhat stronger dependence of $\sigma$ on $\varepsilon_{\pi-\pi}$ ($d \log_{10} \sigma / d \varepsilon_{\pi-\pi}$ increases by a factor of 1.1 to 2.7), although the overall trend is still in qualitative agreement with our theoretical estimates. Most importantly, the theoretical results point to a strong dependence on the conductivity with the degree of paracrystallinity but a negligible dependence on the ion size, in full agreement with the experimental data.

Multiple factors conspire to eliminate the effects of ionic trapping at high doping levels. The first of these, the smoothing of the Coulomb landscape at large ion density, is well-known. However, our calculations reveal one additional contribution that was previously not well appreciated, i.e., the large spatial extension of the electronic wave functions probing this energy landscape (see Figure 6a,c,d), preventing localization and trapping of charge carriers within a single Coulomb well. Furthermore, screening phenomena associated with mobile carriers may also help to suppress Coulomb trapping from dopant ions at such high carrier densities, even though their description may be quite crude within the mean-field approach proposed herein. Our theoretical results hence rationalize the leading role of paracrystallinity in being the most critical parameter, among many others in the complex transport physics, in controlling the charge transport properties of these ion-exchanged doped polymers at high doping levels.

### DISCUSSION AND CONCLUSIONS

Our work has demonstrated that ion-exchange doping with FeCl$_3$ can generate highly ordered polymer films with extremely high doping levels approaching one ion per monomer and very high conductivities above 1000 S/cm. Our combined experimental and theoretical results demonstrate that in this high doping regime, relevant to most device applications, enhanced crystallinity is the most critical factor for achieving high conductivities.

The irrelevance of ionic trapping is demonstrated by the negligible correlation of conductivity with the ion size in all the polycrystalline polymers studied here. The only exception we observe is IDTBT, which displays a disordered microstructure in GIWAXS (Figure 4e) but a highly planar backbone and extremely low electronic disorder.60 Ion-exchange-doped IDTBT displays several unique features, including a strong correlation between $\lambda_0$ and conductivity (Figure 4f) and a strong decrease in conductivity at high doping levels (Figure S17). Although the microstructure of IDTBT, recently revealed via TEM, is not so different from that of our model, a few key differences may explain the unusual characteristics of this polymer.

We propose two factors which may contribute to the unique behavior of IDTBT. First, interchain transport in IDTBT is believed to be primarily mediated by close contacts between BT groups at crossings between only two chains, likely located at grain boundaries, rather than through longer-range interchain delocalization in larger aggregates as in most other polymers. We expect that the localized nature of these interchain crossing states should make them more susceptible to trapping by nearby ions, in contrast with the more delocalized interchain states present in the larger $\pi$-aggregates of polycrystalline systems. Second, it is likely that in IDTBT additional space is provided by the disordered microstructure, due to the long side chains that extend beyond the backbone plane and prevent close $\pi-\pi$ stacking. This microstructure may allow for more intimate contact between the polymer backbone and the dopant ion. The combination of these two factors could lead to a strongly ion-size-dependent electron-transfer rate at localized chain crossing sites. We hypothesize that the presence of an ion near a chain crossing could
energetically shift the two crossing sites out of resonance, increasing the activation energy. Such a mechanism would be suppressed in larger aggregates or in materials with a higher density of chain crossings, suggesting that the unique microstructure of IDTBT, recently revealed via TEM, may be key to understanding these effects.

The very good quantitative agreement between experiment and theory, both in terms of the magnitude of the electrical conductivities and the dependence of conductivity on paracrystallinity, suggests that TL provides a powerful framework for understanding the charge transport properties of highly doped conducting polymers. This allows for identification of new strategies for future optimization of doped polymers, including through further reductions in paracrystallinity. Our calculations also suggest that in current systems achievable conductivities are partly limited by the suppression of the density of states and localization length near the Fermi level caused by the Coulomb repulsion between the carriers. This mechanism is predicted to be very sensitive to the polymer reorganization energy related to the high-frequency intramolecular vibrations and to intrachain charge-hopping couplings (Figure S36). By reducing reorganization energy and/or increasing the intramolecular interactions it might be possible to completely suppress the Coulomb gap and enter a truly metallic regime with significantly higher conductivities.

**METHODS**

**Materials.** PBTTT (poly(2,5-bis(3-alkylthiophene-2-yl)thieno-(3,2-b)thiophene); $M_w = 44$ kDa, PDI = 1.47), IDTBT-C16 (poly(indacen-1,2-bis(6,5-b)-dithiophene-co-2,1,3-benzothiazole); $(M_w = 92$ kDa, PDI 2.3), and DPP-BTz (poly(2,5-bis(2-octadecyl)-3,5,6-tetrahydro-3,6-diketopyrrolo(3,2-fl)fluorobenzophenone (TraceCERT certified >98%); Na-BArF (>98%, <7% water) were purchased from TCI; Li-TFSI (100 mg/mL, 1,2-dichlorobenzene (DCB)) and heated at 80 °C under nitrogen atmosphere (<1 ppm of H2O, O2 during solution preparation; <10 ppm of H2O, O2 during weighing).

PBTTT films were spun coated at 1500 rpm for 60 s from 80 °C solution using glass pipettes and substrates preheated to the same temperature. IDTBT and P3HT films were spun coated from 60 °C solutions using the same procedure. DPP-BTz were spun from 110 °C solutions at 2000 rpm.

PBTTT and P3HT films were subsequently annealed in N2 at 180 °C for 20 min and then slowly cooled to room temperature by switching off the hot plate. IDTBT samples were dried at 100 °C for 5 min after spin coating. DPP-BTz films were annealed at 110 °C for 1 h and then quenched following the procedure of Schott et al.11

Ion-exchange doping was performed following the procedure published previously. Briefly, films were sequentially doped on the spin coater by covering the sample with an electrolyte/FeCl3 solutions (100 mM/1 mM in acetonitrile, unless otherwise specified), waiting for a variable delay period (300 s unless otherwise specified), then spinning off the excess. While the sample was still spinning, the doped film was washed with 1 mL of acetonitrile to remove any electrolyte and FeCl3 from the film surface.

**Conductivity Measurements.** Conductivity was measured in the van der Pauw configuration, following the method used in our previous work. All measurements were performed in a nitrogen glovebox Measurements were performed on a Karl Suss probe station inside a nitrogen glovebox (<20 ppm of O2) using an Agilent 4155B sourcemeter. Hysteresis $I$−$V$ curves were measured with current sourced along each set of neighboring electrodes. This routine generates several redundant data points, enabling us to verify that hysteresis, current reversal, and reciprocity $(\frac{V_1}{V_2} = \frac{V_2}{V_1})$ remain below 3%, in line with NIST recommendations. Contact size effects contribute <1% to the relative error; therefore, the uncertainty in conductivity is generally dominated by the thickness uncertainty (Bruker Dektak XT). As in our previous work, conductivity and carrier density are measured from the undoped film thickness to ensure that the variation conductivity between samples is proportional to a change in the charge-transport properties of the polymer chains.

**UV−vis Spectroscopy.** UV−vis−NIR spectra were measured using a Shimadzu UV-3600i dual beam spectrometer (3 nm monochromator width; 2 nm data interval), and backgrounds were subtracted from separate measurements of uncoated substrates. Noise reduction was performed in the IR (<0.75 eV) and UV (>3.02 eV) regions (Savitzky−Golay filter) as previously reported12 to improve signal-to-noise when fitting the UV region.

**XPS Measurements.** XPS spectra were collected on a Thermo Scientific Escalab 250Xi. For the PBTTT samples, a pass energy of 20 eV, step size of 0.1 eV, spot size of 400 µm were used, and 30 scans were recorded for each sample. During the measurements of P3HT, DPP-BTz, and IDTBT instrument issues reduced the SNR required a larger spot size of 900 µm and 170 scans per spectrum. To minimize charging, films were prepared on gold electrodes, and the flood gun was used. Data was processed using CasaXPS software. A Shirley background was used in all fits. Sulfur 2p spectra are characterized by a doublet (2p1/2 and 2p3/2) with 2:1 area ratio and spin−orbit coupling Δ = 1.18 eV.29 These constraints were enforced during all fits; line width was allowed to vary within reasonable ranges. A Voigt line shape was assumed. Error bars on atomic concentrations were estimated by a Monte Carlo process in CasaXPS.

**QNMR Measurements.** Ion-exchange-doped PBTTT films (100 or 300 s exposure time, 100/1 mM BMP TFSI/FeCl3 in AN) were prepared on 2 cm square glass slides. The outer 1 mm of the film was removed to eliminate any thickness nonuniformities from spin coating, leaving a 1.8 ± 0.05 cm square film. This film was dedoped using a 10% v/v triethylamine (TEA) CD3CN solution. After 5 min of dedoping, the solution was removed by syringe and dispensed into an NMR tube; additional dedoping solution was used to remove any residue left on the film surface and in the syringe. A 3F QNMR standard, 4,4'-difluorobenzophenone (DFBP), was then added to each tube (150 nmol, as 20 µL of a 25.49 mM standard solution) and...
mixed well. Spectra were acquired on a Bruker Avance III spectrometer (400 MHz, 9.4 T) with inverse gated 1H decoupling used for 19F spectra. Sixty-four scans were acquired with a 45 s recycle delay, informed by a preceding 19F T1 measurement (TFSI 1.59 s; DFBP 4.35 s). The spectra were referenced to DFBP at −109 ppm. All peaks were integrated over a 15 Hz wide window centered on the peak position.

**GIWAXS Characterization.** Grazing-incidence wide-angle X-ray scattering (GIWAXS) characterization was done at the Advanced Photon Source (APS) Beamline 8-ID-E at Argonne National Laboratory. X-ray beam energy was 10.9 keV and incidence angle was 0.13°. Two exposures of 2.5 s (5 s of exposure in total) were collected from each sample, recorded by a Pilatus 1 M detector located 228.16 mm from the sample. Data processing was performed using the MATLAB package GIXSUGUI.67 Paracrystallinity and lattice parameters values were extracted by fitting linecuts to Gaussian functions plus an exponential background. The π-stacking peak widths and positions was then used to calculate the π−π paracrystallinity as

\[ g = \frac{1}{2\pi} \sqrt{\Delta \delta_{i,j}} \]  

(1)

where \( \Delta \) is the diffraction peak full width at half-maximum, and \( \delta_{i,j} \) is the interplanar distance. This expression assumes the π-stacking coherence length is dominated only by paracrystalline disorder, which is generally understood to be the dominant type of disorder in conjugated polymers.38

**Conformational Search Procedure.** To investigate the supramolecular organization of PBTTT:TFSI systems, molecular mechanics (MM) and molecular dynamics (MD) calculations have been performed within the Materials Studio package.26 A few years ago, we developed a Dreiding-based force field adapted to neat PBTTT.46 In particular, the atomic charges of TFSI have been set to the ESP electronic structure for all anions. We used the B3LYP functional with the Grimme D3 dispersion correction73 and the 6-311G++(d,p) basis set. Initial molecular structures were generated with the Avogadro package version 1.2.0 and were preoptimized using a UFF force field prior to full geometry optimization with TeraChem.76 The size of each anion is encoded by a metric called the gyration tensor

\[ \Delta_{ij} = \frac{1}{N} \sum \{ r_{i,a}r_{j,b} \} \]  

(2)

where \( r_{i,a} \) is the \( \alpha \) Cartesian component of the position of atom \( i \). The square root of the smallest eigenvalue of this tensor, \( \lambda_{\min} \), is used as a measure of the shortest approach distance to the ionic center of mass.

**Electronic Structure Calculations.** The electronic structure of dopened polymers is described with a model for interacting spinless-Fermions on a 2D lattice. The Hamiltonian reads

\[ H = \sum_{(ij)} T_{ij} \delta_{c_i c_j} + \hbar \cdot c \cdot c^\dagger \cdot c + \sum_i V_{i}^{(1m)} \delta_{n_i n_i} + \frac{1}{2} \sum_{i,j} V_{ij} \delta_{n_i n_j} \]  

(3)

where \( c_i^\dagger \cdot c_j \) creates (annihilates) a particle at site \( i \), \( \delta_{n_i n_i} \) and \( t_{ij} \) are charge-transfer integrals. \( V_{i}^{(1m)} \) and \( V_{ij} = \epsilon_r \delta_{ij} - t_{ij} \) are the ionic potential and the Coulomb interaction, both screened by a dielectric constant \( \varepsilon_r = 3.5 \). The model is solved in the Hartree–Fock approximation on systems of 48 × 14 sites, accounting for periodic boundary conditions. The model effectively accounts for the effect of low and high frequency vibrations, and is parametrized with experimental data and atomistic calculations. The conductivity has been evaluated in the framework of the transient localization theory.10 Full details on the model and its parametrization are provided in Supporting Information Section 9.
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