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Abstract
Introduction: Despite multiple prognostic indicators de-
scribed for oral cavity squamous cell carcinoma (OCSCC), its 
management still continues to be a matter of debate. Ma-
chine learning is a subset of artificial intelligence that en-
ables computers to learn from historical data, gather in-
sights, and make predictions about new data using the mod-
el learned. Therefore, it can be a potential tool in the field of 
head and neck cancer. Methods: We conducted a system-

atic review. Results: A total of 81 manuscripts were revised, 
and 46 studies met the inclusion criteria. Of these, 38 were 
excluded for the following reasons: use of a classical statisti-
cal method (N = 16), nonspecific for OCSCC (N = 15), and not 
being related to OCSCC survival (N = 7). In total, 8 studies 
were included in the final analysis. Conclusions: ML has the 
potential to significantly advance research in the field of OC-
SCC. Advantages are related to the use and training of ML 
models because of their capability to continue training con-
tinuously when more data become available. Future ML re-
search will allow us to improve and democratize the applica-
tion of algorithms to improve the prediction of cancer prog-
nosis and its management worldwide.

© 2022 S. Karger AG, Basel
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Introduction

Oral cavity squamous cell carcinoma (OCSCC) has ex-
perienced a gradual increase all over the world in the past 
few decades, and currently, is the most common type of 
head and neck malignant tumor and the 8th leading cause 
of death worldwide with 300,000 new cases and 145,000 
deaths per year worldwide [1, 2]. Surgery continues to be 
the first-line therapy, and the National Comprehensive 
Cancer Network recommends primary surgical manage-
ment in both early- and late-stage disease [3], i.e., excision 
of the primary tumor with or without neck dissection [4, 
5].

Despite the multiple prognostic indicators described 
for OCSCC, lymph node metastasis (LNM) continues to 
be the most relevant factor [5–10]. Hence, neck assess-
ment is considered mandatory for risk stratification due 
to the high risk of occult LNM (OLNM). Consequently, 
different strategies have been described to manage the 
risk of OLNM, such as close clinical follow-up, reserving 
therapeutic neck dissection just for those patients who 
subsequently develop an LNM, sentinel lymph node bi-
opsy, or elective neck dissection. The selection of patients 
that will benefit from elective neck dissection has been a 
matter of debate over decades, and one has to balance the 
rate of pathologically confirmed N0 patients who under-
go unnecessary surgery and the long-term sequelae asso-
ciated with neck dissection, against the benefits of surgi-
cally addressing occult nodal metastases [11].

More recently, depth of invasion (DOI) of the primary 
oral cancer has become the most commonly used histo-
pathologic variable to predict the risk of occult nodal me-
tastasis [12]. Other prognostic factors described in the lit-
erature include tumor location, histologic grade, sex, age, 
extracapsular spread, perineural invasion, lymphovascu-
lar invasion, recurrence, or tobacco consumption [13–
18]. These factors have been combined to create multi-
variate regression models and nomograms to predict sur-
vival [19–21]. However, these factors have not been 
widely adopted because of their low predictive accuracy 
and difficulty to use in daily practice.

Machine learning (ML) is a subset of artificial intelli-
gence and with the increasing availability of large nation-
al databases and computing power, the amount of poten-
tial input data has increased, and it has become necessary 
to explore novel approaches of data analysis, to achieve 
more accurate and precise predictions [22–29]. In this re-
gard, ML represents an alternative way of developing can-
cer survival prediction models.

The main objective of using ML techniques in medi-
cine is to produce a model that can be used to predict the 
medical outcome (either diagnosis or the prognosis) of 
the patient from multivariate data. All these algorithms 
were designed to learn and find statistical regularities or 
common patterns from each dataset. The aim of this 
manuscript was therefore to review and provide a com-
prehensive summary of all the evidence related to the use 
of ML algorithms as a noninvasive tool to evaluate the 
OCSCC prognosis and stratify the risk of recurrence.

Methods

The systematic approach employed for the search strategy in 
peer-reviewed journals on the use of ML algorithms to evaluate 
prognosis in OCSCC patients was based on the recommendations 
of the Preferred Reporting Items for Systematic reviews and Meta-
Analyses (PRISMA) statement, reflected in the PRISMA checklist 
file included [30]. Inclusion criteria were based on the population, 
intervention, comparison, outcome, timing, and setting frame-
work [31]. The heterogeneity among studies, mainly due to the 
absence of randomization, limited our ability to statistically com-
bine data into a formal meta-analysis.

Eligibility Criteria
All prospective, retrospective, controlled, or uncontrolled 

studies published in peer-reviewed English language journals that 
investigated the role of ML in OCSCC patients and described an 
algorithm to evaluate prognosis were considered.

Participant’s Inclusion/Exclusion Criteria
Studies were considered for analysis that reported results of 

patients aged >18 years and described the use of ML algorithms to 
evaluate prognosis in OCSCC cases. Studies including other head 
and neck subsites or in patients aged <18 years or not related to 
ML as a tool to investigate prognosis were excluded.

Intervention and Comparison
This study investigated the role of ML in determining progno-

sis in OCSCC cases by evaluating predictors such as demographic 
data, clinical symptoms, imaging, features, pathological data, or 
genomic data. ML algorithms were compared with traditional sta-
tistical methods as well as other clinical prognostic instruments.

Outcomes
The primary outcome evaluated was progression or recurrence 

rates, through area under the curve (AUC), and algorithm accu-
racy analysis.

Timing
In studies evaluating overall survival, a minimum median fol-

low-up time of 3 years after treatment was used to evaluate prog-
nosis.

Setting
Tertiary academic and nonacademic hospitals were included.
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Search Strategy
PubMed, Google Scholar, SciELO, and Scopus searches were 

conducted by 2 independent authors (C.M.C.-E. and M.M.-Y.) to 
identify articles published between 1958 and March 2020 that fit 
the inclusion criteria. Studies were screened for the availability of 
full texts. The following keywords were used: ([“oral cavity cancer” 
OR “oral cavity squamous cell carcinoma” OR “machine learning” 
OR “oral cancer” AND “prognosis”]). Wherever applicable, a 
manual review of relevant articles referenced was carried out to 
identify studies missed using the search strategy (Fig. 1). Finally, a 
critical analysis of the selected studies was performed (Table 1). 
Ethics Committee approval was not required for this review.

Assessment of Evidence
Data extraction was done in duplicate to avoid errors. Evidence 

level of studies included was appraised using the Oxford Center for 
Evidence-Based Medicine (OCEBM) Levels of Evidence [32]. The 
risk of bias in individual cohort studies was assessed according to 
the risk of bias in nonrandomized studies of interventions tool 
(ROBIN-I) [33]. Missing data among studies included were re-
vised and summarized.

Results

A total of 81 manuscripts were reviewed, and 46 stud-
ies met the inclusion criteria. Of those, 38 were excluded 
for the following reasons: use of a classical statistical 
method (N = 16), nonspecific for OCSCC (N = 15), and 
not being related to OCSCC survival (N = 7). In total, 8 
studies were included in the final analysis. All eight were 
studied and analyzed; the information is summarized in 
Table 1 [34–41].

The demographic data available for the included stud-
ies are summarized in Table 1. There was a high variation 
in the number of patients included in each study, ranging 
between 31 and 33,065 patients [34–41]. In all the studies, 
the strategy followed corresponded to a supervised ML 
algorithm approach, and the type of algorithms used were 
dynamic Bayesian network, artificial neural networks 
(ANN), support vector machine (SVM), logistic regres-

Fig. 1. PRISMA flowchart.
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sion (LR), decision forest, random forest, gradient boost-
ing machine learning architecture, decision jungle, per-
mutation feature importance, boosted decision tree, na-
ive Bayes, decision tree, and Bayesian network [34–41]. 
Except in one case [37], all the studies corresponded to a 
comparison among different ML algorithms.

The main targets described in the included studies cor-
responded to the evaluation of recurrence prognosis in 3 
studies [35, 37, 38]; OLNM prediction in 2 studies [39, 
40]; risk of progression, 3-year prognosis, and overall sur-
vival prediction in one study, respectively [34, 36, 41]. 
The most commonly described metric was accuracy, 
which ranged between 68% and 100% [34–41]. Other 
metrics described were the AUC, F1 score, precision, and 
recall. Metrics from studies included related to the AUC, 
sensitivity (SE), specificity (SP), positive predictive value 
(PPV), and negative predictive value (NPV) were de-
scribed in online supplementary Table 1 (see www.karg-
er.com/doi/10.1159/000520672 for all online suppl. ma-
terial).

According to the Oxford Center for Evidence-Based 
Medicine grading system, all studies received a grading of 
3. The risk of bias according to ROBIN-I is shown in Ta-
ble 2. Missing data are summarized in online supplemen-
tary Table 2.

Discussion

OCSCC represents a significant health problem glob-
ally [42, 43]. Despite the wide range of prognostic indica-
tors described, the absolute risk estimated for individual 
patients remains understudied and is not commonly ap-
plied when counseling patients [44, 45]. Clinicians gener-
ally rely on the tumor, node, metastasis (TNM) classifica-
tion to convey the severity of a cancer diagnosis and its 
prognosis [46]. The increasing use of computer support 
in hospitals around the world and the increasing avail-
ability of large national databases create an outstanding 
opportunity to explore possibilities of prediction tech-
niques beyond traditional statistics [47].

Evidence about the ML Algorithm as Computer 
Assistant Tool to Evaluate the OCSCC Prognosis
ML algorithms offer different results that can be cate-

gorized as variables; usually these variables can be the 
AUC that measures the ability of a binary classifier to dis-
tinguish between classes and is used as a summary of the 
ROC curve. SE, defined as a measure of the proportion of 
current positive cases that got predicted as positive (true Re
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positive). SP, defined as the proportion of current nega-
tive cases, which got predicted as negative (true negative). 
PPV, which can be defined as the proportion of predicted 
positives cases which are current positives and reflects the 
probability of a predicted positive to be a true positive. 
NPV, which can be defined as the proportion of predicted 
negative cases which are real negatives and reflects the 
probability that a predicted negative case can be a true 
negative. However, despite these concepts are well known 
for almost every doctor, it is sometimes difficult to trans-
late these concepts to the clinical scenario and obtain val-
id conclusions for clinical purposes.

We identified the absence of values like PPV or NPV 
in some papers, something related directly with the scien-
tific nature of these manuscripts because metrics like sen-
sibility and SP are the most used in the clinical scenario, 
despite metrics like PPV or NPV besides being similar, 
are more useful to explain prognosis to our patients. Also, 
it is important to know that in ML metrics, precision can 
correspond to PPV, and recall can correspond to SE (on-
line suppl. Table 1).

The first approach to ML in OCSCC was published by 
Exarchos et al. [34], who compared different algorithms 
to evaluate the risk of progression among 86 patients af-
fected by OCSCC based on baseline clinical data and dis-
ease evolution monitoring data. They reported highest 
accuracy of 86% using the dynamic Bayesian network 
[34]. In another paper published by Exarchos et al. [34] 
to evaluate the risk of recurrence in 41 patients affected 
by OCSCC, clinical, radiological, and genomic data were 
used to validate and train the models (Bayesian network, 
ANN, SVM, decision tree, and random forest). The pro-
posed approach resulted in perfect discrimination (accu-
racy: 100%) between patients with and without disease 

recurrence [35]. A similar study was published by Chang 
et al. [36] evaluating 3-year survival prognosis. The au-
thors developed a hybrid feature selection model and 
compared it with ML methods, both based on the correla-
tion of clinicopathologic and genomic markers. They re-
ported that the hybrid model resulted in the best accu-
racy (accuracy = 93.81%, AUC = 0.90) with the selected 
features of tissue invasion and p63 being the most rele-
vant prognostic markers [36].

In 2019, at least 5 papers related to the use of ML in 
OCSCC prognosis were published. Alabi et al. [37, 38] 
published 2 studies in which they summarized data from 
Finland and Brazil to estimate the risk of locoregional re-
currence in early-stage SCC of the tongue. Both papers 
are in agreement with the initial large sample size studies 
using the same dataset [37, 38]. In the first paper, the au-
thors compared the use of an ANN versus LR (overall ac-
curacy was 92.7% vs. 86.5%) using a web-based applica-
tion [37]. In the second paper, the authors compared dif-
ferent types of algorithms with the SVM and naive Bayes, 
which reported the highest accuracy of 68% and 70%, re-
spectively [38]. Bur et al. [39] published a study including 
1,961 patients from the National Cancer Database in the 
USA that included clinical and histopathological vari-
ables like age, sex, race, ethnicity, primary tumor site, his-
tology, grade, and DOI in an attempt to develop and val-
idate an algorithm to predict OLNM in clinically node-
negative OCSCC. They reported that the decision forest 
was the best classifier, achieving an AUC of 0.840. The 
most relevant finding of this study was the fact that for 
the single-institution data, the predictive performance of 
ML exceeded that of the DOI model (AUC = 0.657, p = 
0.007), and that when compared to the DOI model, ML 
reduced the number of recommended neck dissections, 

Table 2. Risk of bias in individual cohort studies (ROBINS-I)

Author Bias due to 
confounding

Bias in selection 
of participants 
into the study

Bias in classification 
of interventions

Bias due to 
deviations from 
intended 
intervention

Bias due to 
missing data

Bias in 
measurement 
of outcomes

Bias in 
selection of 
the reported 
results

Exarchos et al. [34] Low risk Moderate risk Moderate risk Low risk Moderate risk Low risk Low risk
Exarchos et al. [35] Low risk Moderate risk Low risk Low risk Moderate risk Low risk Low risk
Chang et al. [36] Low risk Moderate risk Moderate risk Low risk Moderate risk Low risk Low risk
Alabi et al. [37] Low risk Low risk Low risk Low risk Low risk Low risk Low risk
Alabi et al. [38] Low risk Low risk Low risk Low risk Low risk Low risk Low risk
Bur et al. [39] Low risk Low risk Moderate risk Low risk Moderate risk Low risk Low risk
Mermod et al. [40] Low risk Low risk Low risk Low risk Low risk Low risk Low risk
Karadaghy et al. [41] Low risk Low risk Moderate risk Low risk Moderate risk Low risk Low risk
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while simultaneously improving SE and SP [39]. Mermod 
et al. [40] also tried to develop, compare, and validate a 
different ML algorithm to estimate the risk of OLNM, by 
combining markers of lymphangiogenesis and angiogen-
esis with clinicopathological features. According to the 
validation cohort, the authors estimated that their model 
would have reduced the risk of overtreating the neck from 
82% to only 9%. However, the authors do highlight that 
in 4% of patients, OLNM would still have been over-
looked [40].

In the largest published study including 33,065 pa-
tients from the National Cancer Database, Karadaghy et 
al. [41] intended to develop a model to predict the 5-year 
overall survival in patients with OCSCC. Variables in-
cluded patient characteristics such as age, sex, race/eth-
nicity, and comorbid disease; tumor characteristics in-
cluded T, N, and M scores and staging as determined both 
clinically and pathologically as well as some additional 
tumor variables such as tumor grade, extracapsular 
spread, and perineural invasion. After training the algo-
rithms, the authors compared the accuracy of the model 
against the TNM staging. The reported AUC for this ML 
model was 0.80 (95% CI: 0.79–0.81), with an accuracy of 
71%, precision of 71%, and recall of 68%. In comparison, 
the AUC of the TNM staging system was 0.68 (95% CI: 
0.67–0.70), with an accuracy of 65%, a precision of 69%, 
and a recall of 52% [41].

Implications for Clinical Practice
Currently, the American Joint Commission of Cancer 

(AJCC) 8th staging system is the most widely used system 
for assessment of prognosis in OCSCC patients. There-
fore, some authors propose the use of nomograms enable 
to visualize the prognostic strength of various relevant 
factors in a single model, with a higher accuracy regard-
ing survival prediction than conventional TNM staging 
system or an individual molecular biomarker [48–51].

However, previous authors considered that traditional 
statistical methods such as Cox proportional hazards re-
gression, LR, and Kaplan-Meier may slow the progress of 
prediction models [41]. This assumption is illustrated by 
the inability of the aforementioned methods to handle 
medical data with high variability, nonlinear interactions, 
heterogeneous distributions or learn new patterns from 
the data generated prospectively to modify and improve 
prognosis accuracy [52, 53]. By contrast, ML may be a 
better instrument to handle large datasets with complex, 
nonlinear, and heterogeneous distributions [52–54]. This 
is a situation commonly found when we try to analyze 
large cancer databases, including different types of vari-

ables [55]. Another common difference between tradi-
tional models studies and ML studies, correspond to the 
assessment of the data including only sample analyzed 
without the inclusion of new data within the algorithm.

At this early point of ML research, the real impact of 
these techniques on OCSCC prognostication is difficult 
to determine. Also, validating the role of ML algorithms 
in OCSCC is difficult at this point as there are unan-
swered questions relating to, e.g., whether one can trust 
ML algorithms to predict prognosis, whether data collec-
tion was good, which one is the best modeling algorithm, 
and whether it is possible to agree on the use of this tech-
nology in a multidisciplinary cancer committee setting. 
One would also need to convince doctors involved in the 
treatment of OCSCC about the benefits of this technique. 
All these questions are relevant to assess the real impact 
of ML in a real-life clinical setting. However, except for 
some web-based applications used in a research environ-
ment, there is currently no widely available implementa-
tion in a real clinical setting.

Despite this, the predictive ability of ML and its ability 
to improve recently developed methods such as DOI to 
predict the risk of OLNM or even to improve prognosti-
cation of the current TNM system, by combining these 
data with demographic, clinical, and histopathological 
data, and other variables can be accepted from the report-
ed literature [39, 41]. Use of ML-based computer progno-
sis support may be translated into a more precise progno-
sis of survival and reduce surgical or treatment morbidity, 
thereby improving patients’ quality of life and permitting 
more accurate counseling. In addition, the development 
of such algorithms is affordable, especially with the sup-
port of a great open-source community providing a host 
of solutions to develop the software. ML may also permit 
the real possibility to fine-tune and adapt prognostic tools 
to suit demographic, clinical, and histopathological data 
of individual countries or regions, and even take into con-
sideration resource constraints.

Limitations and Future Challenges Related to the 
Application of ML in OCSCC
As we have noted, almost all the studies till date have 

been designed to be a proof of concept about the feasibil-
ity of building ML-based cancer prognostic tool. There 
remain significant challenges in applying ML techniques 
in the prediction of the prognosis of OCSCC.

Some of these challenges include the relatively small 
number of patients and data available, and the retrospec-
tive nature of almost all the studies, increasing the risk of 
suboptimal performance due to overfitting problems. It 
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is necessary to apply regularization methods such as ridge 
and lasso or L1 and L2, among others, to combat this. Im-
balanced patient cohorts can be another limitation, e.g., 
in some high-mortality cancers like OCSCC, it is com-
mon to find fewer survivors in the study group. This 
might affect the performance of the algorithm because of 
the imbalanced data used to train. The high risk of miss-
ing data from highly completed datasets is also a chal-
lenge. To overcome this problem, a data imputation 
method based on known data can be used, as proposed by 
Rendleman et al. [55] who described a multivariate impu-
tation by the chained equations (MICE) model that works 
with the assumption that the missing data are missing in 
a random fashion.

Another challenge is the need for a more generic con-
sensus in the best ML training algorithm because of the 
difficulty in evaluating model accuracy among different 
studies. One solution is to start building cancer patient 
databases for prognosis analysis [56–60]. However, spe-
cific infrastructure is needed for data storage to build, de-
velop, and train ML models. Such endeavors also need to 
consider privacy requirements of healthcare data, and the 
buy-in of political administrations, the research commu-
nity, and personal awareness [61]. Finally, there is a glob-
al need for computational researchers who have expertise 
in biomedical research and ML to improve research in 
this area. Finally, we need to highlight the little available 
evidence about ML as a computer assistant approach 
across the literature as a significant limitation of our 
study.

Conclusion

ML has the potential to significantly advance research 
in the field of OCSCC. Advantages are related to the use 
and training of ML models because of their capability to 
continue training continuously when more data become 
available. Future ML research will allow us to improve 
and democratize the application of algorithms to improve 
the prediction of cancer prognosis and its management 
worldwide.
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