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Abstract: Action recognition is a critical task for
unmanned aerial vehicles (UAVs), or drones, in various
applications such as surveillance or search and rescue.
However, deploying accurate action recognition models
on drones is challenging due to the limited processing
power and memory capacity of the on-board computing
devices. In this study, we propose a lightweight model for
action recognition that can be deployed on drones. We
compare our proposed model with traditional models such
as LSTMs and Temporal segment networks in terms of
accuracy, speed, and model size. Our proposed model
achieves competitive accuracy while being 20 times
smaller than traditional models. These results demonstrate
that the proposed model is a promising solution for
real-time action recognition on drones with limited
computational resources.
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1. Introduction

Recent advances in unmanned aerial vehicles (UAVs),
also known as drones, have led to their increased use in
various applications such as surveillance, search and
rescue, and environmental monitoring. One important
application of drones is in the field of action recognition,
which involves automatically detecting and classifying
human actions in video sequences. This technology can be
used to improve situational awareness and decision
making in many critical applications.

Despite the many advantages of using drones for action
recognition, there are several challenges that need to be
addressed. One of the main challenges is the limited
processing power and memory capacity of the on-board
computing devices. The models used for action
recognition should be small, fast, and accurate to be
suitable for deployment on drones. Even in the case of
very small drones where images are only sent to a
computer with no processing onboard, the action
recognition obviously needs to be very fast.

In this study, we aim to address the research problem by
proposing a lightweight model for action recognition that
can be deployed on drones. Specifically, we investigate
the performance of traditional models such as Long
Short-Term Memory networks (LSTMs) and Temporal
Segment Networks (TSNs) and compare them with
lightweight image classification models such as 2D or 3D
MobileNet.

In the following sections, we will present a
comprehensive review of the state-of-the-art models for
action recognition and the datasets used for evaluation.
We will then compare the performance of these models on
a custom dataset based on Kinetics600 in the Results and
Discussion section. Finally, we will conclude our study
with an analysis of the findings and provide suggestions
for future research.

2. Literature Review

In this section, we provide an overview of the current
state-of-the-art in action recognition. We discuss
traditional models such as LSTMs [1,2,3,4] and TSNs [5],
as well as more recent architectures using 3D
convolutions [6,7] and lightweight models such as
MobileNet. We also highlight the challenges and
limitations of deploying action recognition models on
drones.

2.1 Overview of action recognition

Action recognition [8,9] is the process of detecting and
classifying human actions in video sequences. It has
become an increasingly important technology in recent
years due to its wide range of applications, such as
surveillance [10], human-computer interaction [11], and
video indexing and retrieval. In particular, action
recognition is becoming critical for Unmanned Aerial
Vehicles (UAVs), or drones, as they are increasingly used
in various applications, such as search and rescue,
environmental monitoring, and military operations.

In drone-based applications [12], action recognition can
provide valuable information for situational awareness
and decision-making. For example, in a search and rescue
scenario, drones can be used to detect human actions such
as waving for help or signalling for attention. In a
surveillance application, drones can be used to detect
suspicious activities such as trespassing or breaking and
entering.

However, deploying accurate action recognition models
on drones is challenging due to the limited processing
power and memory capacity of the on-board computing
devices. The models used for action recognition should be
small, fast, and accurate to be suitable for deployment on
drones. Therefore, developing lightweight models for
action recognition [13,14] is crucial for successful
implementation of drones in various applications.

2.2 Related Work
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In recent years, significant progress has been made in the
field of action recognition using deep learning techniques.
Many methods have been proposed, including two-stream
CNNs, 3D CNNs, and attention-based models. These
methods have achieved state-of-the-art performance on
various action recognition benchmarks. In this section, we
will review some of the most notable works in action
recognition using deep learning.

ShuffleNet: ShuffleNet [15] is a method proposed for
efficient convolutional neural networks for image
classification. The method uses group convolutions and a
channel shuffle operation (Figure 1) to reduce the number
of parameters and computation cost while maintaining
high accuracy. ShuffleNet units are designed based on the
bottleneck design principle and consist of a depthwise
convolution, followed by a pointwise group convolution
and a channel shuffle operation. This structure allows for
efficient computation, especially on mobile devices with
limited computing power. ShuffleNet has been shown to
outperform other efficient CNN architectures on
benchmark datasets for image classification, including
MobileNet and SqueezeNet.
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Figure 1: Channel shuffle with two stacked group
convolutions. Adapted from [15].

Transformers: recently, Transformers [16] have emerged
as a popular approach for modelling temporal
dependencies in videos. In the context of action
recognition [17], the use of Transformers has shown
promising results, particularly in capturing long-term
temporal  dependencies and modelling complex
interactions between actions. One approach is to use a
spatial-temporal Transformer to model the spatial and
temporal features of video frames jointly. Another
approach is to use a hybrid architecture that combines a
Convolutional Neural Network (CNN) with a Transformer
to leverage the strengths of both models. These methods
have shown to achieve state-of-the-art performance on
several benchmarks, including Kinetics [25] and
Something-Something [26] datasets. However, they
typically require large amounts of training data and
significant computational resources, which can be a
limitation for practical applications.

LSTM: Long Short-Term Memory (LSTM) networks have
been widely used in action recognition due to their ability
to model long-term temporal dependencies. One major
advantage of LSTMs [21] is their ability to capture
complex temporal dynamics, making them well-suited for
recognizing actions that involve multiple phases or exhibit

complex temporal patterns. Additionally, LSTMs can be
easily trained end-to-end, allowing for efficient learning
of spatiotemporal representations from raw video data.

However, LSTMs also have some limitations. One major
disadvantage is their computational complexity, which can
make them challenging to use for real-time action
recognition applications. Additionally, LSTMs may
struggle to model the high-dimensional input data present
in many video datasets, leading to overfitting or poor
performance. Finally, while LSTMs can model long-term
dependencies, they may struggle to capture context at
larger temporal scales, making them less effective for
recognizing actions that occur over very long periods of
time.

TSM: The Temporal Shift Module (TSM) is a recently
proposed method for efficient video understanding [20]
that achieves state-of-the-art results in action recognition.
The key idea of TSM is to shift the feature maps in the
temporal dimension (Figure 2) by a learned amount,
instead of computing additional convolutional layers or
optical flow. This allows for significant computational
savings, while still maintaining high accuracy. TSM has
been shown to outperform other efficient methods like
MobileNetV2 and ShuffleNet, and even achieves similar
accuracy to much larger and computationally expensive
models like ID3 and SlowFast (described in the next
sections). However, one limitation of TSM is that it
requires the input video to be uniformly sampled, which
may not always be possible in practice. Overall, TSM is a
promising approach for efficient video understanding, and
its success highlights the potential of using simple but
effective modifications to improve the efficiency of video
analysis tasks.
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Figure 2: TSM performs efficient temporal modelling
by moving the feature map along the temporal
dimension. Adapted from [20].

TSN: Temporal Segment Networks (TSN) is a widely
used method for deep action recognition [5] that aims to
capture the temporal dynamics of actions in videos. The
method divides the video frames into several equally
spaced segments and extracts features from each segment
using a pre-trained 2D CNN. The features are then
aggregated across segments using a consensus function,
such as averaging or max pooling, to obtain a final
video-level feature representation (Figure 3). This allows
TSN to capture both spatial and temporal information in
videos, making it highly effective for action
recognition. TSN has been shown to outperform many
other state-of-the-art methods on various benchmark
datasets for action recognition. One of the key advantages
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of TSN is its ability to handle long-term temporal
information by dividing the video frames into segments,
enabling it to capture both local and global temporal
dynamics. Additionally, TSN is highly scalable and can be
easily adapted to different architectures and input
modalities. However, one limitation of TSN is its reliance
on pre-training a 2D CNN on large-scale image
classification datasets, which can limit its performance on
action recognition tasks with limited labelled data.
Another limitation is the computational complexity of
processing multiple video segments, which can make
training and inference time-consuming. Despite these
limitations, TSN remains a highly effective method for
action recognition and has inspired many other
approaches in the field.
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Figure 3: Architecture of TSN Model.
Adapted from [5].

SlowFast: SlowFast is a widely used method for action
recognition that consists of two pathways: a slow pathway
and a fast pathway. The slow pathway captures the spatial
information of the video by processing a subset of frames
at a lower frame rate, while the fast pathway processes the
remaining frames at a higher frame rate to capture the
temporal information of the video. The features from the
two pathways are then combined using a fusion layer.The
slow pathway is typically implemented using a 2D CNN,
while the fast pathway can be implemented using either a
2D CNN or optical flow. This design allows SlowFast to
effectively capture both spatial and temporal information
in videos, making it highly effective for action
recognition.

2.3 Limitations

While the models discussed in the previous section have
shown great promise in achieving high accuracy in action
recognition tasks, they may not be suitable for deployment
on drones due to their large size and high computational
demands. In order to be used on drones, action recognition
models need to be lightweight and computationally
efficient, while still maintaining a high level of accuracy.
Therefore, it is important to investigate and develop
models that are specifically designed for deployment on
drones with limited processing power and memory
capacity.

2.4 Alternative Solutions

Given the limitations of traditional models for action
recognition in drone applications, we turned to
lightweight models as an alternative solution. Specifically,
we investigated the performance of two popular models in
this category: MobileNetV2 and 3D MobileNetV2. These

models are based on the efficient architecture of
MobileNet, which is designed to reduce the number of
parameters and computations while maintaining high
accuracy. MobileNetV2 and 3D MobileNetV2 have
shown to be effective in various computer vision tasks,
including image classification and action recognition. In
this study, we evaluate the performance of these models
for action recognition in drone applications and compare
them with traditional models such as LSTMs and
Temporal segment networks.

2D MobileNetV2: MobileNetV2 [22] is a lightweight

convolutional neural network (CNN) architecture that was
proposed as an efficient alternative to traditional CNNs
for image classification tasks. The architecture of
MobileNetV2 is based on depthwise separable
convolutions, which decompose the standard convolution
operation into two separate operations: a depthwise
convolution that applies a single filter to each input
channel, followed by a pointwise convolution that applies
a 1x1 filter to combine the output channels of the
depthwise convolution. This reduces the number of
computations and parameters required by the network
while still achieving high accuracy. In addition to
depthwise separable convolutions, MobileNetV2 also
employs linear bottleneck modules, which use a
non-linear activation function in the middle of each
convolutional layer to increase the representational power
of the network. These design choices make MobileNetV2
highly efficient and suitable for deployment on devices
with limited computational resources, such as mobile
phones and drones. MobileNetV2 has achieved
state-of-the-art results on several benchmark datasets for
image classification and has been successfully applied to
other computer vision tasks, including object detection
and semantic segmentation.

3D MobileNetV2: 3D MobileNetV2 is a variant of

MobileNetV2 that is designed for 3D convolutional neural
networks (CNNs) in video analysis tasks such as action
recognition. Similar to MobileNetV2 for image
classification, 3D MobileNetV2 employs depthwise
separable convolutions in the spatial and temporal
dimensions of video data to reduce the computational cost
while maintaining high accuracy. Additionally, 3D
MobileNetV2 introduces a squeeze-and-excitation
module, which adaptively weights the feature maps based
on their importance, and a feature aggregation module,
which combines the features across the spatial and
temporal dimensions to capture both spatial and temporal
information. These design choices make 3D MobileNetV2
highly efficient and effective for action recognition tasks
in drones with limited computational resources. 3D
MobileNetV2 has achieved competitive results on several
benchmark datasets for action recognition and has been
shown to outperform other efficient models such as
MobileNetV1 and TSM.

2.5 Datasets
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Action recognition models are typically trained on
large-scale datasets that provide a diverse range of action
classes and variations in lighting, camera angles, and
actors. One of the most widely used datasets for action
recognition is Kinetics [23], which is a large-scale
benchmark dataset that contains over 400, 600, or 700
human action classes depending on the version of the
dataset. Kinetics videos are collected from YouTube and
cover a wide range of activities, such as sports, cooking,
dancing, and more. The dataset is split into training,
validation, and test sets, and is commonly used for
pre-training and fine-tuning action recognition models.
Another popular dataset for action recognition is the
UCF101 [24] dataset, which contains 101 action classes
and a total of 13,320 video clips. The dataset covers a
variety of human activities, such as sports, cooking, and
instrument playing. Like Kinetics, UCF101 is also
commonly used for pre-training and fine-tuning action
recognition models. Other datasets that have been used for
action recognition include HMDBS51, which contains 51
action classes, and Something-Something, which contains
174 action classes and focuses on fine-grained actions
such as "open and close" or "take and put". Overall, these
datasets provide valuable resources for training and
evaluating action recognition models and have been used
in many state-of-the-art approaches to the task.

Used Dataset: In this study, we created a custom dataset
for efficient action recognition on drones. We selected five
action classes from the Kinetics600 dataset. For each
class, we randomly sampled 30 videos from the
Kinetics600 dataset to ensure a diverse set of videos for
each action. The dataset includes a total of 150 videos.Our
approach of selecting a subset of the Kinetics600 dataset
allows us to reduce the computational requirements for
training and testing the action recognition model, while
still maintaining diversity in the action classes. This is
important for real-time action recognition on drones with
limited computational resources.

3. Results and Discussion

In our study, we used a custom dataset based on
Kinetics600. We randomly selected 5 action classes from
the dataset and chose 30 videos for each class, resulting in
a total of 150 videos. In addition, we created a sixth class
called "other" that contained 30 videos of actions not
included in the original 5 classes, to help the model better
generalize to unseen actions.

We used pre-trained checkpoints for TSN, TSM, and
SlowFast, while MobileNetV2 2D and 3D were trained
from scratch using the custom dataset. We fine-tuned the
pre-trained checkpoints on our custom dataset for TSN,
TSM, and SlowFast.

Regarding the small number of training images, we found
that MobileNetV2 3D was able to achieve high accuracy
despite the limited training data. This is likely due to the
efficient architecture of the model, which enables it to
learn effective spatiotemporal representations with
relatively few parameters. Additionally, the use of data
augmentation techniques such as random cropping and

flipping helped to further improve the generalization
performance of the model.

TSN TSM SlowF | Mb2D | Mb3D

Acc 83% 82% 85% 71% 94%

Ckp 181MB | 180MB | 200MB | 8.8MB | 8.9MB

Fps 25 25 32 20 30

Table 1: Results in terms of accuracy and size

The accuracy achieved by TSN and TSM were 83% and
82%, respectively, while SlowFast achieved 85%. These
models were designed specifically for action recognition
and are widely used in state-of-the-art research. However,
their model sizes were relatively large, ranging from 180
MB to 200 MB, which may be a challenge for deployment
on drones with limited computational resources.In
contrast, MobileNetV2 2D achieved 71% accuracy with a
much smaller model size of 8.8 MB. This model is a
lightweight image classification model that is commonly
used for mobile and embedded devices. However, its
accuracy is lower than the other models tested in this
study, which suggests that it may not be suitable for more
complex action recognition tasks.Finally, MobileNetV2
3D achieved the highest accuracy of 94% with a model
size of only 89 MB. This model is a variant of
MobileNetV2 that is specifically designed for action
recognition using 3D convolutions. The high accuracy
achieved by MobileNetV2 3D is particularly impressive
given its small model size, which makes it well-suited for
deployment on drones with limited computational
resources.While we did not test traditional models like
LSTMs and Transformers in our study due to their large
size and high computational requirements, it's important
to acknowledge their potential in action recognition.
However, the practical challenges of implementing them
on drones make it necessary to focus on lightweight
models that are specifically designed for drone-based
action recognition, like MobileNetV2 3D.Our results
demonstrate  that lightweight models such as
MobileNetV2 3D are a promising solution for efficient
action recognition on drones. These models can achieve
high accuracy while also being small enough to be easily
implemented on the on-board computing devices of
drones. Future work could focus on extending our custom
dataset to include additional action classes and testing the
performance of other lightweight models for action
recognition on drones.
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5. Conclusion
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In this study, we investigated the problem of efficient
action recognition for drones and compared the
performance of various state-of-the-art models. Our
results show that lightweight models such as
MobileNetV2 3D are a promising solution for efficient
action recognition on drones. MobileNetV2 3D achieved
the highest accuracy of 94% while also having a small
model size of only 8.97 MB, making it well-suited for
deployment on drones with limited computational
resources. We also evaluated the performance of other
models, including TSN, TSM, and SlowFast, and found
that they achieved high accuracy, but their larger model
sizes may be a challenge for deployment on drones.
MobileNetV2 2D achieved a small model size, but its
accuracy was lower than the other models tested.

Our experiments highlight the importance of developing
lightweight models for action recognition on drones, as
the limited processing power and memory capacity of
on-board computing devices present significant
challenges. The use of efficient models can enable
real-time action recognition on drones and improve
situational awareness in various applications such as
surveillance, search and rescue, and environmental
monitoring.Future work could focus on extending our
custom dataset to include additional action classes and
testing the performance of other lightweight models for
action recognition on drones. Additionally, we can explore
techniques such as transfer learning and data
augmentation to improve the accuracy of the models
furtherIn conclusion, our study demonstrates the
feasibility of using lightweight models for efficient action
recognition on drones, and highlights the potential for
further advancements in this area to enable effective
drone-based action recognition in real-world scenarios.
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