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ABSTRACT 
Human audience analysis is crucial in numerous domains to under-
stand people’s behavior based on their knowledge and environment. 
In this paper we focus on simulation-based training which has be-
come a popular teaching approach that requires a trainer able to 
manage a lot of data at the same time. We present tools that are 
currently being developed to help trainers from two diferent felds: 
training for practical teaching gestures and training in civil defense. 
In this sense, three technological blocks are built to collect and 
analyze data about trainers’ and learners’ gestures, gaze, speech 
and movements. The paper also discusses the future work planned 
for this project, including the integration of the framework into 
the Noldus system and its use in civil security training. Overall, the 
article highlights the potential of technology to improve simulation-
based training and provides a roadmap for future development. 
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1 INTRODUCTION 
Simulation-based training is a well-established method for training 
professionals in various felds, including healthcare, aviation, and 
defense. However, while this training method allows learners to 
develop their skills in situations that reproduce professional sit-
uations [16], trainers may encounter difculties in managing it. 
Since simulation situations take place in a constantly evolving dy-
namic environment, trainers may fnd it challenging to consider 
all the information related to learners’ activity that comes their 
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way [13]. In recent years, to lighten trainers’ cognitive load, ad-
vances in technology have enabled the collection of large amounts 
of data during training sessions, providing valuable insights into 
trainee performance and behavior. In this paper, we describe our 
eforts to develop a technological framework that integrates various 
components, such as microphone arrays, eye-tracking glasses, and 
3D cameras, to collect and analyze data during simulation-based 
training which can be generalized to any audience understanding. 

2 SIMULATION ENVIRONMENT AND 
TECHNICAL REQUIREMENTS 

Even if diferent types of simulation training exist, all simulation 
training contains specifc phases. In all those phases, the trainer’s 
and learners’ activity can be assisted by technology. This section 
presents our simulation framework and how technology is inte-
grated into it. 

2.1 Types of Simulation Training 
From a global perspective, simulation represents the action of imi-
tating, copying or reproducing [11]. This defnition can be refned to 
refer to simulation in the feld of education and training. Simulation-
based training allows learners to be immersed in a realistic profes-
sional situation, directed by a scenario, and that takes place in a 
physical space that reproduces, to varying degrees of fdelity, the 
real environment of the situation [16]. Within the framework of 
this paper, two areas were favored to constitute the framework of 
analysis: training for practical teaching gestures (micro-teaching) 
and training in civil defense. 

Micro-teaching aims to immerse learners, or future teachers, in a 
simulated classroom situation. During this training, future teachers 
are required to teach students (considered here as the audience) 
played by their peers. This simulated situation allows future teach-
ers to test diferent teaching strategies and subsequently evaluate 
them. Civil defense training, on the other hand, aims to enable 
professionals to develop risk management skills. Professionals in 
the relevant felds (such as frefghters considered here as the au-
dience) are confronted with simulated situations, including a risk 
to control. Even though this paper focuses on two diferent felds, 
the simulations conducted share similarities, particularly in their 
structures and objectives. 

2.2 Simulation Phases 
Therefore, the simulation situation constitutes "the product of the 
learners’ activity during the simulation" [5] and allows the acquisi-
tion of professional skills through activity and refective analysis of 
that activity [19]. It is traditionally divided into three phases: brief-
ing, simulation session, and debriefng [25]. Each of these phases 
has its objectives, and "trainers and learners deploy activities of dif-
ferent nature in these three phases" [10]. To those three traditional 
phases, we have added a fourth one: the auto-debriefng phase. All 
those phases are presented in Figure 1. 

2.2.1 Briefing (T1). 
The briefng allows the trainer to present the obstacles learners 
will face and the pedagogical contract and establish a climate of 
confdence with learners. During this phase, the trainer makes a 

Figure 1: The diferent phases of the simulation. 

reminder of the knowledge necessary to master the situations met 
in the simulation. 

2.2.2 Simulation Session (T2). 
Simulation session constitutes the simulation itself where the au-
dience is monitored. During this time, the trainer manages the 
situation and regulates the learners’ activity. The trainer diagnoses 
the problems encountered by learners and decides to intervene if 
necessary. 

2.2.3 Debriefing (T3). 
The debriefng aims at learning through the analysis of the situation 
and the activity that was carried out by the learners. The trainer’s 
mission is to encourage the learners to take a refective look at 
the activity they performed during the simulation phase, to enable 
them to develop knowledge and skills that can be transferred to 
other situations. 

2.2.4 Trainer-Centered Debriefing (T4). 
There, the trainer takes a refective look at their activity. It is there-
fore clear that the trainer’s activity varies greatly when conducting 
training through simulation. In addition, simulation scenarios are 
often complex and dynamic, which makes the trainer’s task even 
more difcult. The trainer can quickly become overwhelmed by 
the amount of information to process and may fnd themselves in 
a situation of cognitive overload. As a result, it complicates and 
questions the impact of the trainer’s activity on the productive 
activity of the learners during the simulation (what they do during 
T2) and on the constructive refection activity of the learners (what 
they learn from what they did during T2). In order to lighten the 
trainer’s cognitive load, technological tools can be used to assist 
them. 

2.3 Technological Implications 
Several studies have shown that trainers, whether experienced or 
novice, face difculties in observing, analyzing, and guiding learn-
ers’ activity in simulation and debriefng [13, 24]. However, in order 
to help trainers and lighten their cognitive load, it is necessary to 
provide them with concrete data necessary to analyze the simulated 
situation. Nonetheless, since this paper focuses on two diferent 
felds, micro-teaching and civil defense, the developed tools should 
be adapted to all situations without disrupting the normal course of 
action. This also ensures that the same tools can be used to monitor 
any audience. Table 1 show priority information extraction accord-
ing to the phase of training and feld which can be divided into 3 
parts : 1) extract the level of attention, 2) detect behaviors, and 3) 
locate speech. 
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Table 1: Link between technological framework, data, and time of analysis. 

Micro-teaching Civil defense 
During T2, to be analyzed in T3 and T4 
• Future teacher’s gaze (distribution of the 
gaze following the zone or the students)1 

• Future teacher’s movements 2 

• Speech 3 

During T3, to be analyzed in T4 
• Trainer’s gaze 1 

• Future teacher’s gestures 2 

• Speech 3 

During T1, to be analyzed in T3 et T4 
• Speech 3 

During T2, to be analyzed in T3 and T4 
• Trainer’s gaze 1 

• Trainer’s and learners’ movements 2 

• Speech 3 

During T3, to be analyzed in T4 
• Trainer’s gaze 1 

• Trainer’s and learners’ gestures 2 

• Speech 3 

1 Attention Measurement, 2 Scene and Behavior Analysis, 3 Speech Localization 

3 TECHNOLOGICAL FRAMEWORK AND 
EXPERIMENTS 

The technological framework used in our project incorporates sev-
eral dimensions, including attention measurement, scene and be-
havior analysis, and speech localization. This section provides an 
overview of these dimensions, including their state of the art, tech-
nology choices, and initial experimental results. The experiments 
were conducted in the context of micro-teaching, as the working 
environment was better controlled. The micro-teaching room is 
equipped with Noldus system [3], which records audio and video 
data using MediaRecorder. However, we have considered the con-
straints of other domains, to make our work scalable. 

3.1 Attention Measurement 
The human gaze does not focus on the environment in a linear 
manner, but rather prioritizes incoming information based on tasks 
or difculty of understanding [15]. Analyzing a person’s eye move-
ment provides useful information on fatigue, concentration and 
task performance. It can indicate knowledge assimilation related to 
tasks. Eye movement analysis can also inform trainers about factors 
that facilitate or hinder task performance, such as the presence of 
distractors. 

We thus decided to use the eye-tracking technology to measure 
attention during simulation sessions and post-simulation debrief-
ings. By using this technology, it has been possible to collect data 
during simulation sessions for discussion during post-simulation 
debriefngs. Through these sub-sections, we aim to provide a com-
prehensive overview of our approach to attention measurement 
using eye-tracking technology. 

3.1.1 Atention Measurement using Eye-tracking Glasses. 
We aimed to measure the visual activity of specifc individuals 
through eye-tracking analysis to obtain a measure of attention. In 
micro-teaching, both the teacher’s and trainer’s visual activity will 
be studied and, in civil defense training, only the trainer’s visual 
activity will be analyzed. 

Therefore, we looked for a good ratio between eye-tracking be-
ing less invasive and having a reasonable price. After comparing 
three commercial solutions [14, 27, 29], we chose to focus on Pupil 

Labs Invisible glasses (Figure 2), which appeared to meet our ex-
pectations, and about which the research laboratory already had 
technical knowledge. To confrm this decision, we conducted in 
situ tests. 

Figure 2: Pupil Labs’ Invisible glasses contain cameras in 
their frames to track pupils and a front-facing camera to 
record the environment [14, 30]. 

As mentioned, tests were conducted in the context of micro-
teaching because it allowed us to work in a more stable and control-
lable environment than in the civil defense training feld. For this 
purpose, several future teachers were equipped with eye-tracking 
glasses, and data was recorded while they were teaching (simula-
tion of a 30-minute teaching session on a topic freely chosen by the 
future teacher). We then analyzed the recordings using the enrich-
ment tools provided with the glasses, such as face detection and QR 
code detection for visual attention measurement. The results were 
satisfying: eye-tracking works as expected and indicates with the 
desired precision the areas that are viewed by the wearer. Figure 
3 shows the viewed area with the red circle and face detection 
with the blue squares. Nonetheless, it appeared that face detection 
was not perfect for several reasons: occlusions, suboptimal face 
orientation, face too far away, rapid scanning... 

Regarding the QR codes, two surfaces were created: the black-
board and the background of the classroom. Figure 4 illustrate the 
creation of regions of interest with QR codes. Despite partial de-
tection of the QR codes, the "background of the classroom" area 
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Figure 3: Gaze position (red circle) of a future teacher (here 
the student) in a micro-teaching environment using Pupil 
Invisible glasses. 

remains relatively close to our defnition, and heatmaps (Figure 5), 
which represent the areas that have been most viewed on these 
surfaces, could be generated. 

Figure 4: The region of interest, represented by a quadrilat-
eral with blue and red edges, is determined by QR codes. 

We also noticed problems with QR code detection, for similar 
reasons as for faces detection, but which do not seem to have a 
signifcant impact, based on the qualitative analyses carried out, 
which will need to be confrmed by quantitative analyses. 

Other interesting eye metrics, fxations and saccades (Figure 6), 
could also be accessed from the tools provided by the eye-tracking 
glasses. Saccades are rapid eye movements that optimize informa-
tion intake by positioning the attention-grabbing element on the 
fovea, the area of maximal resolution in the eye. Fixations, on the 
other hand, represent relatively stationary periods between two 
saccades and can be characterized by their duration and amplitude, 
represented by a circle. 

We have tested the measures of saccades and fxations. Figure 7 
illustrates the visualization of these metrics during a micro-teaching 
session. The results are encouraging to obtain more detailed infor-
mation on visual behavior, but we will need to carefully analyze 
the impact of tracking errors on these metrics. 

3.1.2 Post-simulation Debriefing using Eye-tracking Data. 
Regarding the attention analysis during debriefngs, a laboratory 
with a fxed eye-tracking system has been developed to analyze 
the trainers’ activity during the observation and evaluation of a 
teaching lesson. Several possibilities were explored, such as Tobii 

Figure 5: Heatmap on the area of interest defned at the back 
of the classroom (top) and Heatmap on the area of interest 
defned on the board (bottom). 

Figure 6: Examples of fxations and saccades (top: schematic 
diagram, bottom: fxations and saccades on text) [20] 

Pro or Noldus glasses. Our choice was the GazePoint fxed eye-
tracker GP3-HD, as it appears to meet our needs after testing (Figure 
8) and a relatively low hardware price. Moreover, it also seems to be 
as reliable as more expensive systems according to several studies 
[2, 8]. 

Considering that the supervision strategies of future teachers 
should be extended to all actors in pre-service training [21], a com-
parative study of the visual strategies of future teachers (N=19) and 
their academic and practicum supervisors (N=10) was carried out 
using fxed eye-tracking technology. Each group of participants 
watched an excerpt (8 minutes) of an authentic teaching-learning 
lesson twice. On the second viewing, participants were asked to 
comment on the video using the Think Aloud process concurrent 
protocol [23]. Initial eye-tracking results indicate that, compared to 
future teachers, supervisors have a faster information processing 
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Figure 7: Saccades (in white) and fxations (in blue) of the 
future teacher during a simulation. The image is taken from 
the video showing fxations from 2410 to 2418 and shows the 
eye tracking path. 

Figure 8: The GazePoint GP3-HD eye tracker is placed at 
the bottom of the screen to capture the attention of trainers 
during debriefng. 

speed, give less fxation time to the teacher in the video and appear 
to spot a distracting event more slowly but have a faster return to 
viewing the scene. 

3.2 Scene and Behavior Analysis 
To analyze behavior, it is frst necessary to detect and track people’s 
movements accurately. A digital skeleton model could be used to 
represent an individual and easily track their movements while 
maintaining fdelity. The skeleton consists of several characteristic 
points (joints) connected by sticks (bones) and their 3D tracking 
over time allows for a representation of the body movements. Deep 
Neural Networks (DNNs) revolutionized the feld of body tracking 
by allowing for the modeling of more complex and stable skeletons 
even with simple 2D cameras. OpenPose [4] is one of the pioneering 
algorithms in this feld, and other pose detection methods, includ-
ing lighter computer vision techniques, exist in platforms such as 
TensorFlow [1] and MMPose [6]. Once the skeleton is detected, it 
is tracked over time based on the proximity of the diferent points 
in the skeleton across diferent video frames. This approach works 
well in 2D but performs less efectively when one person is occluded 
by another. In such cases, the use of cameras capable of calculating 
depth provides 3D coordinates that ofer greater resistance to occlu-
sions. Cameras like the OAK-D [18] or Stereolabs ZED2 [26] allow 

for the extraction of depth information in ecological situations, and 
the ZED2 camera provides more robust person tracking and faithful 
movement modeling with skeleton detection methods that do not 
require additional commercial licenses. People tracking can be done 
using either skeletons or bounding boxes, providing less data than 
the skeleton. 

For our setup, we opted for stereoscopic 3D cameras, the ZED2 
cameras, which met our project’s requirements in terms of reso-
lution, refresh rate, ease of use, etc. Furthermore, the Stereolabs 
API already integrates OpenPose for body tracking and YoloV5 for 
object detection (Figure 9). 

Figure 9: 3D People tracking with ZED2 camera and API 
(top: “bounding box” with barycenter path over time, bottom: 
skeleton detection) [26]. 

To confrm this choice, tests were conducted simultaneously 
with the Pupil Labs glasses during micro-teaching sessions. We 
recorded diferent scenarios with two stereoscopic cameras, placed 
at opposite ends of the room to cover the scene as best as possible 
and minimize occlusions caused by people’s movements, as shown 
in Figure 10. 

The students and the trainer were detected and had a bounding 
box that followed their movements. This simulation was relatively 
simple from the perspective of detecting and tracking people: in 
fact, the only person who can move freely is the teacher, with 
the students being relatively stationary. The results of 3D people 
tracking are generally satisfactory in this type of environment, 
although the efects of any tracking errors on the results of our 
measurements need to be analyzed. The next step is to synchronize 
the camera streams with the eye-tracking glasses. 
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Figure 10: Visuals of the 2 camera views with people detection 
and tracking, and object detection. Cameras positioned in 
opposition. The right parts represent the displacement of the 
bounding boxes. 

Once people are detected and tracked in a simulation, various 
social signals can be measured [9, 12, 22] to gain insight into the 
interpersonal relationships and interactions between learners and 
instructors (proxemics, gestures, face expressions...). 

3.3 Speech Localization 
In this technological component, our primary goal is to localize 
speech. As our research is still ongoing, we have not selected tech-
nology yet, but working with a microphone array seems relevant. 

A microphone array (Figure 11) is a system of multiple micro-
phones arranged in a specifc pattern in a space to capture sound. 
The network uses signal processing to analyze the diferences in ar-
rival time of sound waves at each microphone, which helps estimate 
the location of the sound source in three-dimensional space. Addi-
tionally, the system can enhance the desired sound while suppress-
ing unwanted noise by analyzing the signals from each microphone 
in the array. 

The goal is to analyze the audio in a scene to determine the 
orientation, and possibly the position, of sound sources, and then 
try to analyze emotions [17, 28] in speech and to transcribe speech 
to text. 

4 FUTURE WORKS 
We previously described the 3 technological components that will 
have to interact: microphone array, eye-tracking glasses, and 3D 
cameras. These components will provide various data during difer-
ent stages of the simulation (Table 1). To ensure that the technical 
development is oriented towards a concrete and usable response for 
trainers, we have already established the intended purpose for each 
type of data, a representation mode for the analyses, as well as some 
technical remarks regarding data collection or processing. The goal 

Figure 11: Schema of a sound location detection array [7]. 

is to work on tool development while having a clear objective for 
result representation (Table 2). 

Once these modules are sufciently advanced and capable of 
providing us with correct results, it will be possible to inject them (in 
whole or in part) into the Noldus system already used for observing 
simulation and debriefng sessions (Figure 12). We plan to perform 
ofine analysis of the captured data and ensure that the result can 
be communicated and integrated as best as possible into the Noldus 
system. 

Figure 12: The fgure shows the technological components 
that will be developed in this project (in blue) and will have 
to communicate with the existing system in the observation 
laboratory, the Noldus system for audio and video data cap-
ture. 

Once the technological framework is ready, it can be used in 
the other planned analysis framework of this project, namely civil 
security training. In this regard, we are highly attentive to the tech-
nologies used and developed to ensure that they remain functional 
in more "wild" conditions, as we have already observed in these 
environments. 
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Table 2: The table above details, by type of collected data, the pursued purpose as well as some technical remarks regarding 
data acquisition or processing (in italic). This is for both domains concerned. 

Micro-teaching Civil defense 

Co
m
pu

te
r V

isi
on

 (Z
ED

2 
&

 E
ye
-tr

ac
ki
ng

) 
Future teacher’s movements 
• Heatmap of the future teacher’s 
movements in the classroom 
• Heatmap for the entire duration of a 
micro-teaching session, as well as 
several maps at regular intervals 
› The map should also indicate the 
location of the students (fxed points) 

Future teacher’s gaze tracking 
• Obtain a "gaze" heatmap: distribution 
of gaze by zone and/or by student 
(based on fxation times, for example) 
• Compare subjective view (eye-tracking 
glasses) to objective view (ZED2 
camera) at a specifc moment 
› Synchronize eye-tracking camera with the ZED2 

Future teacher’s pointing/gestures 
• Identify moments of "break" associated 
with large gestures or a change in 
posture 

Learners’ and trainer’s movements 
•Heatmap of the trainer’s movements 
•Map of the movements of each trainee 
•Map of the movements of the group of 
trainees vs. the trainer 

Future teacher’s gaze tracking 
•Obtain a "gaze" heatmap: distribution 
of gaze by zone and/or by student 
(based on fxation times, for example) 
•Compare subjective view (eye-tracking 
glasses) to objective view (ZED2 
camera) at a specifc moment 
› Synchronize eye-tracking camera with the ZED2 

Future teacher’s pointing/gestures 
•Identify moments of "break" associated 
with large gestures or a change in 
posture 

Au
di
o 

Speeches (from each individual and from 
the future teacher vs. students) 
•Identify who is speaking at a specifc 
moment (occurrence of speeches) 
•Measure the speaking time of diferent 
individuals during the simulation or 
during a specifc time period (duration 
of speeches) 
› Synchronize the sound of the room, the 
sound of the future teacher’s 
microphone,and the sound of the 
eye-tracking glasses 

Speeches (from each individual and from the 
trainer vs. trainees) 
•Identify who is speaking at a specifc 
moment (occurrence of speeches) 
•Measure the speaking time of diferent 
individuals during the simulation or 
during a specifc time period 
(duration of speeches) 
•Identify who is speaking with whom 
(the group of trainees vs. the trainer who 
is exchanging with a particular trainee) 

5 CONCLUSION 
In this paper, we presented a technological framework for collect-
ing and analyzing data on any audience and we focused here on 
simulation-based training, using eye-tracking glasses, 3D cameras 
and microphone arrays. Our initial results demonstrate the potential 
of these tools to provide valuable insights into trainee performance 
and behavior, while also reducing the mental workload of trainers 
in audience analysis. Moving forward, we plan to continue devel-
oping these tools and integrating them into the Noldus system. We 
believe that this framework has the potential to enhance the efec-
tiveness of simulation-based training in various felds, including 
civil security training but also, to analyze any audience watching 
any data content such as a performance, show, museum... 
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