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ABSTRACT
The aim of this project is to create an interactive assistant that incor-
porates different assistive features for blind and visually impaired
people. The assistant might incorporate screen readers, magnifiers,
voice synthesis, OCR, GPS, face recognition, and object recognition
among other tools. Recently, the work done by OpenAI and Be My
Eyes with the implementation of GPT-4 is comparable to the aim
of this project. It shows the development of an interactive assistant
has become simpler due to recent developments in large language
models. However, older methods like named entity recognition and
intent classification are still valuable to build lightweight assistants.
A hybrid solution combining both methods seems possible, would
help to reduce the computational cost of the assistant, and would
facilitate the data collection process. Despite being more complex
to implement in a multilingual and multimodal context, a hybrid
solution has the potential to be used offline and to consume less
resources.

CCS CONCEPTS
• Human-centered computing → Interactive systems and
tools.
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1 INTRODUCTION
The population of visually impaired people in Belgium is about one
hundredth of the country’s population[25]. Among which about
one tenth is legally blind. Because people tend to live longer, it is
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speculated that this population will increase, since visual impair-
ment tends to appear at an older age[8]. In the current context, it
means, newly visually impaired people need to learn how to use
the accessibility tools (including digital ones) without any previous
knowledge on the usage of these tools. For example, if to gain some
autonomy they need to use a smartphone, and it’s accessibility
features (TalkBack[9] on Android and VoiceOver[7] on iOS), they
must learn a set of non fully intuitive gestures. This makes the
interface hard to learn, moreover, when their cognition is affected
by their health condition.

Indeed, some vocal assistants already exist (e.g. Siri, Alexa, Google
Assistant, Cortana, etc.), but they are mostly not conceived with
accessibility in mind. However, a lot of accessibility tools exist, and
if the user knows how to handle them, they help to read some text,
detect objects, recognize people, etc. Other specialized tools are im-
plemented in hardware solutions (e.g. electronic reader, magnifying
glass, etc.), making them nearly unupgradable and expensive, since
produced at a low scale. For the most efficient tools, the expen-
siveness of those solutions is an issue. Moreover, in Belgium, the
visually impaired and blind people can only purchase one of those
tools, rendering the selection of such a tool delicate and crucial.

Therefore, building an interactive assistant for blind and visually
impaired people is interesting. Such an assistant might incorporate
screen readers, magnifiers, voice synthesis, OCR, GPS, face recog-
nition, and object recognition among other tools. With the current
advance in large language models, it is easier to implement such
an assistant. However, these models are computer intensive (and
thus power hungry). Implementing a hybrid solution cascading a
more traditional method (e.g., using intent classification and named
entity recognition) and a large language model might be a conve-
nient solution to reduce the computational cost of the assistant.
Moreover, it would facilitate the data collection process. Despite
being more complex to implement in a multilingual and multimodal
context, a hybrid solution has the potential to be used offline and
to consume less resources.

2 RELATEDWORK
The most notorious work so far in this regard is the virtual volunteer
developed by OpenAI and Be My Eyes[11]. Their project uses GPT-
4[10] to answer questions from visually impaired people. The model
uses multiple modalities (at least text and image) to answer the
user’s requests. The app allows accessing a virtual volunteer that
answers to specific questions. The strength of this project is the use
of a large language model that interfaces the different modalities. It
makes the virtual volunteer robust when it comes to understanding
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the user requests. However, these models are really large, which
makes them dependent on remote servers. This can be an issue for
the visually impaired people, since from time to time they can find
themselves disconnected from the internet.

Granted, other assistive tools exist. For example, the NVDA
screen reader[3] is a free and open source screen reader for Mi-
crosoft Windows operating systems. It is developed by NV Access, a
non-profit organization. You can also use the JAWS[1] screen reader,
a commercial screen reader. These solutions are not designed to
be used on smartphones, and are not conversational. On smart-
phones which are mainly running on Android or iOS, TalkBack and
VoiceOver are the default accessibility tools. Again, they are not
conversational tools, and not always intuitive to use. Despite this
fact, they are, by default of better solutions, the most used tools by
the visually impaired people, since they help them to gain some
autonomy and access all the other apps.

Specialized applications (e.g., Seeing AI[6], Lookout[5], Envision
AI[4], Be My Eyes[19], OOrion[12], Blindsquare[23], etc.), like the
previously mentioned Be My Eyes, which allows connecting vi-
sually impaired people with sighted volunteers, are also available.
Some mobile applications are focused on specific tasks, like OCR,
which consists in reading text from a picture or object detection
from a picture. In most cases, if not all, it is needed to access these
apps via the accessibility tools (i.e., VoiceOver or TalkBack). This
makes the usage of these tools cumbersome, and again not really
intuitive.

The specialized applications often use computer vision to help
visually impaired people. This shows the progress in this field, but
does not solve the problem of the usability of the accessibility tools.
Indeed, models like YOLO and SSD are used to detect objects in
images. Google Tesseract[2] is really efficient to performing OCR.
RetinaFace[13] allows detecting faces on images, while FaceNet[17]
is used to recognize faces. All these models are virtually monomodal,
which induce an interface must be built to use them. GPT-4 on
the other hand is multimodal (text inputs, image inputs and text
outputs)[26] and thus can more easily be used in a conversational
interface. However, unlike the Virtual Volonteer, our goal is to have
smaller models that can be used with less resources, and thus used
offline most of the time. For more complexes or new tasks, the
assistant can use a remote server to perform the task via larger
models.

3 METHODOLOGY
The aim is to build a prototype of an efficient conversational inter-
face that allows the visually impaired people to use the accessibility
tools. The first step is to find which tools are the most used by the
visually impaired people. The second step is to build a prototype of a
conversational interface that allows the user to use the accessibility
tools. The third step is to evaluate the interface, and to see if it is
efficient.

Since it is not possible to directly find which features must be
implemented, the order of the two first steps is not fixed, because,
it may be necessary to rethink the list of features while working
on the prototype. To find which tools exist and are used, various
meetings have been held with experts, visually impaired people,
and people working in the field. The goal was to find which tools

are the most used, and which tools are the most efficient. Due to the
extent of such an interactive assistant, the prototype is not yet fully
implemented, and only a reduced set of tools will be integrated.
The current focus is on facial recognition on 2-dimensional RGB
images.

A first list of use cases that apply to both blind and visually
impaired people has been produced for the prototype. The use cases
are the following:

navigation the user can ask to navigate to a specific location
and the assistant will open the appropriate application (e.g.,
Google Maps, Apple Maps, etc.) and will guide the user to
the destination.

face recognition the user can ask to add or remove a face in
its local database. She/he can also check if someone is in the
room and if so, the assistant will propose to navigate to the
person. The assistant can also produce a list of the people in
the room.

age and sex recognition if asked, the assistant will try to es-
timate the sex and the age of the person in front of the
camera.

emotion recognition if asked, the assistant will try to esti-
mate the emotion of the person in front of the camera.

object recognition using the camera, the assistant will try
to detect objects in the room and will produce a list of the
objects. The user can ask if a specific object is in the room
and to be guided to it.

color recognition the user can ask the color of a specific ob-
ject. The user can ask for the dominant color of the room.
The user can ask for the color of the visible objects in the
room.

optical character recognition (OCR) the user can ask to read
a text from a specific object (a sign, a book, a display, etc.).
The user can ask if some texts are present in the room, and
the assistant will produce a list of objects containing text.

money recognition the user can ask to recognize the value
of a specific object (a coin, a banknote, etc.).

environment recognition the user can ask for a description
of the environment (similar to captioning models that will
produce a summary of what is present in the field of view of
the camera).

It is to be noted that some of these use cases are interdependent.
For instance, face recognition, sex, age, and emotion recognition
are all dependent on a face detection system. The same goes for
object recognition, color recognition OCR, and money recognition,
that all depend on an object detection system.

Another important point about the face related models (age, sex,
emotion, etc.), is the fact that they are not always accurate[35].
Emotion recognition alone is affected by this issue, since facial
expressions can be identical for different emotions in different
context, and datasets include ethnic bias, etc.[14, 16]

3.1 Prototype of interactive assistant
In order to build an interactive assistant, it is mandatory to explore
the various natural language processing (NLP) techniques that exist
to build a conversational interface and the generic architecture of
such an interface (see figure 1).
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Figure 1: Generic architecture of a conversational inter-
face[22].

3.1.1 Natural language processing techniques. Former techniques
involved the use of a rule based system. These systems use a gram-
mar to parse the user’s input and then produce the appropriate
response. The grammar is usually handcrafted, and thus the system
is not really flexible (lack of robustness, and lack of scalability).

More recent NLP techniques rely on machine learning. For in-
stance, models that are used to perform intent classification can be
trained on specialized dataset (user requests as inputs and intents
as outputs). This allows to roughly understand the intention of the
user and in a second time to extract the entities (e.g., the location,
the object, the name of a person, etc.) from the user’s input. The
entities and intention can then be used to perform the appropriate
action.
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Figure 2: Approximative evolution of the usability of a spo-
ken language interface in function of its flexibility[24].

The main difficulty lay in the design of the dataset, since it is
application specific and thus depends on the implemented features.
Furthermore, when trying to increase the flexibility of such systems,
the usability tends to decrease (see figure 2). This may be related
to the fact that increasing the flexibility is usually linked to the
increase of possible user’s inputs. Thus the system will be more
prone to errors.

3.1.2 Large language models. The newest large language models
are different. They can be considered as autocorrect/autofill models
on steroid. They are alone only able to predict the likeliest next
words. Using them as conversational agent is in some sense a hack.
It may require to fine-tune the model for this specific task (e.g.,
ChatGPT uses/used gpt-3.5-turbo a model fine-tuned via reinforce-
ment learning especially for conversational tasks[27]). Before, it
was already possible to use a few-shot technique to make GPT-3
act as a conversational AI. The idea is to provide a few examples
of conversation to the model, and to let it learn from them. This
is a powerful technique that has been named prompt engineering
and is still used with ChatGPT. The given prompt provides some
context to the model and will make it reply in a predictable, defined
manner (e.g., it could be asked to the model to take the role of a
specialized assistant for visually impaired people).

As for previous NLP techniques, large language models are able
to extract the intent and entities from the user’s input[15]. Further-
more, they can directly generate the appropriate function code to
trigger some task if the prompt is well-designed.

3.1.3 Hybrid approach. Another approach would be a hybrid sys-
tem with a more classic deep learning approach to first handle the
user input. Then, if the input is too complex, pass the input to a
large language model to generate the appropriate response. The
main advantage of the method is that the system is more robust to
exotic input and more efficient than a pure large language model.
The main drawback is that it requires to train neural networks for
each language and task. However, the large language model can
help to train the neural network (e.g., by assisting the data mining
for the dataset). The hybrid approach can help to create a work-
ing Wizard of Oz[22] with the large language model, which will
facilitate the design of specialized datasets.

Remains the implementation of a prototype, which can easily be
achieved using Python’s modules like Flask, pyttsx3 and some APIs,
like the one of OpenAI, BLOOM[38] or BLOOMZ. A screenshot of
the prototype’s interface is shown in figure 3.

Figure 3: A screenshot of the prototype’s interface.

On the technical side, the current prototype is a web app con-
nected to a web server (which can run locally) and that calls the
API of the large language model (BLOOMZ in this case). The par-
ticularity of BLOOMZ is that it runs on an open source distributed
system (Petals). The figure 4 below shows the architecture of the
prototype.
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Figure 4: Abstractive technical view of the prototype.

In the current state, the interface is not functional, since no
module is implemented to handle the user’s inputs. At the time, the
reply is mocked.

3.2 Prototype of facial recognition
Being able to recognize faces is socially important (e.g., to initi-
ate a conversation). The current state of facial recognition allows
recognizing faces in real time.

The first technique of facial recognition required to manually
annotate specific features on the faces, then a computer was used
to compute the distances between some features and compare them
between faces[37]. Later, the annotation of facial features was au-
tomated, but the reliability of the system was variable[18]. These
techniques were only working with portraits, then, PCA analysis
(eigenfaces)[29], allowed to detect faces.

As shown in the previous paragraph, face detection is needed to
perform face recognition. One of the efficient techniques used was
the Viola-Johns algorithm[36] around 2001. More than one decade
later, neural networks are used like YOLO[39], RetinaFace[13],
MTCNN[20], SSD[21], Dlib[34] or MediaPipe[32]. The most ac-
curate are RetinaFace followed by MTCNN[33].

Nowadays, for face recognition, pretrained models are used to
embed the faces in a vector space. The faces are then compared
using a distance metric (e.g., cosine similarity, Euclidean distance,
etc.). The distance between two faces is then used to determine
if the faces are the same or not. Similarly to the face detection
task, multiple models exist. The current state-of-the-art models
seem to be Facenet-512 (upscaled version of Facenet-128[30]) and
VGG-Face[28].

Furthermore, as stated above, other models can be used for age,
sex, ethnicity, and emotion (facial expression) estimation. Here,
emotion estimation could be interesting, however, it seems to be far
from being accurate (the accuracy on the train set is about 98.81 %
on the train set and 56.31 % on the test set) as shown in table 1. The
accuracy on the test set is not very high, but it is still better than
random (14.29 %). The model used is a CNN with 3 convolutional
layers, and a fully connected neural network. The model was trained
on the FER2013 dataset[31]. The netbook used to retrain the model
is accessible via this link: https://gist.github.com/Vincent-Stragier/
1562c159b2e0e7cda804ce153f1a83d4.

Implementing a facial recognition system is not trivial, because,
it is needed to create some sort of database (stored, either locally
or on a server). Here, it has been decided for technical reason to
keep the database on the server, storing some sort of ID, multiple

Table 1: Confusion matrix for facial expression recognition
on FER2013[31].

Angry Disgust Fear Happy Sad Surprise Neutral

Angry 200 2 57 45 80 14 49
Disgust 20 21 5 4 5 0 1
Fear 64 2 179 49 90 38 74
Happy 33 1 26 694 59 19 63
Sad 74 2 59 74 303 17 124
Surprise 15 0 37 21 20 301 21
Neutral 60 1 44 84 108 7 303

embeddings (depending on the used models and the number of
images of the user), the faces used to compute the embeddings
and the user’s name. The figure 5 shows the technical view of the
prototype.

HTTP,
websocket

webserver

web
application

face
embeddings

Figure 5: Technical view of the prototype of facial recognition
system.

The current prototype allows selecting different actions, such as
adding a new user (which only sends the current webcam frame
to the server). It is able to detect faces using the selected model
and then give an estimation of the facial expression, sex, age and
ethnicity if requested. The figure 6 shows a screenshot of the
prototype’s interface. The source code is available on GitHub at
https://github.com/Vincent-Stragier/webfacetools.

Figure 6: Two screenshots of the prototype’s interface. On
the left side, a live view of the camera is showed and various
settings are available. On the right, two persons have been
detected, and the interface shows the results of all the se-
lected models.

https://gist.github.com/Vincent-Stragier/1562c159b2e0e7cda804ce153f1a83d4
https://gist.github.com/Vincent-Stragier/1562c159b2e0e7cda804ce153f1a83d4
https://github.com/Vincent-Stragier/webfacetools
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4 CONCLUSION
The current state of the technologies shows that building a working
interactive assistant is possible. The work of OpenAI and Be My
Eyes is a good example of the potential of the technology. However,
the current large language models are not the best fit for such a
task, since they are power angry and sometime completely instable.
Granted, they could be used to build less flexible but more reliable
systems using current spoken language understanding systems.
Eventually, open sourcing such a system could help to improve the
current state of assistive technologies.

5 FUTUREWORK
In the next years, the goal is to continue to build a prototype of
an interactive assistant for blind and visually impaired people. The
prototype will be improved using the technologies described above.
The prototype will be tested with blind and visually impaired people
to evaluate the usefulness of the prototype. It will be open sourced to
allow other people to improve it. Also, a special focus will be made
on open source large language models like BLOOMZ or LLaMA.
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