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Abstract—Uncertain distributed energy resources and uneven
load allocation cause the three-phase unbalance in distribution
networks (DNs), which may harm the health of power equip-
ment and increase the operational cost. There are emerging
opportunities to balance three-phase DNs with a number of
power electronic devices installed in the system. In this paper, we
propose a novel two-level coordination strategy to improve the
network balancing performance, where soft open points (SOPs)
and phase switch devices (PSDs) are hierarchically coordinated
in the network. At the upper level, a new type of SOPs with
the function of phase switching is designed to explore the cross-
phase power transfer ability; at the lower level, PSDs are utilized
to flexibly allocate individual loads to specific phases. The two-
level coordination strategy is typically formulated as a mixed-
integer nonlinear programming (MINLP) problem. To solve
the model accurately and efficiently, we develop a successive
linearization algorithm to approximate it to a mixed-integer
linear programming (MILP) problem at each iteration. On this
basis, we propose a heuristic time-independent fixing algorithm
to further ease the computational burden by eliminating a large
number of integer variables in the MILP problem. Numerical
simulations are conducted to validate the effectiveness, accuracy,
and efficiency of the proposed method.

Index Terms—Three-phase unbalance, soft open points, phase
switch device, hierarchical control, successive linearization.

NOMENCLATURE

A. Indices and Sets

i, j Indices of nodes.
α, β Indices of phases.
t Index of time slots.
m Index of phase-switching periods.
N+, N Set of three-phase nodes with/without the root

node in the network.
L Set of lines in the network.
N SOP Set of node pairs (i, j) connected with two

terminals of SOPs.
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Φ Set of phases, defined as Φ := {a, b, c}.
T Set of the operation period.
ΩPY

i , ΩPN
i Set of single-phase users installed

with/without PSDs in node i.
ΩDER Set of DERs (PV and WT) with installation

nodes and phases.
ΩFL

i Set of users with responsive load in node i.

B. Parameters

S
S
i Capacity of PS-SOP connected to node i.

λS
i Loss coefficient of PS-SOP in node i.
NS

j , NPY
i,n Upper limit of phase switching number of the

PS-SOP in node j and PSD installed with user
n in node i.

cUNB Cost coefficient of unbalance level.
cLOSS Cost coefficient of network loss.
cCUR Cost coefficient of renewable curtailment.
cFL Cost coefficient of load alteration.
Sα Upper limit of apparent power injection of

phase α in root node.
V

α

i , V α
i Upper/lower limit of voltage magnitude of

phase α in node i.
V ref Reference voltage magnitude.
I
αα

ij Upper limit of current of phase αα at line ij.
V

STD
Upper limit of unbalance level in the network.

P
PRE
i,α,t Forecasting value of active power generation

of DERs (PV and WT) of phase α in node i
at time t.

S
DER
i,α Capacity of DERs of phase α in node i.

ψDER
i,α Upper limit of DER power factor of phase α

in node i.
PD
i,n,t Active power demand of user n in node i at

time t.
QD

i,n,t Reactive power demand of user n in node i
at time t.

P
DX
i,n,t Fixed part of responsive load of user n in

node i at time t.
P

DFO
i,n,t Base part of the fully flexible load of user n

in node i at time t.
ψFL
i,n Maximum coefficient of flexible load of user

n in node i.
yij , zij Phase admittance and impedance matrix at

line ij, satisfying yij = (zij)
−1 ∈ C3×3.

M Number of phase-switching periods in the
whole operation period.
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C. Decision Variables

Pi,α,t Active power injection of phase α in node i
at time t.

Qi,α,t Reactive power injection of phase α in node
i at time t.

V α
i,t Voltage magnitude of phase α in node i at

time t.
θαi,t Voltage angle of phase α in node i at time t.
P S
i,α,t Active power injection of PS-SOP connected

to phase α of node i at time t.
QS

i,α,t Reactive power injection of PS-SOP con-
nected to phase α in node i at time t.

PDER
i,α,t Active power injection of DERs of phase α

in node i at time t.
QDER

i,α,t Reactive power injection of DERs of phase α
in node i at time t.

PDFU
i,n,t Upward flexible load of user n in node i at

time t.
PDFD
i,n,t Downward flexible load of user n in node i

at time t.
µS
j,ϕ,t Binary variable {0, 1} indicating whether the

PS-SOP is connected as phase sequence ϕ in
node j at time t.

µPY
i,n,α,t Binary variable {0, 1} indicating whether

PSD installed with user n in node i is
switched into phase α at time t.

D. State Variables

COBJ The sum of costs in the objective.
CUNB The cost of unbalace level in the objective.
CLOSS The cost of network loss in the objective.
CCUR The cost of curtailment in the objective.
CFL The cost of load alteration in the objective.
P L
i,α,t Active power loss of PS-SOP connected to

phase α in node i at time t.
PCUR
i,α,t Active power curtailment of DERs (PV and

WT) of phase α in node i at time t.
PDF
i,n,t Fully flexible part of responsive load of user

n in node i at time t.
Iααij,t Current magnitude of phase αα at line ij at

time t.
Ṽ POS
i,t Positive sequence voltage in node i at time t.
Ṽ NEG
i,t Negative sequence voltage in node i at time

t.
Ṽ ZER
i,t Zero sequence voltage in node i at time t.
Ṽ α
i,t Voltage of phase α in node i at time t, denoted

as Ṽ α
i,t = V α

i,t∠θ
α
i,t.

I. INTRODUCTION

UNCERTAIN distributed energy resources (DERs) and
uneven load allocation make it challenging to mitigate

three-phase unbalance in distribution networks (DNs) [1]. The
unbalanced operational conditions are expected to have serious
impacts on different levels [2]: for the main feeder at the root
node, the unbalanced current injection reduces the available
power capacity and increases the self-loss in the second side

of transformers; for the three-phase induction motors, the
unbalanced voltage will induce vibrations and reduce the
operational efficiency with the increasing reactive losses; for
the three-phase-four-wire lines, the unbalanced power will
cause extra losses on both the phase lines and neutral line [3].

Existing efforts to mitigate the unbalance in DNs can be
roughly summarized into three categories. The first category
is a static solution that consists in manually adjusting the
connected phases of single-phase users. In [4], a current bal-
ancing method was proposed with phase identification, which
adjusted users to another phase accordingly. Geographical In-
formation Systems were utilized in [5] to identify the minimal
number of phase connections for manual adjustment. Phase
balancing performances of several heuristic algorithms (e.g.,
the greedy algorithm, exhaustive search, and backtracking
algorithm) were tested and compared in [6]. The manual
balancing method is manpower-intensive, so it is only possible
for small-scale systems with a limited number of users.

The second category is to dynamically explore the balancing
abilities of the existing power electronic devices in DNs, such
as static var compensators (SVCs), step voltage regulators
(SVRs), distributed generators (DGs), and soft open points
(SOPs). The phase balancing performances of different devices
were concluded and compared in [7]. Specifically, SVCs can
provide capacitive or inductive currents between any two
phases at the connection points. This feature was utilized in [8]
to redistribute the current injection among three phases. SVRs
can regulate the voltage magnitude via three-phase individual
tap control. To mitigate voltage unbalance in the operation
of active distribution networks (ADNs), SVRs were utilized
in [9], [10] with the consideration of loss minimization. DGs
can flexibly adjust the active or reactive power injection in the
connected nodes for voltage unbalance mitigation. The optimal
operation of ADNs involving voltage unbalance mitigation
was proposed in [11], where the three-phase independent
adjustment ability of DG inverters was utilized to balance
individual voltage phases. In [12], a reactive power com-
pensation strategy with distributed solar photovoltaic (PV)
inverters was proposed for local voltage balancing. In [13],
PV systems in multiple microgrids were centrally coordinated
to mitigate the current and voltage unbalance at the same
time. In [14], the independent per-phase control capability of
three-phase DG inverters was fully explored to improve the
network performance in loss reduction and phase balancing.
In addition to the single network, the voltage unbalance was
further considered in the interconnected DNs [15], where DGs
were aggregated to provide more flexibilities in the optimal
operation of ADNs. Instead of only balancing the voltage
and current in the connected nodes, SOPs have enlighted a
wider range of balancing capacities in DNs than SVCs and
PV inverters. SOPs are generally installed to connect different
nodes with a public direct current link, and they can transfer
active power without limits of power flow equations [16].
The cross-node power transfer abilities were utilized in recent
research for network balancing. Together with objectives of
power loss reduction and voltage profile improvement, the
load balancing performance of SOPs was preliminarily verified
in [17] using a multi-objective operation model. In [18], [19],

This article has been accepted for publication in IEEE Transactions on Smart Grid. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TSG.2023.3274564

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Olivier Deblecker. Downloaded on August 28,2023 at 12:52:50 UTC from IEEE Xplore.  Restrictions apply. 



ACCEPTED BY IEEE TRANS. SMART GRID 3

TABLE I
LITERATURE COMPARISON FOR NETWORK BALANCING

Categories Ref. Characteristic Object Scale

Real-time control Active power rephase Reactive compensation Voltage Current Inner node Cross node
Manual adjustment [4]–[6] X X X

SVCs [8] X X X X
SVRs [9], [10] X X X X
DGs [11]–[14] X X X X X
SOPs [17]–[21] X X X X X

SOPs (Phase-changing) [22], [23] X X X X X
PSDs [8], [25], [27]–[30] X X X X

Proposed method / X X X X X X X

the voltage and current balancing abilities of SOPs were
explored with the coordination of distributed generators. The
robust optimization model was proposed in [20] to ensure the
current balancing abilities of SOPs which fully considered
the forecasting uncertainties of DERs generations. A new
type of multi-terminal SOPs was proposed in [21], which
was connected with electromechanical switches to increase
the power transferred among feeders in DNs. Besides the
flexible cross-node power transfer ability, the cross-phase
power transfer of SOPs was first explored in [22], showing
a significant improvement in load balancing compared with
the regular SOPs. Furthermore, this phase changing ability
was explored in multi-terminal SOPs [23], which improved
the load balancing performance among a larger scale of nodes.

The third category is to design special phase switch de-
vices (PSDs) for network balancing. PSDs are universally in-
stalled for dynamic allocation of single-phase users to specific
phases [24]. In case that data measurement and communication
were limited, the sensitivity of voltage unbalance to power
injection was deduced in [25]–[27] to determine the local
control strategies for PSDs within each node. However, the
sensitivity formula can only be used when the phase voltage
magnitudes and angles are weakly dependent. With network
models and data measurements, the centralized method can
determine the optimal balancing strategies while ensuring
network security globally. In [28], a central load balancing
model was formulated to optimize user phase connections
by controlling PSDs efficiently. [29] showed that strategically
selecting appropriate nodes for PSDs installation and load
balancing can achieve comparable performance to the scenario
where all nodes are installed with PSDs. Besides, an economic
balancing method was studied in [30] by determining the
optimal installation number of PSDs. PSDs are efficient for
network balancing since they can be controlled in real-time.
However, PSDs can only allocate user loads to one certain
phase instead of distributing the user loads among three
phases in a more fine-grained way. In addition, the balancing
ability of PSDs is directly limited to the time-varying power
consumption of connected users. To achieve the smoothing
load balancing ability, a coordinated strategy with SVCs and
PSDs was proposed in [8]. Since both SVCs and PSDs are
installed within one node, the load-adjusting range is still
limited in this node.

A summary of the related network balancing means is
listed in Table I. When adopting various implementations

for network balancing, the decision-making process is gen-
erally determined by multi-period optimal power flow (OPF).
To incorporate unbalance issues in OPF, a model-dependent
impact assessment was performed within the multi-period
OPF framework [31], with consideration of phase imbalances,
neutral and ground wires, and load dependencies. Furthermore,
to solve multi-period OPF in unbalanced DNs, Kron reduc-
tion was utilized in [32] to eliminate the neutral phase and
determine the optimal control strategy. The possible multiple
load-flow solutions in the presence of neutral conductors and
groundings were analyzed in [33]. Besides, to reduce the
computational time and complexity caused by the unbalance
issue, an efficient solution algorithm was proposed in [34] for
DER dispatch by decoupling the temporal relationship in the
multi-period OPF.

According to the latest progress summarized above, we are
able to identify two research gaps as follows: 1) Very few
works explore the joint management of the inner-node phase
switching and the cross-node power redistribution abilities for
efficient network balancing, which is important for a larger
balancing region with better balancing performance; 2) The
existing phase-changing function of SOPs should be preset
and cannot adapt to time-varying unbalance conditions, which
is not flexible enough for more complex balancing scenarios.

To fill these gaps, we propose a novel two-level network
balancing strategy where SOPs and PSDs are hierarchically
coordinated to make full use of inner-node phase switching
and cross-node power redistribution abilities at the network
level. In this strategy, we design a new type of phase-switching
soft open points (PS-SOPs) to further explore the network
balancing functions of SOPs to achieve the real-time cross-
phase power transfer ability.

This paper makes the following contributions:

1) New strategy: Propose a two-level network balancing
strategy by coordinating SOPs and PSDs. In this strat-
egy, PSDs flexibly allocate the user loads to different
phase lines locally, while SOPs achieve cross-phase
and cross-node power transfer to mitigate unbalance
globally.

2) New approach: Develop a novel kind of PS-SOPs to
achieve the real-time cross-phase power transfer func-
tion. Instead of the direct connection from the SOP
terminal to the network node, we propose to install
three PSDs between them, which can transfer active
power among different phases by the corresponding on-
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Fig. 1. Proposed two-level network balancing strategy.

off control of PSDs.
3) New algorithm: Formulate the network balancing strat-

egy as a mixed-integer nonlinear programming (MINLP)
problem. On this basis, we develop a successive lin-
earization algorithm to approximate it to a mixed-integer
linear programming (MILP) problem. We further pro-
pose a heuristic time-independent fixing algorithm to
ease the computational burden by eliminating a large
number of integer variables in the MILP problem.

The rest of this paper is organized as follows: Section
II introduces the proposed network balancing strategy by
coordinating PS-SOPs and PSDs. Section III provides details
of the optimal coordination model, while Section IV presents
the solution algorithm. Section V then conducts case studies
to verify the effectiveness of the proposed method. Finally,
Section VI draws the conclusion.

II. TWO-LEVEL NETWORK BALANCING STRATEGY

A two-level network balancing strategy is developed by
hierarchically coordinating the proposed PS-SOPs with PSDs
in DNs, where “two-level” refers to the coordination of both
the upper-level and the lower-level balancing with different
implementations. Fig. 1 shows the overview of the whole
strategy. Here, the upper-level balancing is achieved by the
real-time phase-switching functions of our designed PS-SOPs.
The lower-level balancing is achieved by adjusting the phases
of users installed with PSDs. Phase balancing functions at
two levels are coordinated simultaneously. Action decisions of
PSDs and PS-SOPs are implemented by receiving the control
signals from the operation center. Operation principles of the
upper-level and lower-level balancing are explained in the
following subsections.

A. Upper-level Balancing With PS-SOPs

Three-phase SOPs are used to connect adjacent alternating
current (AC) nodes within the network or among different net-
works. Among various kinds of topologies of SOPs, the back-
to-back voltage source converters (VSCs)-based SOP [35] is
widely utilized to participate in various network operation
tasks (e.g., load balancing, power loss reduction, and voltage
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Fig. 2. Proposed topology and principle of phase-switching soft open points.

profile regulation), so this type of SOPs is studied in this work.
In this type, a public direct current (DC) link is connected
between two AC terminals. Both VSCs build the voltage wave-
forms under normal operation conditions, allowing full control
of active power transfer through AC nodes and independent
reactive power support.

Based on the basic topology of SOPs, we explore connecting
three PSDs between one of the AC terminals and the cor-
responding three-phase node to achieve more flexible power
transfer among different phases. The newly developed type is
denoted as PS-SOPs, whose connection relationship and the
phase switching principle are presented in Fig. 2. Each PSD
is composed of three switching components, which connect
the network node with all three ports of one terminal in
SOPs. Through the decoupling DC link, the voltage waveforms
experience a phase-changing process in the rectification or
inversion stage, and thus the phase sequences of active power
are different between two terminals (e.g., a-b-c and b-c-a).
The feasibility and rationality of the phase-changing function
have been analyzed in [22]. In particular, by switching the
action orders of PSDs w.r.t. the changed phase sequence, the
active power can flow into the corresponding phase lines in
DNs. Therefore, the phase-switching process can be achieved
by the flexible and time-varying control of three connected
switches. With the coordination of switch devices, this new
ability is important to transfer the unbalanced load amounts
among three phases across the connected nodes.

Denote that AC nodes i, j are connected with two terminals
of the PS-SOP, and the terminal at node j is installed with
the phase-switching function. Define ΦS as the set of phase
sequences, i.e., ΦS := {(abc), (bca), (cab)}, and take ϕ as the
index for the candidate phase sequence, e.g., ΦS

ϕ=1 = (abc),
ΦS

1,1 = (abc)1 = a. For ∀(i, j) ∈ N SOP, ∀t ∈ T , the phase-
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switching power transfer process is formulated as

P S
i,a,t + P L

i,a,t +

3∑
ϕ=1

µS
j,ϕ,t(P

S
j,ΦS

ϕ,1,t
+ P L

j,ΦS
ϕ,1,t

) = 0 (1a)

P S
i,b,t + P L

i,b,t +

3∑
ϕ=1

µS
j,ϕ,t(P

S
j,ΦS

ϕ,2,t
+ P L

j,ΦS
ϕ,2,t

) = 0 (1b)

P S
i,c,t + P L

i,c,t +

3∑
ϕ=1

µS
j,ϕ,t(P

S
j,ΦS

ϕ,3,t
+ P L

j,ΦS
ϕ,3,t

) = 0 (1c)

3∑
ϕ=1

µS
j,ϕ,t = 1, µS

j,ϕ,t ∈ {0, 1} (1d)

where (1a)-(1c) represents the phase-switching process be-
tween nodes i and j; (1d) represents the basic limit that one
and only one phase sequence is determined.

Considering that too frequent phase-switching actions will
cause extra costs and stability problems of PSDs [30], we limit
the number of action times during each phase-switching period
(i.e., the time period when limiting the action times of switch
devices). For each phase-switching period (∀m = 1, 2, ...,M ),
the corresponding constraint is formulated as

∑
t∈Tm

3∑
ϕ=1

∣∣∣µS
j,ϕ,t − µS

j,ϕ,t−1

∣∣∣
2

≤ NS
j , ∀j ∈ N SOP (2)

Besides, constraints of SOPs capacity and the active power
loss in two terminals [36] are presented as

(P S
i,α,t)

2 + (QS
i,α,t)

2 ≤ (S
S
i )

2, ∀i ∈ N SOP (3a)

P L
i,α,t = λS

i

∣∣P S
i,α,t

∣∣ , ∀i ∈ N SOP (3b)

B. Lower-level Balancing With PSDs

As a type of mature product applied for unbalance miti-
gation, PSDs have been widely adopted in real-world trials
as well as engineering applications. Simulation work was
conducted in [24] to verify the performance of voltage mit-
igation and the dynamic stability during the phase switching
process; detailed tests in the real-world trial [37] verified that
PSDs could work normally and ensure voltage and current
qualities by detecting zero-crossing points of current wave-
forms; furthermore, the practical products and the real-world
projects [38] showed an acceptable cost and guaranteed power
quality in engineering applications.

In practice, one terminal of the PSD is installed with
three switching devices to connect each phase line of the
network, and another terminal is connected to the user. After
the PSD controller receives the action signals from operators,
the switching devices will conduct the rephasing action with
the uninterrupted power supply [24].

In the specific settings, the single-phase users at node i
can be classified into two sets: with PSDs installation ΩPY

i ,
or without PSDs installation ΩPN

i = {ΩPN
i,a,Ω

PN
i,b,Ω

PN
i,c}. The

power injection of node i with PSDs actions in the lower-level
balancing is formulated as

PD
i,α,t + iQD

i,α,t =
∑

n∈ΩPN
i,α

(P
D
i,n,t + iQD

i,n,t)

+
∑

n∈ΩPY
i

µPY
i,n,α,t(P

D
i,n,t + iQD

i,n,t), ∀i ∈ N ,∀α ∈ Φi,∀t

(4a)∑
α∈Φi

µPY
i,n,α,t = 1, ∀i ∈ N ,∀n ∈ ΩPY

i ,∀t (4b)

µPY
i,n,α,t ∈ {0, 1}, ∀i ∈ N ,∀n ∈ ΩPY

i ,∀α ∈ Φi,∀t (4c)

where (4a) is the power injection including the phase-fixed
power from ΩPN

i and the phase-switchable power from ΩPY
i ;

similar with (1d), the basic action of each PSD is limited in
(4b) to prevent short-circuiting on phase lines, with the binary
variables introduced in (4c).

Similarly, the action times of PSDs in each Tm (∀m =
1, 2, ...,M ) during the entire period is limited as∑
t∈Tm

∑
α∈Φi

∣∣µPY
i,n,α,t − µPY

i,n,α,t−1

∣∣
2

≤ NPY
i,n, ∀i ∈ N ,∀n ∈ ΩPY

i

(5)
Remark 1: In the lower-level balancing process, the switch-

ing decisions of PSDs are always different whether coordinat-
ing with PS-SOPs or not. Without the upper-level balancing
process, the action objective of PSDs is to minimize the
unbalance level within the installed node, which, however, can
not always ensure the global balance conditions in DNs. So the
proposed coordinated strategy is not decoupled, and we cannot
optimize the action decisions of PSDs and power transfer of
PS-SOPs independently but have to optimize it together to
obtain the global balancing results.

III. OPTIMAL COORDINATION MODEL

A. Objective

In the proposed coordination model, the objective function
(6a) for network balancing in the operation period is composed
of the following parts: unbalance level cost (6b), network loss
cost (6c), renewable curtailment cost (6d), and load alteration
cost (6e).

COBJ = CUNB + CLOSS + CCUR + CFL (6a)

CUNB = cUNB
∑
t∈T

fUNB
t (6b)

CLOSS = cLOSS
∑
t∈T

∑
α∈Φi

( ∑
i∈N+

Pi,α,t +
∑

i∈N SOP

P L
i,α,t

)
(6c)

CCUR = cCUR
∑
t∈T

∑
(i,α)∈ΩDER

PCUR
i,α,t (6d)

CFL = cFL
∑
t∈T

∑
i∈N

∑
n∈ΩFL

i

(
PDFU
i,n,t + PDFD

i,n,t

)
(6e)

Three-phase unbalance will bring extra operation costs in
DNs, and some related research has focused on how to
quantify the operation cost or asset reinforcement cost caused
by voltage unbalance [2], [39]. Besides, extra costs on network
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loss can be also caused by current unbalance levels. We
demonstrate the current unbalance-related costs in Appendix-
A. Thus, more recent researches begin to minimize the unbal-
ance levels in the operation objective functions, which mainly
refer to the branch power/current from the root node [8] and
voltage phases at each node [19], [40] in DNs. We formulate
the objective of unbalance with four parts, including the active
and reactive power injection at the root node (fUNB

P,t , f
UNB
Q,t ), and

voltage magnitude (fUNB
V,t ) and angle (fUNB

θ,t ) at each node. The
objective to minimize the unbalance level is formulated as

fUNB
t = ξ1(f

UNB
P,t + fUNB

Q,t ) + ξ2(f
UNB
V,t + fUNB

θ,t ) (7a)

fUNB
P,t = 3P0,max,t − (P0,a,t + P0,b,t + P0,c,t) (7b)

fUNB
Q,t = 3Q0,max,t − (Q0,a,t +Q0,b,t +Q0,c,t) (7c)

fUNB
V,t =

∑
i∈N

3V max
i,t − (V a

i,t + V b
i,t + V c

i,t) (7d)

fUNB
θ,t =

∑
i∈N

(
∣∣θai,t − θbi,t − 120◦

∣∣+ ∣∣θbi,t − θci,t − 120◦
∣∣

+
∣∣θci,t − θai,t − 120◦

∣∣) (7e)

where ξ1, ξ2 are coefficients to scale power and voltage un-
balance ranges; P0,max,t and Q0,max,t are the maximal active
and reactive power injection of three phases in the root node at
time t; V max

i,t is the maximal voltage magnitude of three phases
in node i at time t. The effectiveness of the proposed method
for unbalance representation is explained in Appendix-B. The
application advantages are concluded as 1) the new indexes
are similarly effective with sequence voltage components to
represent unbalance levels; 2) the new indexes are linear and
can be easily incorporated into the optimization model.

B. Constraints

Besides the operation principles of PS-SOPs and PSDs,
the other constraints considering the three-phase power flow,
secure operation, and power injections are presented as follows
(the time t label is ignored for simplicity).

1) Power flow equations: We take the common three-phase-
four-wire distribution networks for illustration. To integrate the
neutral line loss into the phase line loss, Kron Reduction [41]
is first utilized to reduce the original 4×4 network impedance
matrix as zij with the size of 3 × 3. Taking the power
injection, node voltage, and node phase as variables, and
considering the mutual inductance and interphase capacitance,
the bus injection model (BIM)-based three-phase power flow
equations are formulated as:

Pi,α =
∑

j∈N+

∑
β∈Φi

V α
i V

β
j

(
Gαβ

ij cos θαβij +Bαβ
ij sin θαβij

)
(8a)

Qi,α =
∑

j∈N+

∑
β∈Φi

V α
i V

β
j

(
Gαβ

ij sin θαβij −Bαβ
ij cos θαβij

)
(8b)

∀i ∈ N+,∀α ∈ Φi

where θαβij = θαi − θβj is the angle difference between phase
α in node i and phase β in node j; Gαβ

ij and Bαβ
ij are the real

part and the imaginary part of the node admittance Ỹ αβ
ij =

Gαβ
ij + iBαβ

ij , which is defined as

Ỹ αβ
ij =

−ỹαβij , if j ̸= i

ỹαβii +
∑

k∈N+,k ̸=i

ỹαβik , if j = i

∀i, j ∈ N+,∀α, β ∈ {a, b, c}

(9)

2) Power injection limits: The apparent power transfer from
the upper grid connected with the root node satisfies the upper
limit as

P 2
0,α,t +Q2

0,α,t ≤ S
2

α, ∀α ∈ Φ0,∀t ∈ T (10)

3) Voltage magnitude limits: All the node voltage mag-
nitudes are limited within a normal range for the secure
operation of DNs, which is shown as

V α
i ≤ V α

i,t ≤ V
α

i , ∀i ∈ N ,∀α ∈ Φi,∀t ∈ T (11)

In particular, the phase voltage in the root node is assumed
to be fixed as a standard value. Note that different bound
conditions are feasible and a commonly assumed one [8], [19]
is chosen in our case.[

Ṽ a
0,t, Ṽ

b
0,t, Ṽ

c
0,t

]
=
[
V ref, V ref∠−120◦, V ref∠120◦

]
(12)

4) Line thermal limits: The thermal capacity of each phase
line in the distribution network is presented as

|Iααij,t|2 = |ỹααij |2
(
(V α

i,t)
2 + (V α

j,t)
2 − 2V α

i,tV
α
j,t cos θ

αα
ij,t

)
≤ |Iααij |2, ∀α ∈ {a, b, c},∀ij ∈ L,∀t ∈ T

(13)

5) Voltage unbalance limits: To limit the voltage unbalance
level within the standard requirements [42], positive, negative,
and zero sequence voltage components are deduced, and the
negative sequence component is limited as follows (for ∀i ∈
N ,∀t ∈ T ).∣∣∣∣∣ Ṽ NEG

i,t

Ṽ POS
i,t

∣∣∣∣∣ ≤ V
STD

(14a)

Ṽ POS
i,t =

1

3

(
Ṽ a
i,t + ei120◦ Ṽ b

i,t + ei240◦ Ṽ c
i,t

)
(14b)

Ṽ NEG
i,t =

1

3

(
Ṽ a
i,t + ei240◦ Ṽ b

i,t + ei120◦ Ṽ c
i,t

)
(14c)

Ṽ ZER
i,t =

1

3

(
Ṽ a
i,t + Ṽ b

i,t + Ṽ c
i,t

)
(14d)

6) DER operation: Two kinds of DERs including PV
systems and wind turbines (WTs) are taken as distributed
generator units. They are also responsible for voltage regu-
lation in power connection points by generating or absorbing
reactive power [43]. Denote that DERs are installed with nodes
and phases (i, α) ∈ ΩDER, (DER = {PV,WT}), the active
and reactive power generation relationship at each time t is
represented as

PDER
i,α,t + PCUR

i,α,t = P
PRE
i,α,t (15a)

PDER
i,α,t ≥ 0, PCUR

i,α,t ≥ 0 (15b)

(PDER
i,α,t)

2 + (QDER
i,α,t)

2 ≤ (S
DER
i,α )2 (15c)∣∣QDER

i,α,t

∣∣ ≤ PDER
i,α,t tanψ

DER
i,α (15d)
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In the actual dispatch period, the active or reactive power
generation can be flexibly adjusted by the requirement of load
demand or voltage regulation [44], [45]. The DER schedulings
in DNs are determined in day-ahead dispatch in our work.

7) Responsive loads: In the “smart grid” operation, the
consumer loads can be flexibly adjusted in some scenarios
(e.g., demand response). We consider the most common case
that the original load is split into fixed and fully flexible
parts [31]. For ∀n ∈ ΩFL

i ,∀i ∈ N ,∀t ∈ T , the responsive
load of each consumer is defined as

PD
i,n,t = P

DX
i,n,t + PDF

i,n,t (16a)

PDF
i,n,t = P

DFO
i,n,t + PDFU

i,n,t − PDFD
i,n,t (16b)

0 ≤ PDFU
i,n,t, P

DFD
i,n,t ≤ ψFL

i,nP
DFO
i,n,t (16c)

where (16a) differentiates the fixed and fully flexible parts of
responsive load; (16b) and (16c) indicate that the flexible part
consists of the upward and the downward load alteration.

C. Optimization Model

Given the above objective function and constraints, the
optimization problem to coordinate PS-SOPs and PSDs can
be formulated as

P1 : min (6)
s.t. (1) − (5),(8), (10) − (15);∀t ∈ T

(17)

It can be seen that only constraints (2) and (5) are time-
coupling in each phase-switching period Tm, while other con-
straints are time-independent. So we can decouple the original
problem into M subproblems, and solve each P1,m,∀t ∈ Tm
successively to simplify the solving process. Because integer
variables (e.g., µS, µPY) and non-linear constraints (e.g., (1a)-
(1c), (3a), (8), (15d)) are introduced in the original problem, it
is a mixed-integer nonlinear programming (MINLP) problem.
We claim that the proposed model is applied to networks
with all three-phase laterals and nodes, and the unbalanced
three-phase network including single-phase or two-phase lat-
erals [46]–[48] is not in our research scope.

IV. SOLUTION ALGORITHM

A. Solution Framework

The original model of the proposed two-level coordination
strategy is difficult to be solved mainly because of the non-
convex power flow equations and the time-coupling limits on
the action decisions of PSDs. It is necessary to formulate an
accurate and efficient solution method to tackle computational
problems. For the first issue, linearization methods are pro-
posed to approximate the three-phase power flow, however,
most of them are with balancing assumptions [46], including
that the angle difference of the different phases is balanced
and near 120◦, or the per unit voltage magnitude is equal to
1. Linearization methods with such assumptions are essentially
contradictory with the features of unbalanced DNs. They will
cause unacceptable errors when used for approximation of P1.
For the second issue, the time-coupling relationship of action
times increases the computational complexity of each P1,m.

1 1,1 1, 1,
{ ,..., ,..., }

m M
=

Original Problem

2 2,1 2, 2,
{ ,..., ,..., }

m M
=

Algorithm 1

Accuracy

Algorithm 2

Successive MILP Step I: Relaxation I

2,m

Step II: Bounding II

2,m

EfficiencyMINLP

Fig. 3. Framework of solution algorithms.

The computation time is extended due to the longer phase-
switching periods, more action times, and higher installation
ratios of PSDs.

We propose a solution framework to cover the above
challenges, which is explained in Fig. 3. In particular, we
reformulate P1 as a MILP-based problem to solve it more
accurately. Without assumptions on strict balance conditions
and not sensitive to the initialization, the proposed method can
find the suboptimal solution with guarantees of convergence.
Furthermore, to speed up the solving efficiency, we propose
a time-independent fixing algorithm to decouple the time
relationship and find an accurate solution.

B. Successive Linearization Algorithm

1) Linearization of power flow equations: Ignoring the time
index t and taking (8a) for illustration, the active power flow
can be approximated by using Taylor series expansion and
omitting the second and higher order terms as

Pi,α ≈ Pi,α(0)+∑
j∈N+

∑
β∈Φi

∂P

∂V β
j

(
V β
j − V β

j (0)
)
+
∂P

∂θβj

(
θβj − θβj (0)

)
(18)

where V (0), θ(0), and P (0) are the initial variable values.
We can formulate the successive linearization equation in a

matrix style, and define the Jacobian matrix J containing all
the Partial derivative results as

J =

[
JPV JPθ

JQV JQθ

]
=

[
∂P
∂V

∂P
∂θ

∂Q
∂V

∂Q
∂θ

]
(19)

The size of J is 6|N+|×6|N+|, and two examples of matrix
elements are given as

JPV (1, 1) =
∂P1,a

∂V a
1

= V a
1 G

aa
11

+
∑

j∈N+

∑
β∈Φi

V β
j

(
Gαβ

ij cos θαβij +Bαβ
ij sin θαβij

) (20)

JPθ(1, 1) =
∂P1,a

∂θa1
= −V a

1 V
a
1 B

aa
11

+
∑

j∈N+

∑
β∈Φi

V α
i V

β
j

(
Bαβ

ij cos θαβij −Gαβ
ij sin θαβij

) (21)

Finally, the kth iteration in the successive linearization
algorithm is presented as[

P (k + 1)
Q(k + 1)

]
= J(k) ·

[
V (k + 1)− V (k)
θ(k + 1)− θ(k)

]
+

[
P (k)
Q(k)

]
(22)
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2) Linearization of other nonlinear constraints: The
quadratic constraints ((3a), (10), and (15c)) with circle regions
are approximated by the piecewise linear modeling with the
convex regular L-side polygon [49], which is shown as

P 2 +Q2 ≤ S
2 ⇔[

sin

(
2π

L
l

)
− sin

(
2π

L
(l − 1)

)]
P+[

cos

(
2π

L
l

)
− cos

(
2π

L
(l − 1)

)]
Q ≤ S × sin

2π

L

l = 1, 2, ..., L

(23)

where l is the index representing each edge of the polygon.
Although this kind of constraint can be processed by some
existing solvers, it can be incorporated into more applicable
cases with indiscernible errors after linearization.

Constraints with absolute variables ((2), (3b), (5), and (7e))
or products of the binary and continuous variables ((1a)-(1c))
are reformulated by big M method [8] with a sufficiently large
number Mbig. The general reformulation process is given as

z = |y| ⇔

 y ≤ z ≤ y +Mbigδ1
−y ≤ z ≤ −y +Mbigδ2

δ1, δ2 ∈ {0, 1}, δ1 + δ2 = 1
(24)

z = xy
x ∈ {0, 1} ⇔

 y − (1− x)Mbig ≤ z
y + (1− x)Mbig ≥ z
−xMbig ≤ z ≤ xMbig

(25)

For the line thermal constraint (13), we suppose the angle
difference between adjacent nodes can be ignored, then the
nonlinear term is approximated as

|Iααij |2 ≈ |ỹααij |2
(
(V α

i )2 + (V α
j )2 − 2V α

i V
α
j

)
= |ỹααij |2(V α

i − V α
j )2

(26)

So the constraint is transformed as∣∣V α
i − V α

j

∣∣ ≤ |Iααij |/|ỹααij |, ∀α ∈ {a, b, c},∀ij ∈ L (27)

which can be further processed by (24).
For the unbalance constraint (14), we first approximate the

real part V NEG
re and the imaginary part V NEG

im of the negative
sequence voltage component with Taylor series expansion as

Ṽ NEG
i = V NEG

re + iV NEG
im (28a)

V NEG
re ≈

∑
α∈Φ

∂V NEG
re

∂V α
(V α − V α(0)) +

∑
β∈Φ

∂V NEG
re

∂θβ
(
θβ − θβ(0)

)
(28b)

V NEG
im ≈

∑
α∈Φ

∂V NEG
im

∂V α
(V α − V α(0)) +

∑
β∈Φ

∂V NEG
im

∂θβ
(
θβ − θβ(0)

)
(28c)

where we take the balanced state (V = 1.0 p.u., [θa, θb, θc] =
[0◦,−120◦, 120◦], Ṽ NEG(0) = 0) as initial values.

By assuming Ṽ POS = 1∠0◦, the constraint (14a) can be
approximated as

(V NEG
re )2 + (V NEG

im )2 ≤ (V
STD

)2 (29)

which can be further processed by (23).

3) Final model: After linearization, the original problem is
transformed into the MILP problem as

P2 : min (6)
s.t. (1) − (5), (10) − (15), (22) − (25);∀t ∈ T

(30)

Similarly, we can decouple the whole operation period
T into M phase-switching periods and solve each P2,m

successively. Furthermore, in Algorithm 1, we propose an
iteration algorithm to solve P2,m and find the optimal solution
of original P1,m. It should be noted that the solving method
in Algorithm 1 is presented in the arbitrary period Tm but can
be equivalently used for the entire period. Solving the MILP
problems iteration by iteration is a computationally effective
way to avoid errors due to the approximation and initial point
settings, and the adoption of constraints (31) is beneficial to
limit the searching region and accelerate the convergence.

Discussion: It should be noted that the feasibility of the
successive optimization process does not rely on the rank
conditions of the Jacobian matrix J in (19). There is some
related research on the existence and uniqueness of power
flow solutions, including the formal analysis [50], [51] and the
possible way to ensure the uniqueness conditions [52]. Unlike
the power flow calculation, the OPF model mainly focuses on
how to find the optimal solution given the feasible region in
each iteration, and convergence is more highly emphasized in
the successive algorithm. Besides, other related research also
utilized the Jacobian matrix for power flow calculation [52]–
[54] or sensitivity analysis [55], [56]. On this basis, we propose
the successive algorithm to determine the optimal solution by
reducing the approximation errors iteratively.

C. Time-independent Fixing Algorithm

The proposed method to improve the computational effi-
ciency is explained in Algorithm 2. It includes two steps: Step
I performs a conditional relaxation for the original problem.
It drops the time-coupling constraints (2) and (5) so that the
problem is fully time-independent. However, computational
complexities and solution errors will increase to recover the
feasible solution if too many PSDs violate the action limits.
Therefore, a penalty term on action times at each time is added
to the objective function. Based on the conditional relaxation
result, some action decisions of partial PSDs are within the
phase-switching period limit while others are not. Step II
fixes the action decisions of the former group of PSDs and re-
optimizes to bound the optimal action decisions of the latter
ones. By reducing the ratio of PSDs to be optimized, the
computation time can be largely reduced.

Remark 1: In Step I, the aim of conditional relaxation is to
decouple the time-dependent constraints and limit the number
of PSDs violating action constraints. First, an appropriate
setting of the penalty term in F I

t is important to achieve the
aim. Considering that the corresponding coefficient ξPEN can
not be determined in closed form [57], some common search
techniques (e.g., Fibonacci searching [58]) can be adopted to
determine it. Besides, a suitable number of PSDs in ΩPY

ao is
important for the tradeoff between the optimization time and
the relaxation error. For example, results with an empty set
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Algorithm 1 Successive Linear Programming
Input: Initial variables V (0), θ(0); convergence threshold ε1,

ε2; initial iteration index k = 0; parameters for problem
P1,m.

Output: Optimal variables [P ∗,Q∗,V ∗,θ∗] and objective
solution F ∗ for problem P1,m.

1: repeat
2: Calculate (22) with input V (k),θ(k);
3: Formulate problem P2,m with constraints on the itera-

tion step size:

max{|V − V (k)|} ≤ 1

2k

max{|θ − θ(k)|} ≤ 1

2k

(31)

4: Solve P2,m with (31) by MILP solvers and update the
variable vector [P (k+1),Q(k+1),V (k+1),θ(k+1)]
as well as the objective value F (k + 1);

5: Update iteration index k = k + 1;
6: Calculate power flow equation (8) with V (k+1),θ(k+

1) to determine the actual power value P PF(k +
1),QPF(k + 1);

7: Calculate the iteration errors εobj, εp, and εq as:

εobj(k + 1) =
|F (k + 1)− F (k)|

F (k)

εp(k + 1) = max{|P PF(k + 1)− P (k + 1)|}
εq(k + 1) = max{|QPF(k + 1)−Q(k + 1)|}

(32)

8: until εobj(k+1) ≤ ε1 and max{εp(k+1), εq(k+1)} ≤ ε2

of ΩPY
ao (i.e., no PSDs violate constraints) will reduce the total

computational time but result in the less accurate solution with
a large relaxation error. An empirically better setting shows
that action decisions of a small proportion of PSDs are out of
limit. An ideal range for the iteration termination condition is
set as |ΩPY

ao | ≤ 0.3|ΩPY| in STEP I.
Remark 2: The essence of the proposed algorithm to reduce

the solving complexity is to decouple the time-dependent
relationship. Step I and Step II have achieved this target
in different ways. Step I directly drops the time-coupling
constraints and thus solves the problem every single time. With
a conditional relaxation result from Step I, all the constraint-
violating decisions of PSDs can meet the action limits in Step
II, and the reduced variable number of PSDs improves the
computational efficiency greatly.

V. CASE STUDY

A. Simulation Setup

As shown in Fig. 4, the modified three-phase IEEE-33
distribution network is adopted to verify the effectiveness of
the proposed method. The network parameters are obtained
in [19]. Load data of low-voltage users in ISSDA dataset [59]
are distributed in each three-phase load node, with 24h oper-
ation period and 1h time interval. As the main DER types, 10
PV systems and 1 wind turbine are located in the network. In
Fig. 4, a certain proportion of users are installed with PSDs

Algorithm 2 Time-independent Fixing Procedure
Input: Total set of PSDs ΩNY; initial phase settings of PSDs

µPY(0); parameters for problem P2,m.
Output: Feasible variables [P II,QII,V II,θII] and objective

function F II for problem P2,m.
STEP I: Conditional Relaxation

1: Formulate the penalty term fPEN
t at each time as:

fPEN
t =

1

2

∑
i∈N

∑
n∈ΩNY

i

∑
α∈Φi

|µPY
i,n,α,t − µPY

i,n,α,t−1| (33)

2: Determine the coefficient ξPEN;
3: Update the objective function as F I

t = Ft + ξPENfPEN
t ;

4: Formulate the new subproblem P I
2,m(t) by updating F I

t

as the objective and dropping constraints (2) and (5);
5: for t ∈ Tm do
6: Solve P I

2,m(t) successively using Algorithm 1;
7: end for
8: Obtain the action decisions of PSDs in Tm;
9: Classify ΩPY into groups ΩPY

aw (action within limits) and
ΩPY

ao (action out of limits);
10: Ensure that PSDs in ΩPY

ao satisfy the range requirement.
STEP II: Bounding

11: Fix the action decisions of PSDs in ΩPY
ao based on the

optimization result in STEP I;
12: Add the above constraints to the original P2,m and for-

mulate the new problem P II
2,m in period Tm;

13: Solve P II
2,m by Algorithm 1.

that are located in red nodes. Besides, two pairs of PS-SOPs
are installed between different nodes. The capacity of each PS-
SOP terminal is 200 kVA, and the loss coefficient λS is set
as 0.02 [60]. It should be noted that the network still operates
in the radial style when extra nodes are connected with PS-
SOPs. Because the added virtual lines obey the operation
principle of SOPs in (1) instead of the power flow in (8) [21].
Load demand curves of all the users and the net load curves
with DER generation in the network are presented in Fig. 5.
The proposed strategy is implemented with PYOMO [61]
toolbox with Python 3.9 and solved by GUROBI [62]. All
algorithms are executed on a computer with a 3.40 GHz Intel
Xeon(R) CPU with 160GB of RAM. The case results can be
reproduced according to the case settings provided in [63] and
the proposed models as well as solution algorithms.

B. Algorithm Performance

In the objective function (6), each cost factor is chosen
based on the desired priority order. In our case, the elec-
tricity price is 0.08 $/kWh, and the cost factors are set as
cUNB = 0.10, cLOSS = 0.08, cCUR = 0.12, cFL = 0.12. The
utilized cost parameters reflect a certain priority order from
DN operators, which can be applied with any more realistic
costs. Besides, two coefficients ξ1 and ξ2 in the unbalance
level function (7a) are set as 0.2 and 0.8, respectively, to
balance the value magnitude. Considering the tradeoff between
the balancing performance and the power supply quality, the
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0:00 6:00 12:00 18:00 24:00
Time

0.50

0.75

1.00

1.25

1.50

1.75

2.00

M
W

Phase A
Phase B
Phase C

(a) Load demands

0:00 6:00 12:00 18:00 24:00
Time

0.6

0.8

1.0

1.2

1.4

1.6

1.8

M
W

Phase A
Phase B
Phase C

(b) Net load demands

Fig. 5. Load profile and net load profile.

operation period 24h is divided into M = 8 phase-switching
periods, and the upper limit of action times is 1 (i.e., PSDs
can not be switched more than once every three hours) in our
case. The installation ratio of PSDs is set as 20% (i.e., 48
users are installed with PSDs) in the network.

In the linearization process, parameters of L and Mbig
are set as 8 and 80, respectively, based on the tradeoff
between approximation error and computational efficiency.
In Algorithm 1, the flat start (V = 1.0 p.u., [θa, θb, θc] =
[0◦,−120◦, 120◦]) for each node is taken as initialization, and
the thresholds ε1, ε2 are both set as 1×10−4. Instead of the flat
start, it is feasible to take voltage solutions of the last phase-
switching period as a “warm start” for the iteration of the
next period. This kind of initialization settings is beneficial
to improve computational efficiency by providing an initial
value around the possible optimal solution and thus reducing
the iterations.

The proposed method of Algorithm 1 can automatically
satisfy the feasibility condition of power flow after iteration
by setting ε2. The feasibility of other approximations in Sub-
section IV-B is also ensured when compared with the original
constraints. Furthermore, the convergence process of all the
phase-switching periods is presented in Fig. 6a, where y-axis
represents the final objective value in (6). By setting the same
flat start, the optimization problems in each period converge
to the optimal solution with different iterations, ranging from
4 to 16. Besides, we also notice that all the iterations tend to
be relatively stable after several iterations. Because both the
objective error εobj and the power solution error εp, εq are set as
criteria for iteration termination, the successive algorithm can
not stop until both the objective accuracy and the power flow
feasibility are guaranteed. Besides, the convergence process
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Fig. 6. Convergence under different scenarios and settings.

with different initialization settings in the first phase-switching
periods is presented in Fig. 6b. It can be seen that the objective
function tends to converge to the same value after several
iterations, thus providing empirical evidence that the algorithm
is not sensitive to initialization conditions.

C. Network Balancing Performance

Five cases are proposed to compare the different perfor-
mances on network balancing of PSDs and PS-SOPs. Accord-
ing to whether different phase balancing devices (PSD, regular
SOP, or the proposed PS-SOP) are considered, the cases
include 1)“no PSD & SOP”, 2)“only PSD”, 3)“only PS-SOP”,
4)“PSD & SOP”, and 5)“PSD & PS-SOP” (the proposed). Be-
sides the unbalance representation in the constraint (14), four
metrics are then utilized to evaluate the unbalance mitigation
performance in the objective function, which is also helpful to
ensure the effectiveness of the linearization process for (14).
The definitions of metrics are formulated as follows.

VUB1 =
∑
i∈N

∣∣∣∣∣ Ṽ NEG
i

Ṽ POS
i

∣∣∣∣∣, VUB2 =
∑
i∈N

∣∣∣∣∣ Ṽ ZER
i

Ṽ POS
i

∣∣∣∣∣ (34a)

IUB1 =

∣∣∣∣∣ ĨNEG
0

ĨPOS
0

∣∣∣∣∣ , IUB2 =

∣∣∣∣∣ ĨZER
0

ĨPOS
0

∣∣∣∣∣ (34b)

where VUB1 and VUB2 are used to evaluate both the
magnitude and phase unbalance of voltages; similarly, after
calculating the phase current injection in the root node and the
corresponding sequence current components, IUB1 and IUB2

are formulated to evaluate the current unbalance.
After formulating and solving P2 based on Algorithm 1,

results of the unbalance metrics of all cases are given in Fig. 7.
The trends of metrics varying in different periods are similar
among all the cases, and the proposed method can achieve the
best balancing performance at most phase-switching periods.
In Figs. 7a-7b, the three-phase voltage reaches the highest
unbalance level at about 12:00, due to the unbalanced PV
generation and load behaviors. Compared with “no PSD &
SOP”, the proposed method reduces VUB1 from 0.25 to 0.07.
Besides, for the current unbalance metrics in Figs. 7c-7d, the
proposed method can maintain a relatively low level at most
periods (e.g., [0, 0.1] of IUB1). It is noticed that metrics IUB1

and IUB2 of the proposed method increase at period 13:00-
14:00, which is the trade-off to mitigate the voltage unbalance
level. Therefore, both voltage and current unbalance conditions
are mitigated into the comprehensively lowest level by the
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Fig. 7. Voltage and current unbalance metrics.

proposed method in the operation period. Besides, it can be
seen that the varying trend of VUB1/IUB1 is similar with
VUB2/IUB2, which show that the proposed representation of
unbalance levels in the objective function can perform an
approximately equal influence for both the negative and zero
sequence voltage unbalance.

Comparisons of other cases show that PSDs and PS-SOPs
can perform different functions in network balancing. For
voltage balancing, using only PSDs or PS-SOPs can only
lightly reduce the unbalance level (e.g., from 0.25 to 0.15-
0.20 of VUB1 at 12:00), but coordinating PSDs with either
regular SOPs or PS-SOPs can reduce it to about 0.08. It can
be seen that PSDs perform better for node voltage balancing
because they are distributed among nodes and more suitable
for local voltage balancing. For current balancing, PS-SOPs
can achieve better mitigation performance compared with
SOPs or PSDs, and no obvious improvements are seen in
the unbalance mitigation when coordinated with PSDs than
not. Therefore, the phase-switching function of the proposed
PS-SOP performs important functions on the network current
balancing because it can transfer currents among phases and
nodes directly.

Four parts in the objective function including the unbalance
level, network loss, renewable curtailment, and load alteration
of the five cases are presented in Fig. 8. It can be seen that
the proposed method can be optimized with the minimum
objective value. Because of the flexible phase switching and
the cross-node power transfer functions, the proposed method
reduces the unbalance level and the renewable curtailment
obviously, especially during the 4th-6th periods. Besides,
although the implementation of SOPs causes an extra loss in
inverters during the operation process, the proposed method
can maintain the whole loss at a similar level to the original
case, which verifies that the proposed method can mitigate
network unbalance without increasing network loss.
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Fig. 9. Voltage and current unbalance metrics with different weight settings.

D. Sensitivity Analysis

1) Parameter: While keeping other parameters the same
with the above case, we first demonstrate the sensitivity of
the objective weight ξ1, ξ2 on power/voltage balance levels.
Three settings are performed including Setting 1: ξ1 = 1,
ξ2 = 0, Setting 2 (the proposed): ξ1 = 0.2, ξ2 = 0.8, and
Setting 3: ξ1 = 0, ξ2 = 1. The unbalance levels are presented
in Fig. 9 with VUB1, IUB1 for evaluation. It can be seen
that different weight settings directly influence the balancing
performance, where ξ1 and ξ2 represent the importance of
current and voltage balancing, respectively.

In the proposed coordination method of PSDs and PS-SOPs,
key parameters including the installation ratio of PSDs and the
capacities of PS-SOPs contribute to different balancing perfor-
mances. The objective values are implemented to explore the
influences of various combinations of PSD installation ratios
and SOP capacities.

The results are given in Fig. 10, where solid and dashed
lines represent the PS-SOPs and regular SOPs that are utilized
in DNs, respectively. It can be seen that objective values keep
declining but the decline rates become slower with higher PSD
installation ratios or larger SOP capacities. In the proposed
method, coordination settings of the capacity range of 100-
200 kVA and the installation ratio range of 0.05-0.15 have
contributed to higher decline rates than other combinations.
Changing trends of objective values become stable when
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TABLE II
PERFORMANCE AND ANNUAL COST COMPARISON ON IMPLEMENTATIONS

Implementation avg. VUB1 avg. VUB2 avg. IUB1 avg. IUB2 Annual cost of operation ($) Annual cost of devices ($) Total cost ($)
Initial case 0.1103 0.1083 0.0871 0.0901 243,403.43 0 243,403.43

PV [14] 0.1037 0.1040 0.0836 0.0823 123,989.94 566.67 124,556.61
Capacitor Bank [10] 0.0576 0.0578 0.0536 0.0536 151,903.85 1,145.01 153,048.86

Only PSD 0.0794 0.0794 0.0613 0.0633 130,092.35 4,056.71 134,149.06
Only PS-SOP 0.0504 0.0500 0.0434 0.0434 121,230.66 27,631.97 148,862.63
PSD&PS-SOP 0.0264 0.0260 0.0275 0.0275 77,523.13 31,688.68 109,211.81
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Fig. 10. Objective values with different parameters.

continuing to increase the PSD installation ratio to more than
0.20 or PS-SOP capacity to more than 200 kVA, which can
be potentially uneconomic investment choices. Besides, with
smaller capacities, PS-SOPs can achieve a similar balancing
performance compared with SOPs. For example, when replac-
ing 300 kVA SOPs with 200 kVA PS-SOPs, the changing trend
of objective values keeps similar when the PSD installation
ratio increases from 0 to 0.25. It can be seen that the phase-
switching function can help reduce the extra investment in
SOP capacities.

2) Cost: Furthermore, to analyze the economical feasibility
of the proposed balancing strategy, we compare it with the
commonly adopted means in the same case, including the
three-phase PVs [14] and capacitor banks [10]. The balancing
performance is evaluated by the average values of four metrics
VUB1-IUB2. The detailed annual cost calculation method and
corresponding parameters are presented in Appendix-C. As
a common type of DERs, the additional investment cost of
three-phase PVs is not considered. For PS-SOPs, the cost of
the power electronics (e.g., the inverters connected with three-
phase nodes) will be the dominant cost, and we take the typical
value in [60] for the cost parameter reference. The result of
each strategy is given in Table II.

In terms of the network balancing performance, the pro-
posed method can achieve the lowest unbalance level com-
pared with other commonly used methods. Besides, although
the annual cost of the applied equipment is relatively high, the
total cost is lower than others because of the less cost of dis-
tribution network operation. Compared with the single means,
the proposed two-level coordination strategy can perform bet-

ter in both network balancing and economic operation. Thus,
an “economy of scale” can be achieved by the complementary
advantages of PS-SOPs and PSDs.

3) Computational efficiency: Furthermore, the computation
becomes more difficult with higher installation ratios of PSDs
in the network, so we verify the computational efficiency
performance of the proposed Algorithm 2 under different PSD
installation ratios. The ratio keeps the same in all the nodes
with PSDs and varies from 0.2 to 0.4. Three representative
phase-switching periods (0:00-3:00, 18:00-21:00, and 21:00-
24:00) are determined by the actual computational time with
different PSD ratios. Comparison results on computational
time and solution accuracy in these periods are given in
Table III, where the key parameter ξPEN is determined in
advance based on Remark 1 in Subsection IV-C. The relative
error is calculated as ERR = |F II−F∗|

F∗ ×100%. From the result
of the original case, the computational time increases with a
larger number of installed PSDs, and its growth rate varies
with load scenarios in different phase-switching periods. The
proposed Algorithm 2 can largely reduce the computation time
with an acceptable loss of accuracy. When the PSD installation
ratio increases above 0.3, the computation time of Algorithm 1
is around or over 1000s at each period. However, the proposed
method can still solve the problem within 300s in all cases
and within 200s in most cases. Therefore, the computational
efficiency of the proposed algorithm is acceptable in the day-
ahead dispatch task. As for the accuracy of the proposed
algorithm, Step I in Algorithm 2 can optimize with a pre-
liminarily lower objective value than Algorithm 1 because of
the relaxation. The relative errors after bounding in Step II in
all cases are lower than 10%, which shows that the proposed
algorithm can largely improve computational efficiencies with
acceptable loss of accuracy.

E. Scalability Tests

To demonstrate the computational complexity of the pro-
posed algorithm on larger networks, we further adopt a three-
phase IEEE 123-Bus network [64] and a standard three-phase
240-bus distribution network in Midwest U.S. [65] for more
case studies. The load levels of three phase lines during 24h are
presented in Table IV. More details on the parameter settings
are presented in the supplementary files [63]. Three phase-
switching periods corresponding to IEEE 33-bus network case
are evaluated. The computational time as well as the objective
values are presented in Tables V and VI, respectively.

From the result of each network, it can be seen that: 1)
with higher PSD ratios, the computational time in the original
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TABLE III
COMPUTATIONAL EFFICIENCY WITH THE PROPOSED SOLUTION ALGORITHM

PSD ratio
(number)

Operation
period

Computation time (s) Objective Coefficient ξPEN

Alg.1 Alg.2 F ∗ of Alg.1 F after relaxation F IIof Alg.2 ERR (%)

0.20(48)
0:00-3:00 183.92 110.86 0.01995 0.01946 0.02102 5.36 0.05

18:00-21:00 99.90 97.26 0.05327 0.05215 0.05330 0.06 0.02
21:00-24:00 104.88 111.53 0.04813 0.04793 0.04956 2.97 0.005

0.25(63)
0:00-3:00 638.33 173.47 0.01740 0.01674 0.01833 5.34 0.01

18:00-21:00 757.54 121.19 0.04832 0.04513 0.05211 7.84 0.01
21:00-24:00 1097.44 139.85 0.04457 0.04270 0.04772 7.07 0.005

0.30(73)
0:00-3:00 905.54 148.65 0.01584 0.01538 0.01708 7.83 0.05

18:00-21:00 1193.75 152.55 0.04290 0.04280 0.04482 4.48 0.01
21:00-24:00 1429.35 141.28 0.04117 0.04068 0.04551 10.54 0.05

0.35(79)
0:00-3:00 2280.01 252.71 0.01475 0.01404 0.01549 5.02 0.01

18:00-21:00 2459.12 138.22 0.04000 0.03985 0.04096 2.40 0.01
21:00-24:00 3838.34 209.16 0.04033 0.03996 0.04284 6.22 0.03

0.40(94)
0:00-3:00 2682.02 191.21 0.01444 0.01424 0.01572 8.86 0.02

18:00-21:00 4258.98 152.60 0.03771 0.03768 0.04018 6.55 0.01
21:00-24:00 > 5h 284.23 / 0.03923 0.04385 / 0.02

case has a similar increasing trend with IEEE 33-bus network;
2) the proposed algorithm can reduce the computational time
effectively, especially under higher PSD ratios, and the time
varying trend is slightly influenced by the increased ratio
of installed PSDs (e.g., 200-400s in IEEE 123-bus case and
400-800s in U.S. 240-bus case). From the comparison results
in different networks, some new features can be found: 1)
the computational time of both the original case and the
proposed algorithm basically increase with more complex
network topologies and higher load levels, however, the growth
rate in the original case is more obviously influenced by
the PSD installation ratios; 2) the computational time is also
relevant with the objective performance. For example, when
comparing the 0:00-3:00 period with 113 installed PSDs, the
computational time is around 3200s in IEEE 123-bus network,
and about 700s in U.S. 240-bus network. It can be seen that the
IEEE 123-bus network spends more time in optimization but
the objective improvement is not obvious compared with PSD
ratio=0.35. It is mainly because the optimization process will
spend more time determining the optimal actions of specific
PSDs, especially which make fewer contributions to objective
improvement.

Therefore, when applied in larger networks, we can con-
clude that the computational complexity is more dependent
on the number of controllable devices (i.e., the number of
integer variables in the model) than the network topology
complexity. Our proposed algorithm can efficiently ease the
computational burden brought by massive integer variables in
the original model. Furthermore, it is possible to extend the
proposed method for larger networks (e.g., IEEE 8700-bus
network [66]), with some accelerated OPF solving algorithms
in some related research [67]–[69].

VI. CONCLUSIONS AND FUTURE WORKS

We formulate a two-level coordination model of PSDs and
PS-SOPs for network balancing. The proposed method is
validated to achieve the best performances on both voltage

TABLE IV
LOAD LEVELS (MW)

Phase A Phase B Phase C
IEEE 123-bus 4.99 5.00 4.14
U.S. 240-bus 10.10 9.78 8.24

TABLE V
COMPUTATIONAL EFFICIENCY IN IEEE 123-BUS SYSTEM

PSD ratio
(number)

Operation
period

Computation time (s) Objective

Alg.1 Alg.2 F ∗ of Alg.1 F II of Alg.2 ERR (%)

0.20(68)
0:00-3:00 568.71 455.34 0.02929 0.03000 2.42

18:00-21:00 154.92 130.55 0.06387 0.06393 0.09
21:00-24:00 146.97 126.97 0.05262 0.05322 1.14

0.25(89)
0:00-3:00 842.06 474.41 0.02732 0.02882 5.49

18:00-21:00 273.18 139.13 0.06029 0.06377 5.77
21:00-24:00 174.36 127.95 0.04996 0.05203 4.14

0.30(105)
0:00-3:00 1276.38 473.36 0.02658 0.02774 4.36

18:00-21:00 280.94 134.76 0.05921 0.06150 3.87
21:00-24:00 526.38 257.28 0.04774 0.04939 3.46

0.35(113)
0:00-3:00 2149.37 374.24 0.02647 0.02735 3.32

18:00-21:00 350.45 171.96 0.05867 0.06035 2.86
21:00-24:00 540.93 280.13 0.04742 0.04954 4.47

0.40(135)
0:00-3:00 3222.54 340.10 0.02612 0.02712 3.67

18:00-21:00 1018.54 138.87 0.05502 0.05761 4.71
21:00-24:00 787.21 157.72 0.04580 0.04661 1.76

and current balancing. Specifically, the PSDs contribute more
to local voltage balancing because they are distributed locally
within network nodes. On this basis, the proposed PS-SOPs
can transfer active power among different phases and nodes for
the redistribution of three-phase currents. Besides, we propose
a solution framework with two algorithms, which can ensure
optimal solutions and accelerate the computation simultane-
ously. The proposed algorithms extend the application of the
coordination model for different levels of PSD integration.

For the proposed coordination balancing strategy, this work
focuses on the technical superiority analysis to verify the net-
work balancing performance. The future research is concluded
with the following points: 1) perform more discussions on the
cost-benefit analysis to evaluate the operation benefits with
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TABLE VI
COMPUTATIONAL EFFICIENCY IN U.S. 240-BUS SYSTEM

PSD ratio
(number)

Operation
period

Computation time (s) Objective

Alg.1 Alg.2 F ∗ of Alg.1 F II of Alg.2 ERR (%)

0.20(114)
0:00-3:00 703.93 509.58 0.13676 0.13698 0.16

18:00-21:00 471.72 391.53 0.52589 0.52757 0.32
21:00-24:00 459.85 424.60 0.46669 0.47105 0.93

0.25(146)
0:00-3:00 3755.48 791.50 0.12306 0.12620 2.55

18:00-21:00 501.83 431.44 0.45510 0.45571 0.13
21:00-24:00 506.39 432.37 0.37597 0.38206 1.62

0.30(170)
0:00-3:00 4304.76 752.11 0.12199 0.12432 1.91

18:00-21:00 536.25 431.53 0.44449 0.44500 0.11
21:00-24:00 610.81 444.49 0.35794 0.36273 1.34

0.35(185)
0:00-3:00 > 5h 902.25 / 0.11401 /

18:00-21:00 545.53 436.06 0.39615 0.39737 0.31
21:00-24:00 890.66 448.16 0.32091 0.33065 3.04

0.40(220)
0:00-3:00 > 5h 892.84 / 0.10837 /

18:00-21:00 773.34 449.82 0.37390 0.37743 0.94
21:00-24:00 2196.58 453.07 0.30170 0.31349 3.91

regard to the investment costs; 2) consider the probabilistic
characteristics of renewable generation in the decision-making
process; 3) optimize the parameters corresponding to the
phase-switching periods for better balancing solutions; 4)
explore and extend the phase-balancing function of PSDs for
three-phase users or single-phase PVs.

APPENDIX

A. Current Unbalance Influence on Operation Cost

1) Cost on phase line loss: We take a three-phase two-bus
system as an example, where one bus is for power supply
and another one is the sum of load demands. Supposed that
the whole phase current is a constant

∣∣IS∣∣ and the phase
resistances are the same Raa = Rbb = Rcc = R, the network
loss can be represented as

|Ia|+
∣∣Ib∣∣+ |Ic| =

∣∣IS∣∣ (35a)

Loss = |Ia|2Raa +
∣∣Ib∣∣2Rbb + |Ic|2Rcc

= (|Ia|2 +
∣∣Ib∣∣2 + |Ic|2)R (35b)

Based on Cauchy’s Inequality theory, we have the following
relationship.

|Ia|2 +
∣∣Ib∣∣2 + |Ic|2 =

(1 + 1 + 1)(|Ia|2 +
∣∣Ib∣∣2 + |Ic|2)

3

≥
(|Ia|+

∣∣Ib∣∣+ |Ic|)2

3
=

∣∣IS∣∣2
3

(36)

where the equation has the minimum value when |Ia| =∣∣Ib∣∣ = |Ic|. Thus, it can be derived that the balanced current
magnitude will result in the minimum phase line loss.

2) Cost on neutral line loss: In the three-phase-four-wire
distribution network, the relationship between node voltages
and line currents is
Ṽ a
i

Ṽ b
i

Ṽ c
i

Ṽ n
i

−


Ṽ a
j

Ṽ b
j

Ṽ c
j

Ṽ n
j

 =


zaaij zabij zacij zanij
zbaij zbbij zbcij zbnij
zcaij zcbij zccij zcnij
znaij znbij zncij znnij

 ·


Ĩaij
Ĩbij
Ĩcij
Ĩnij


⇔

[
Ṽ

abc

i

Ṽ n
i

]
−

[
Ṽ

abc

j

Ṽ n
j

]
=


(
zαβij

)
3×3

(
zαn
ij

)
3×1(

znβ
ij

)
1×3

(
znnij

)
1×1

 ·

[
Ĩ
abc

ij

Ĩnij

]
(37)

It is assumed that this network has a multi-grounded neutral,
thus the neutral voltage is equal to zero. The unbalanced phase
current will generate the zero sequence current flowing in the
neutral lines, and thus increase the neutral line loss due to
the mutual impedance. To incorporate the extra loss into the
three-phase model, we use the Kron reduction principle and
reduce the 4 × 4 impedance matrix as 3 × 3, so the neutral
line loss is included in the phase line loss functions.{

Ṽ
abc

i − Ṽ
abc

j = zαβij · Ĩ
abc

ij + zαn
ij · Ĩnij

0 = znβ
ij · Ĩ

abc

ij + znnij Ĩ
n
ij

⇔

{
Ĩnij = −(znnij )−1znβ

ij · Ĩ
abc

ij

Ṽ
abc

i − Ṽ
abc

j = (zαβij − zαn
ij (znnij )−1znβ

ij ) · Ĩ
abc

ij

(38)

Then we can obtain the phase impedance matrix on the line
ij as (zij)3×3 = zαβij − zαn

ij (znnij )−1znβ
ij , where the neutral

line loss is also included.

B. Voltage Unbalance Representation

To verify the effectiveness of the proposed voltage unbal-
ance representation method in the objective function, we com-
pare it with the commonly used sequence voltage components.
We first set the varying ranges of voltage magnitude and angle
as ±0.01 p.u. and ±3◦, respectively, and then we generate 729
samples of three-phase voltage randomly. After calculation,
the relationship is represented in Fig. 11, where the x axis is
(fUNB

V + fUNB
θ ), and the y axis is the magnitude of negative

sequence voltage in (14c) and zero sequence voltage in (14d),
respectively. There is a roughly positive correlation between
the proposed unbalance representation and the commonly
used ones. Therefore, the proposed method can represent
the voltage unbalance level effectively, i.e., minimization of
fUNB
V + fUNB

θ can reduce the unbalance level directly.

C. Annual Cost Calculation

The annual cost Ctotal mainly includes the equivalent annual
capital cost Cinstall, the fixed device operation cost Cope, and
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Fig. 11. Relationship between the unbalance level in the objective and the
magnitude of: (a) negative sequence voltage; (b) zero sequence voltage.

TABLE VII
COST-RELATED PARAMETERS OF EQUIPMENT

Equipment Number Lifetime (year) Capital cost ($) Cost coefficient
PV inverter 10 10 25.0/kW 0.02

Capacitor bank 6 10 30.0/piece 0.01
PSD 48 10 500.0/piece 0.02
SOP 2 20 308.8/kVA 0.01

the cost in distribution network operation from the objectives
Cobj. The detailed cost calculation method is presented as

Ctotal = Cinstall + Cope + Cobj (39a)

Cinstall =
d(1 + d)y

(1 + d)y − 1

Nunit∑
i=1

cunit,iSunit,i (39b)

Cope = ηope

Nunit∑
i=1

cunit,iSunit,i (39c)

Cobj = 365 ·
T∑
t=1

(CLOSS
t + CCUR

t + CFL
t ), T = 24h (39d)

where d, y, Nunit, cunit, Sunit, and ηope are the discount rate,
the lifetime, the installation number, the capital cost, the
installation capacity, and the coefficient of operation cost,
respectively. d is set as 0.08, and other key parameters
(installation number Nunit, lifetime y, capital cost cunit, and
coefficient of operation cost ηope) are given in Table VII.
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