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Abstract

Cost-sensitive learning is a common type of machine learning problem where different errors of
prediction incur different costs. In this paper, we design a generic nonparametric active learning
algorithm for cost-sensitive classification. Based on the construction of confidence bounds for
the expected prediction cost functions of each label, our algorithm sequentially selects the most
informative vector points. Then it interacts with them by only querying the costs of prediction
that could be the smallest. We prove that our algorithm attains optimal rate of convergence in
terms of the number of interactions with the feature vector space. Furthermore, in terms of a
general version of Tsybakov’s noise assumption, the gain over the corresponding passive learning is
explicitly characterized by the probability-mass of the boundary decision. Additionally, we prove
the near-optimality of obtained upper bounds by providing matching (up to logarithmic factor)
lower bounds.

Keywords: Cost-sensitive classification, active learning, nonparametric classification.

1 Introduction

For many real-world machine learning tasks, while unlabelled data are abundant, getting a pool of
labelled data is very expensive and time-consuming. In this case, it is interesting to only label the
points that could significantly affect the prediction decision. This is the main purpose of active learning
(Cohn et al., 1994; Dasgupta, 2011) which is a machine learning approach that attemps to provide
an optimal decision rule while using as few labelled data as possible. Contrary to standard models
of machine learning (namely passive learning) where the labelled data are provided beforehand, in
active learning, the learner only has access to a set of unlabelled points at the beginning, and has to
progressively request (to a so-called oracle) at some cost the label of some points during the learning
process. At the end, based on these selected labelled points, a prediction decision rule is provided. In
this paper, we consider the classification task which consists in providing a prediction rule or classifier
that maps each unlabelled point x from X , the instance space, to an element y ∈ Y = {1, . . . ,M}
the label space (where M ≥ 2 is an integer). Both in active and in passive learning, the performance
of a prediction rule is measured in terms of its ability to predict the label of a new instance by
keeping the error of classification as small as possible. However, while fruitful in many domains
applications, measuring the performance of a classifier by only considering its ability to maintain the
error of classification as small as possible is sometimes inappropriate because some type of classification
errors (even small) could have significant negative effects on the underlying problem. For many real
world domain applications, it is thus valuable to consider learning classification approaches that pay
attention to each error of classification. For example, in fraud detection tasks, a classification error that
deems a fraudulent transaction as legitimate may incur huge losses for the banking institution, such
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as financial or reputational, while refusing a legitimate transaction is less serious because the banking
institution only loses the transaction fee. The learning classification problem can be reformulated in
terms of the cost incurred by a label prediction, so that a prediction rule will predict the label which
has the smallest negative effect on the underlying problem. Such learning problem is called cost-
sensitive classification (Elkan, 2001; Dmochowski et al., 2010). Let us emphazise that the prediction
cost differs from the labeling cost mentioned above in the definition of active learning. Labeling cost
in active learning corresponds to the effort (for example, it could be expressed in terms of time) made
to determine the label of an instance while prediction cost in cost-sensitive classification refers to the
cost incurred by making some prediction as in the fraud detection example.
In this paper, we design an active learning algorithm that provides a classifier suitable for cost-sensitive
classification. Our analysis falls into the nonparametric setting under assumptions related to those
used in (Audibert & Tsybakov, 2007; Minsker, 2012; Locatelli et al., 2017; Kpotufe et al., 2022). At
each step, our algorithm is able to select any point from the instance space and to interact with it
by requesting the prediction costs that could be the smallest (with high probability). Under some
smoothness and margin noise assumptions, we prove that the resulting classifier achieves an optimal
rate of convergence in terms of the number of interactions with the instance space. Additionally, we
show the (near) optimality of our rate of convergence by providing matching (up to a logarithmic factor)
lower bounds. These results compare favorably with those obtained in the passive learning counterpart
(Reeve, 2019). The paper is organized as follows: Section 2 presents backgrounds and related works
on active learning, cost-sensitive classification and active learning for cost-sensitive classification. In
Section 3 we summarize our main contributions while in Section 4 we introduce the main notations,
assumptions used in this work, the overall description of our algorithm and the theoretical properties
of our algorithm. We conclude with Section 5. Section A contains all detailed proofs.

2 Related works

Active learning. Over the last fifteen years, a lot of progress has been made on understanding the
principles of active learning, and its benefits over passive learning (see for example (Balcan et al.,
2007; Dasgupta, 2011; Castro & Nowak, 2008; Minsker, 2012; Hanneke & Yang, 2015; Locatelli et al.,
2017; Kpotufe et al., 2022)). Some of the studies considered the nonparametric setting by focusing on
plug-in methods in classification (Minsker, 2012; Locatelli et al., 2017). The overall principle is to pro-
gressively estimate the class-conditional regression functions by only focusing in the region where the
classification is most difficult. Under some standard smoothness and noise assumptions, (Minsker, 2012;
Locatelli et al., 2017) provided a rate of convergence that shows the improvement (over some range
of smoothness and noise parameters) of active learning over passive learning (Audibert & Tsybakov,
2007). A deep analysis of these bounds and of their the proof details reveals that these improvements
over passive learning strongly depend on the behavior of the class-conditional regression functions
around the boundary decision. Very recently, (Kpotufe et al., 2022) went further by introducing a
more general noise assumption than that used in (Minsker, 2012; Locatelli et al., 2017). This assump-
tion takes into account the probability-mass of the boundary decision and allows to prove that no
improvement is possible over passive learning when there is a large amount of instances exactly on the
decision boundary. The overall principle of our algorithm is inspired by (Minsker, 2012; Locatelli et al.,
2017; Shekhar et al., 2021), and is adapted for the cost-sensitive classification. When interacting with
the oracle, the prediction costs are requested instead of the label as was done in (Minsker, 2012;
Locatelli et al., 2017). Moreover, we use a more general noise assumption, and depending on how
large the probability-mass of the boundary decision is, we explicitly identify when a gain is possible in
cost-sensitive active learning over its passive learning counterpart (Reeve, 2019).
Cost-sensitive learning. As mentioned in Section 1, formulating the objective only in terms of the er-
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ror of classification is inappropriate in some practical situations. Some works have pointed out this dis-
advantage by considering the cost-sensitive approach to classification (Elkan, 2001; Dmochowski et al.,
2010; Reeve & Brown, 2017; Reeve, 2019) where the costs incurred by each error of classification are
taken into account. Since the pioneering work by (Elkan, 2001), a plethora of cost-sensitive learning
approaches have been proposed, but we consider here three that are closely related to our present
setting.
First, (Elkan, 2001) introduced a cost-sensitive approach where an M × M -matrix Γ is given to the
learner before the learning process. The matrix Γ represents a cost matrix, and Γij ≥ 0 represents the
cost incurred by predicting the label i whereas the true label is j. When Γij = 1 if i 6= j and Γii = 0,
it reduces to the standard approach where the cost of misclassification is not taken into account. The
learning objective is thus to find a prediction rule that minimizes the expected cost with respect to
the cost matrix Γ. This approach was also considered by other works such as (Reeve & Brown, 2017;
Reeve, 2019). These works were built upon (Audibert & Tsybakov, 2007), which considered the stan-
dard learning approach by implicitly making the assumption of symmetric prediction costs.
The second cost-sensitive approach consists in making Γ a feature-dependent matrix cost (Elkan, 2001;
Reeve, 2019). This makes sense in some real-world applications such as medical diagnosis where the
prediction cost may depend on the patient (medical history for instance).
The third cost-sensitive approach, which will be considered in this paper, is more general than the
two previous ones. It considers the case where the cost matrix Γ (or Γ(x)) is not available to the
learner. This is very common in practice such as medical diagnosis where it is sometimes very difficult
to evaluate the cost that would have been incurred if an unhealthy patient was predicted as healthy. In
this case, an instance X does not come directly to the learner with a label y, but, it is associated with
a (random) cost-vector of size M , where the i-th component represents the prediction cost incurred by
the label i.
The three aforementioned cost-sensitive approaches were considered in the case of passive learning
(Reeve, 2019). In the third approach, they advocated for maximizing rewards rather than minimizing
costs as in the present work. In nonparametric passive learning setting, they studied minimax learning
rate under some smoothness and noise assumptions which are closely related to ours. Their analysis
and results appear to be more general than the work of (Audibert & Tsybakov, 2007). In this paper,
we study for the first time the cost-sensitive classification problem in nonparametric active learning
setting in the same line of research as (Audibert & Tsybakov, 2007) and compare our statistical guar-
antees results to the corresponding passive learning setup (Reeve, 2019).
Active learning for cost-sensitive classification. Cost-sensitive multi-class classification in ac-
tive learning has received attention in the last decade mostly in parametric setting (Agarwal, 2013;
Krishnamurthy et al., 2017, 2019). Through the online selective sampling framework, (Agarwal, 2013)
designed an algorithm for cost-sensitive multiclass-classification and showed improvement of active
learning over passive learning. However, they considered learning models where the query strategies
are tailored to linear representation (Gentile & Orabona, 2012) which is too specific and difficult to
extend to other hypothesis classes. Additionally, they used the cost-sensitive setting where the cost-
matrix is fixed and available to the learner before the learning process. Later, (Krishnamurthy et al.,
2017) considered active learning for cost-sensitive multi-class classification in parametric setting and
where the prediction costs are unknown. For every considered example X, their algorithm computes
upper and lower bounds of the expected prediction cost of each label and then only queries labels with
relatively large prediction range. However, their computational techniques leads to sub-optimal results
in label complexity. This latter drawback was overcome in (Krishnamurthy et al., 2019), where an
efficient cost range computation is provided and leads to optimal results in terms of label complexity.
In this paper, we rather consider the nonparametric setting. We derive new techniques for computing
with high confidence, the upper and lower bounds on the expected prediction costs. This allows us
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to make optimal predictions and then provide a classifier suitable for cost-sensitive classification that
achieves optimal rate of convergence.

3 Contributions

In this present work, we propose a generic nonparametric active learning algorithm for cost-sensitive
multiclass-classification by considering a more general noise assumption than that used in earlier works
such as (Reeve, 2019). Our contributions are as follows:

• Our resulting classifier achieves an optimal rate of convergence which involves a noise parameter
that allows to precisely determine when gain is possible over the passive learning counterpart
(Reeve, 2019). Moreover, our algorithm is adaptive to this noise parameter.

• We provide a lower bound that matches (up to a logarithmic factor) the obtained rate of conver-
gence achieved by our algorithm.

4 Algorithm

In this Section, we first introduce some notations, then we provide a brief description and analysis
of our active learning algorithm. For clarity purposes, some key quantities that will be used in the
analysis of our algorithm are summarized in Table 1. We conclude by giving some theoretical results
that show that our active learning algorithm enjoys good statistical guarantees.

4.1 Setting

Let X ⊂ R
d be a metric space, referred to as the instance space. We assume that X = [0, 1]d is

equipped with the Euclidean distance ‖.‖. Let Y = {1, . . . ,M} be the set of labels. Let P be a
(unknown) probability defined on X × [0, 1]M . In this case, if (X, c) ∼ P , with c = (c(1), . . . , c(M)),
then for y = 1, . . . ,M , the quantity c(y) represents the prediction cost induced by the use of label y.
In cost-sensitive learning, instead of dealing with a labelled sample from X × Y, the learner observes
an i.i.d sample (X1, c1), . . . , (Xn, cn) generated according to P. The random quantity ck (k = 1, . . . , n)
represents the cost vector ck = (ck(1), . . . , ck(M)). In this context, the main objective is to construct
a mapping g : X −→ Y which minimizes the cost-sensitive expected cost:

Rcs(g) = E(X,c)(c(g(X))).

Let y ∈ Y be a given label, and the function: f(.; y) : X −→ [0, 1] such that f(x; y) = E(c(y)|X = x).
The oracle mapping f∗

cs : X −→ Y defined by

f∗
cs(x) ∈ argmin

y∈Y
f(x; y)

and known as the Bayes cost-sensitive classifier, achieves the minimum cost-sensitive expected cost
(Krishnamurthy et al., 2019). The excess expected cost for a mapping g : X −→ Y is:

εcs(g) = Rcs(g)−Rcs(f
∗
cs) = EX (f(X; g(X)) − f(X; f∗

cs(X))) .

Remark 4.1. Cost-sensitive learning is more complex than standard classification problem. In fact, in
cost-sensitive learning, labels just serve as indices for the cost vector, and the distribution of data is over
pairs of (x, c) rather than (x, y) as seen in (active) binary and multiclass classification (Kpotufe et al.,
2022). Moreover, cost-sensitive decision-making involves minimizing the expected cost of a decision,
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which may involve predicting a label that is less probable (with respect to the standard classification)
but has a lower prediction cost associated with it. However, in certain specific cases, a cost-sensitive
problem can be transformed into a classification problem. (see for instance Proposition 5.8.1 from
(Reeve, 2019)).

4.2 Our model

We consider a hierarchical structure on the instance space: for integers h ≥ 0, K ≥ 2, the instance
space is partitioned into Kh subsets Xh,i (1 ≤ i ≤ Kh) which are referred to as cells. This partitioning
is seen as a spatial K-tree where the root is the whole space X = X0,1 and at each depth h ≥ 0, we have

∪Kh

i=1Xh,i = X and each cell Xh,i induces K children {Xh+1,ij , j = 1, . . . ,K} which forms a partition
of Xh,i. Additionally, for each cell Xh,i, we associate a fixed point xh,i ∈ Xh,i called the center of Xh,i

such that Xh,i = {x ∈ X , ‖x − xh,i‖ ≤ ‖x − xh,j‖, j 6= i} and where ties are broken in an arbitrary,
but deterministic way. Moreover, we suppose:

• there exists some constants ρ ∈ (0, 1), ν1, ν2 > 0, with 0 < ν1 ≤ 1 ≤ ν2 such that for all h, i:

B(xh,i, ν1ρ
h) ⊂ Xh,i ⊂ B(xh,i, ν2ρ

h). (4.1)

where B(x, r) = {z ∈ X , ‖x− z‖ < r} for x ∈ X , and r > 0.

• that K = 2, and Xh,i is partitioned as Xh,i = Xh+1,2i−1 ∪ Xh+1,2i.

A similar model was also considered in different settings such as bandit theory (Munos et al., 2014).
In this paper, we consider an active learning algorithm for cost-sensitive multi-class classification that
exploits the hierarchical structure of the instance space. Given a hierarchical partition of the instance
space, and some integers h and i, we aim at estimating the Bayes cost-sensitive classifier in Xh,i and
thereby in the whole space. Our algorithm proceeds by only interacting with cells Xh,i (for some
h, i) where there is substantial classification uncertainty. It interacts with Xh,i via its center xh,i by
requesting some of its label costs. In the following sections, we will sometimes consider xh,i as the cell
Xh,i if no ambiguity is present.
One of the main reasons for which we use the hierarchical structure on the instance space in this
paper is to align with the majority of previous works on standard nonparametric active learning, such
as (Castro & Nowak, 2008; Minsker, 2012; Locatelli et al., 2017; Kpotufe et al., 2022). However, We
could also use the pool-based approach considered in (Njike & Siebert, 2022) where a k-NN active
learner has been proposed.

4.3 Overall description of our algorithm

With a fixed number of interactions n (considered as the budget), our main objective is to provide
an active learning algorithm for cost-sensitive multi-class classification, which outputs a classifier with
good statistical guarantees. Our algorithm is inspired from that provided in (Shekhar et al., 2021) in
the context of active learning with reject option, and also from that provided in (Krishnamurthy et al.,
2019) where a bookkeeping procedure is used in order to only deal with labels that could be the optimal
one.
Our algorithm works iteratively over a finite number of steps, until the budget n has been reached.

At step t, the instance space is hierarchically partitioned into two subsets: X (t)
u the set of unclassified

cells (for example, filled in red on Figure 1), and X (t)
c the set of classified cells (for example, filled in

green on Figure 1).

Subsequently, it proceeds as follows: it selects the cell Xht,it in X (t)
u that has the largest classification

uncertainty. In this case, two outcomes are possible:
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X0,1

X1,1

X2,1

X3,1 X3,2

X2,2

X1,2

X2,3

X3,5 X3,6

X2,4

Figure 1: An example of a possible partition of the instance space at a given step: the classified
regions are represented by the cell filled in green, and the unclassified region by the cells filled in red:

X (t)
u = {X2,4,X3,1,X3,2,X3,5,X3,6}, X (t)

c = {X2,2} and X = X (t)
u ∪ X (t)

c .

• First, it could interact with Xht,it by requesting the cost cht,it(y) of some labels at the center
xht,it . Based on these later requests (and possibly other requests made before the step t), a subset

Y(t)
ht,it

⊂ Y of candidate labels is built. This is done by discarding suboptimal labels y, that is

those with f(x; f∗
cs(x)) < f(x; y) for all x ∈ Xht,it with high probability. Thus, if the subset Y(t)

ht,it

only contains one label, the cell Xht,it is added to the current classified region X (t)
c and removed

from X (t)
u .

• Second, the cell Xht,it could be expanded or refined. This happens when the algorithm has
interacted with Xht,it a substantial number of times. In this case, the cell Xht,it is replaced by

Xht+1,2it ∪ Xht+1,2it−1 and removed (for example, filled in black on Figure 1) from X (t)
u .

After the iteration process, our algorithm provides a classifier as detailed in Section 4.4.

Y(t)
h,i set of candidate labels for Xh,i at step t.

cvh,i(y) vth requested cost associated to the label y at the center xh,i

X (t)
c current classified region at step t

X (t)
u current unclassified region at step t

It(Xh,i) classification uncertainty of the cell Xh,i at step t

U
(t)
f(:;y)(Xh,i) upper confidence bound of the expected

prediction cost f(:, y) in Xh,i at step t

L
(t)
f(:;y)(Xh,i) lower confidence bound of the expected prediction cost f(:, y) in Xh,i at step t

A
(t)
r (Xh,i) Boolean variable linked on the refinement of Xh,i at step t

Table 1: Main quantities that appears in the analysis of Algorithm 1
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4.4 Analysis of our algorithm

This Section is devoted to a brief analysis of our algorithm while the theoretical results are in Section
4.5. We provide some intuitions behind the construction of the set of candidate labels and describe
the refinement and uncertainty criteria used in our algorithm. Our techniques are built upon the
construction of upper and lower bounds of the expected prediction cost functions. We therefore first
introduce the following definition:

Definition 4.1. Given a set A ⊂ [0, 1]d, and a deterministic function g defined in A that takes values
in [0, 1], we say that g has confidence bounds Lg(A), Ug(A) at level δ in the set A if with probability at
least 1− δ,

Lg(A) ≤ g(x) ≤ Ug(A) for all x ∈ A.

As we will consider in Section 4.5.2, the quantities Lg(A), Ug(A) are randomized and the probability
(1 − δ) is with respect to their uncertainty. Importantly, the dependence of these confidence bounds
with respect to δ is omitted for clarity purposes.

How can we accurately construct the (random) set of candidate labels Y
(t)
h,i? For any cell

Xh,i, the corresponding set of candidate labels is initialized to Y(0)
h,i = Y. For t ≥ 1, let Xht,it be the

cell chosen from the unclassified region by our algorithm at step t. To compute Y(t)
ht,it

, we first need to

provide confidence bounds on the expected prediction cost functions f(.; y) for all y ∈ Y(t−1)
ht,it

. That
is, according to Definition 4.1, for a given parameter δ′ ∈ (0, 1), we have to provide the quantities

L
(t)
f(:;y)(Xht,it), U

(t)
f(:;y)(Xht,it) such that with probability at least 1− δ′, we have for all x ∈ Xht,it ,

L
(t)
f(:;y)(Xht,it) ≤ f(x; y) ≤ U

(t)
f(:;y)(Xht,it) (4.2)

Once confidence bounds are constructed, the set of candidate labels Y(t)
h,i only contains labels y from

Y(t−1)
h,i that satisfy:

L
(t)
f(:;y)(Xht,it) ≤ min

y∈Y
(t−1)
ht,it

U
(t)
f(:;y)(Xht,it), (4.3)

Particularly, under some smoothness assumption, for all x ∈ Xht,it , f
∗
cs(x) is never discarded and Xht,it

is therefore correctly labelled when it is added to the classified region X (t)
c . Importantly, for any cell

Xh,i, the confidence bounds can be initialized to L
(0)
f(:;y)(Xh,i) = −∞ and U

(0)
f(:;y)(Xh,i) = +∞ and are

progressively improved as costs are requested. These confidence bounds could take various forms de-
pending on assumptions made on the considered problem of cost-sensitive classification. For instance
in Section 4.5.2, under some smoothness assumption on the expected prediction cost function f(.; y),

we will provide specific expressions of L
(t)
f(:;y)(Xh,i) and U

(t)
f(:;y)(Xh,i) which can be used by our algorithm.

How can we choose the most uncertain cell from the unclassified region? To measure the

level of uncertainty of a cell Xh,i from the unclassified region X (t)
u , we can use the confidence bounds of

each expected prediction cost function f(.; y). For Xh,i from X (t)
u , let It(xh,i) be the quantity defined

as:
It(Xh,i) = min

y∈Y
(t)
h,i

U
(t)
f(:;y)(Xh,i)− min

y∈Y
(t)
h,i

L
(t)
f(:;y)(Xh,i) (4.4)

According to Equation (4.3), the quantity It(Xh,i) is non-negative (with high probability). The algo-
rithm therefore chooses to interact with the cell Xh,i that has the largest value It(Xh,i) over all the
cells that belong to the unclassified region.
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Refinement criterion. Once selecting the cell Xht,it from X (t)
u , the algorithm decides to refine when it

becomes difficult to differentiate labels from the current set of candidate labels after a large number of

interactions. In Algorithm 1, the refinement criteria is characterized by a Boolean variable A
(t)
r (Xht,it)

such that
A(t)

r (Xht,it) = True ⇐⇒ Xht,it has to be refined at step t. (4.5)

For the refinement criteria, we could consider a cut-off (possibly depending on the current depth ht
and some complexity parameters) such that if the cell Xht,it has not been added to the classified region
within a given number of interactions with the algorithm, the value True is assigned to the variable

A
(t)
r (Xht,it) and thus the cell Xht,it has to be refined. In this case, as we pointed out in Section 4.3,

it is replaced by its children Xht+1,2it ,Xht+1,2it−1 in the unlabelled region X (t)
u . Moreover, the cells

Xht+1,2it , Xht+1,2it−1 inherit of some properties of Xht,it namely confidence bounds and the set of
candidate labels.
Estimator of the Bayes cost-sensitive classifier. Let Tn be the last step in Algorithm 1. The
resulting active learning classifier provided by Algorithm 1 is defined as follows:

ĝn(x) = argmin
y∈Y

(Tn)
h,i

U
(Tn)
f(:;y)(Xh,i), (4.6)

for x ∈ Xh,i, with Xh,i ∈ X (Tn)
u ∪X (Tn)

c . As detailed in section 4.5.3, it enjoys goods statistical guarantees
for cost-sensitive classification under some noise and smoothness assumptions.

4.5 Theoretical results

This Section is devoted to theoretical guarantees achieved by our algorithm. We first begin by pre-
senting theoretical properties of our algorithm under some assumptions and therefore the rate of con-
vergence achieved by the resulting classifier ĝn in Algorithm 1. Secondly, we complete the result on
the rate of convergence by providing a (near) matching lower bound. For Clarity purpose, the proofs
of these results are relegated to Section A.

4.5.1 Assumptions

In this Section, we consider three assumptions which are commonly used in the nonparametric setting
for the analysis of the rates of convergence both in active and passive learning.

Assumption 4.2 (Hölder-smoothness assumption).
There exist α ≤ 1 and L > 0 such that, for all y ∈ Y,

|f(x; y)− f(z; y)| ≤ L ‖ x− z ‖α for all x, z ∈ X .

This assumption means that two close points tend to have the same prediction cost.

Assumption 4.3 (Strong density assumption).
The marginal probability on X admits a density pX and there exist µmin, µmax > 0 such that for all x
with pX(x) > 0,

µmin ≤ pX(x) ≤ µmax.

The Assumption 4.3 is standard both in passive and active learning (Audibert & Tsybakov, 2007;
Minsker, 2012; Reeve, 2019). However, it can be weakened by considering a particular hierarchical
partition as stated in Section 4.2. For instance, we can consider a partition of the space with cells (balls
for example) in a hierarchical way, so that at depth h > 0, for any cell Xh,i at level h, we have c2ρ

hd ≤
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PX(Xh,i) ≤ c1ρ
hd (where c1 and c2 and ρ are absolute constants and PX the marginal probability

defined on X ) and such that the covering (at depth h) is somewhat tight, that is Supp(PX) ⊂ ⋃i Xh,i

and
∑

i PX(Xh,i) ≤ C where C is some universal constant.
Next, let us state the noise assumption that characterizes the behavior of the expected cost functions
at the decision boundary.
For y ∈ Y, let ∆(x, y) be defined as:

∆(x, y) = f(x; y)− min
y′∈Y

f(x; y′). (4.7)

We define ∆(x) as

∆(x) =







miny∈Y{∆(x, y) : ∆(x, y) > 0} If there exists y ∈ Y such that ∆(x, y) > 0

∞ otherwise.
(4.8)

Given an instance x, let f(x; y(1)) ≤ f(x; y(2)) ≤ ... ≤ f(x; y(M)) denote order statistic on f(x, y),
y ∈ Y. we define ∆′(x) = f(x; y(2))− f(x; y(1)).

Assumption 4.4 (Refined margin noise assumption).
There exist parameters β,Cβ, C

′
β , τ ≥ 0 such that for all ǫ > 0,

PX(x ∈ X , ∆(x) ≤ ǫ) ≤ Cβǫ
β, and PX(x ∈ X , ∆′(x) ≤ ǫ) ≤ τ + C ′

βǫ
β (4.9)

An equivalent version of Assumption 4.4 was recently introduced in the setting of classical active learn-
ing (Kpotufe et al., 2022). Assumption 4.4 generalizes the Tsybakov’s noise assumption used in previ-
ous works on cost-sensitive active learning, especially in parametric setting (Krishnamurthy et al., 2017,
2019). The probability mass of the region where the Bayes cost-sensitive classifier is not unique is taken
into account by τ . Particularly, when τ = 0, we recover the assumption used in (Krishnamurthy et al.,
2019) which assumes the uniqueness of the Bayes cost-sensitive classifier.

4.5.2 Specific choice of confidence bounds

In this Section, we will provide precise expressions of confidence bounds (4.2) on the expected prediction
cost function under Assumption 4.2. Before, let us introduce the following quantities:

Bh =
(

ν2ρ
h
)α

, V (na) =

√

log(2n3M)

2na
(4.10)

where ν2, ρ come from (4.1), α comes from Assumption 4.2, n is the label budget, M the number of

labels, and na ≤ n an integer. Let y ∈ Y(t)
h,i, and cvh,i(y) the v-th requested prediction cost associated

to y at xh,i. For all y ∈ Y(t)
h,i, we consider the following estimator of f(xh,i; y) at step t:

f̂ (t)(xh,i; y) =
1

nh,i(t)

nh,i(t)
∑

v=1

cvh,i(y), (4.11)

where nh,i(t) is the number of times the algorithm has interacted with the cell Xh,i up to step t.

Additionally, for all x ∈ Xh,i, for all y ∈ Y(t)
h,i, we define the estimator f̂ (t)(x; y) of f(x; y) at step t as:

f̂ (t)(x; y) := f̂ (t)(xh,i; y).

9



The expression of the confidence bounds are built upon the following decomposition for all x ∈ Xh,i

|f̂ (t)(x; y) − f(x; y)| ≤ |f̂ (t)(xh,i; y)− f(xh,i; y)|+ |f(x; y)− f(xh,i; y)|
Let us assume that there exists a favorable event E (which will be explicitly clarified in Section A), in

which for any step t, for any cell Xh,i that has interacted with the algorithm, we have for all y ∈ Y(t)
h,i:

|f̂ (t)(xh,i; y)− f(xh,i; y)| ≤ V (nh,i(t)) (4.12)

In this case, by using Assumption 4.2, and Equation (4.1), we have for any x ∈ Xh,i, for all y ∈ Y(t)
h,i:

f(x; y) ≥ L̄
(t)
f(:;y)(Xh,i) := f̂ (t)(xh,i; y)− V (nh,i(t))−Bh, (4.13)

f(x; y) ≤ Ū
(t)
f(:;y)(Xh,i) := f̂ (t)(xh,i; y) + V (nh,i(t)) +Bh. (4.14)

The confidence bounds are thus defined as:

L
(t)
f(:;y)(Xh,i) = max

(

L̄
(t)
f(:;y)(Xh,i), L

(t−1)
f(:;y)(Xh,i)

)

, (4.15)

U
(t)
f(:;y)(Xh,i) = min

(

Ū
(t)
f(:;y)(Xh,i), U

(t−1)
f(:;y) (Xh,i)

)

. (4.16)

with L
(0)
f(:;y)(Xh,i) = −∞, U

(0)
f(:;y)(Xh,i) = +∞ for all h, i.

4.5.3 Rate of convergence

Before providing the result on the rate of convergence, let us introduce the following definition:

Definition 4.2 (Cost-sensitive classification measure).
Let Ξ = (0, 1)× (0,+∞)4 × [0, 1]× (0, 1)× (0,∞). For any ζ = (α,L, β,Cβ , C

′
β , τ, µmin, µmax) ∈ Ξ, we

denote Pcs(ζ) the class of probability measures P on X × [0, 1]M such that: (a) The expected conditional
cost functions (associated to P ) satisfy Assumption 4.2 with parameter α, and L. (b) The probability
P satisfies Assumption 4.4 with parameters β,Cβ , C

′
β, τ . (c) The probability P satisfies Assumption

4.3 with parameters µmin, µmax.

Theorem 4.5 (Rate of convergence).
For any ζ = (α,L, β,Cβ , C

′
β , τ, µmin, µmax) ∈ Ξ (introduced in Definition 4.2) with αβ ≤ d, there exists

an absolute constant ccs such that for all δ ∈ (0, 12), for any P ∈ Pcs(ζ), and label budget n ≥ 1
δ , if at

each step t of Algorithm 1, we consider:

• A
(t)
r (Xht,it) = True is equivalent to V (nht,it(t)) ≤ 2Bht

, where nh,i(t) is the number of interac-
tions made with the cell Xh,i up to step t, V (.) and Bh are defined in (4.10).

• The confidence bounds are updated according to (4.15) and (4.16).

Then, the classifier provided by Algorithm 1 satisfies with probability at least 1− δ,

εcs(ĝn) ≤







(

τ
n .ccs log

(

2n3M
))

α(β+1)
2α+d if τ ≥ τ0

(

1
n .ccs log

(

2n3M
))

α(β+1)
2α+d−αβ if τ ≤ τ0,

(4.17)

where τ0 =
(

1
n .ccs log

(

2n3M
))

αβ
2α+d−αβ .

10



Algorithm 1: Nonparametric active learning algorithm for cost-sensitive classification

Input: Budget n
1 Initialization ℓ = 0 (current budget), t = 0, X0,1 = [0, 1]d

2 X (t)
u = {X0,1} //The unclassified region

3 X (t)
c = {} //The classified region

4 Y(t)
h,i = [M ] the candidate labels for Xh,i ∈ X (t)

u

5 For all Xh,i ∈ X (t)
u , for all y ∈ Y(t)

h,i, L
(t)
f(:;y)(Xh,i) = −∞ and U

(t)
f(:;y)(Xh,i) = +∞

6 A
(t)
r (Xh,i) = False for all Xh,i ∈ X (t)

u

7 while ℓ ≤ n do
8 //Choose a candidate cell with most uncertainty according to (4.4)
9 Xht,it ∈ argmax

Xh,i∈X
(t)
u

It(Xh,i)

10 if A
(t)
r (Xht,it) = True then

11 //Refine and pass information to the next depth

12 X (t)
u = X (t)

u \ {Xht,it} ∪ {Xht+1,2it−1;Xht+1,2it}
13 Y(t)

ht+1,2it−1 = Y(t)
ht,it

14 Y(t)
ht+1,2it

= Y(t)
ht,it

15 L
(t)
f(:;y)(Xht+1,2it−1) = L

(t)
f(:;y)(Xht,it)

16 U
(t)
f(:;y)(Xht+1,2it−1) = U

(t)
f(:;y)(Xht,it)

17 L
(t)
f(:;y)(Xht+1,2it) = L

(t)
f(:;y)(Xht,it)

18 U
(t)
f(:;y)(Xht+1,2it) = U

(t)
f(:;y)(Xht,it)

19 A
(t)
r (Xht+1,2it) = False

20 A
(t)
r (Xht+1,2it−1) = False

21 else
22 //Interact with Xht,it via its center xht,it

23 Query cost of predicting y for any y ∈ Y(t)
ht,it

at xh,i

24 ℓ = ℓ+ 1

25 Update A
(t)
r (Xht,it)

26 for y ∈ Y(t)
ht,it

do

27 Update the confidence bounds L
(t)
f(:;y)(Xht,it) and U

(t)
f(:;y)(Xht,it).

28 Y(t)
ht,it

= {y ∈ Y(t)
ht,it

, L
(t)
f(:;y)(Xht,it) ≤ min

y∈Y
(t)
ht,it

U
(t)
f(:;y)(Xht,it)}

29 if |Y(t)
ht,it

| = 1 then

30 X (t)
c = X (t)

c ∪ {Xht,it}
31 X (t)

u = X (t)
u \ {Xht,it}

32 t = t+ 1

Output: Classifier ĝn defined by (4.6)
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Our result shows that improvement over passive learning (Reeve, 2019) depends on the probability
mass τ of region where the Bayes cost-sensitive classifier is non unique. When τ is small enough, the
obtained rate is better than the classical rate obtained in passive learning (Reeve, 2019) which is of

order of n−
α(β+1)
2α+d . On the other hand, when τ is large enough, the obtained rate has the same order

as in the passive learning counterpart (Reeve, 2019).

4.5.4 Lower bounds

In this Section, we provide a result that shows the optimality of the rate of convergence provided in
Theorem 4.5. The result is stated for the binary case (M = 2). However, the extension to multi-class
is not difficult as we can always consider the subset of probabilities P ∈ Pcs(ζ) with the expected
prediction cost functions f(.; 3) ≡ . . . f(.;M) ≡ 1 and work only with f(.; 1), f(.; 2) to obtain the
corresponding lower bounds.

Theorem 4.6 (Lower bound for cost-sensitive classification).
Let us consider the cost-sensitive classification problem with M = 2 and Y = {0, 1}. Let ζ =
(α,L, β,Cβ , C

′
β, τ, µmin, µmax) ∈ Ξ introduced in Definition 4.2. We assume that L,Cβ , C

′
β ∈ (1,∞),

αβ ≤ d and µmin ∈ (0, τ). There exist constants Ccs, C ′
cs (independent of n) such that:

inf
ĝn

sup
P∈Pcs(ζ)

E(Rcs(ĝn))−Rcs(f
∗
cs)) ≥ min(an,τ , a

′
n,τ ),

where

an,τ = Ccsmax





(τ

n

)
α(β+1)
2α+d

,

(

1

n

)
α(β+1)

2α+d−αβ



 , a′n,τ = C ′
csmax





(

1

n

)
α(β+1)
2α+d

,

(

1

τ

)
α(β+1)
2α+d

(

1

n

)
α(β+1)

2α+d−αβ



 ,

the infimum is taken over all active learning algorithms that provide a classifier ĝn : X −→ {0, 1}
based on sample (strategy) Sn = {(X1, c1), . . . , (xn, cn)} and the supremum runs over all probability P
∈ Pcs(ζ).

The above Theorem 4.6 provides a lower bound that matches (up to a logarithmic factor) the upper
bound provided in Theorem 4.5. Moreover, we can get an improvement over the lower bound obtained
in the passive learning counterpart (Reeve, 2019). Indeed, our result states that an active learner
can outperform the passive counterpart when τ is small. In this case, the minimax rate is of order

of n−
α(β+1)

2α+d−αβ , whereas in passive learning, it is of order of n−α(β+1)
2α+d . On the other hand, when the

probability-mass τ is large enough, no active learner can outperform the passive counterpart and the
minimax rate remains the same as in the passive learning counterpart.

5 Conclusion and perspectives

In this paper, we studied nonparametric active learning for cost-sensitive multi-class classification.
We designed an active learning algorithm that provided a classifier for cost-sensitive multi-class clas-
sification. Under a general noise assumption, we proved that our algorithm achieves optimal rate
of convergence, and the gain over the corresponding passive learning is explicitly determined by the
probability-mass of the boundary decision. An interesting future direction is to evaluate the gain over
passive learning under our general noise assumption, when considering the parametric setting as in
(Krishnamurthy et al., 2019).
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A Missing proofs

This Section is organized as follows: in Section A.1, we introduce some additional notations. In
Section A.2 we formally prove Theorem 4.5 from the main manuscript, and in Section A.3 we also
formally prove Theorem 4.6.

A.1 Notations

Let Tn be the last step in Algorithm 1, that is when the label budget is exhausted. Let X (t) be the
set of cells with which the algorithm has interacted at least once up to the end of a given step t, and
X̃ = ∪t≤TnX (t) the set of all cells with which the algorithm has interacted along the learning process.

For a fixed t, and Xh,i ∈ X (t), for all y ∈ Y(t)
h,i, let f̂ (t)(xh,i; y) be the empirical estimate of f(xh,i; y) as

defined by:

f̂ (t)(xh,i, y) =
1

nh,i(t)

nh,i(t)
∑

v=1

cvh,i(y), (A.1)

where nh,i(t) is the number of times the algorithm has interacted with the cell Xh,i up to the end
of step t, and cvh,i(y) the v-th requested prediction cost associated to y at xh,i. Let us introduce the
following parameters

Bh =
(

ν2ρ
h
)α

, V (na) =

√

log(2n3M)

2na
(A.2)

where ν2, ρ come from Section 4.2, α comes from Assumption 4.2, n is the label budget, M the number
of labels, and na ≤ n an integer.

A.2 Proof of Theorem 4.5

Our proof is inspired by (Munos et al., 2014; Shekhar et al., 2021; Krishnamurthy et al., 2019), and
built on the definition of the following event defined as E = ∩t≥0Et where:

Et =
{

∀ Xh,i ∈ X (t),∀ y ∈ Y(t)
h,i, |f̂ (t)(xh,i; y)− f(xh,i, y)| ≤ V (nh,i(t))

}

In the following Lemma, we prove that the event E happens with high probability when n is large
enough.

Lemma A.1.
We have: P (E) ≥ 1− 1

n

Proof.
Let N = |X̃ | (where X̃ is defined in Section A.1) and Tn the last step in our algorithm. For Xhi,ji ∈ X̃ ,
let nhi,ji(Tn) the number of times the algorithm has interacted with Xhi,ji up to step Tn and for

u ≤ nhi,ji(Tn) let Y(u)
hi,ji

the remaining set of labels at the u-th interaction. Given y ∈ Y(u)
hi,ji

, we note
cuhi,ji

(y) the associated cost. Clearly, we have:

E =

{

∀ 1 ≤ i ≤ N, ∀ 1 ≤ u ≤ nhi,ji(Tn), ∀y ∈ Y(u)
hi,ji

,

∣

∣

∣

∣

∣

1

u

u
∑

v=1

cvhi,ji(y)− f(xhi,ji ; y)

∣

∣

∣

∣

∣

≤
√

log(2n3M)

2u

}

Given Xhi,ji, we have E(cvhi,ji
(y)) = f(xhi,ji; y) for all u ≤ nhi,ji(Tn), v ≤ u and y ∈ Y(u)

hi,ji
. Then by

Hoeffding’s inequality, we have:
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P(Ec) ≤ E







∑

i≤N

∑

u≤nhi,ji
(T )

∑

y∈Y
(u)
hi,ji

P

(∣

∣

∣

∣

∣

1

u

u
∑

v=1

cvhi,ji(y)− f(xhi,ji; y)

∣

∣

∣

∣

∣

≥
√

log(2n3M)

2u
| X̃
)







≤ E







∑

i≤N

∑

u≤nhi,ji
(T )

∑

y∈Y
(u)
hi,ji

2 exp(log(
1

2Mn3
))







≤ 1

n
as N,nhi,ji(T ) ≤ n, and |Y(u)

hi,ji
| ≤ M,

which leads to P(E) ≥ 1− 1
n .

Lemma A.2.
Let us assume that Assumption 4.2 holds. On the event E, suppose that the Algorithm 1 has progressed
up to step t ≥ 1 and that the update of upper and lower confidence bounds are made according to

Equations (4.16), (4.15) in he main text. Let Xht,it be the chosen cell from X (t)
u . For all x ∈ Xht,it, the

labels y′ ∈ argminy∈Y f(x, y) are never eliminated from Y(t)
ht,it

. Consequently, the cell Xht,it is correctly

labelled it is added to X (t+1)
c .

Proof.

Let y ∈ Y(t)
ht,it

and x ∈ Xht,it . By Assumption 4.2, we have:

|f(x; y)− f(xht,it ; y)| ≤ Bht
.

By the definition of the event E, we have

|f(xht,it ; y)− f̂ (t)(xht,it ; y)| ≤ V (nht,it),

and thus,

|f(x; y)− f̂ (t)(x; y)| = |f(x; y)− f̂ (t)(xht,it ; y)|
≤ V (nht,it) +Bht

.

Consequently,

f̂(xht,it ; y)− V (nht,it)−Bht
≤ f(x; y) ≤ f̂(xht,it; y) + V (nht,it) +Bht

(A.3)

By applying (A.3) at time t− 1 ( that could be either at depth ht − 1, or ht), we obtain:

L
(t)
f(:;y)(Xh,i) ≤ f(x, y) ≤ U

(t)
f(:;y)(Xh,i), (A.4)

where L
(t)
f(:;y)(Xh,i) and U

(t)
f(:;y)(Xh,i) are defined by (4.15) and (4.16) in the main text.

Let y′ ∈ argminy∈Y f(x; y). If y′ ∈ Y(t)
ht,it

and y′ /∈ Y(t+1)
ht,it

, then

f(x; y′) ≥ L
(t)
f(:;y′)(Xht,it) > min

y∈Y
(t)
ht,it

U
(t)
f(:;y)(Xht,it)

= U
(t)
f(:;ŷ)(Xht,it) where ŷ ∈ argmin

y∈Y
(t)
ht,it

U
(t)
f(:;ŷ)(Xht,it)

≥ f(x; ŷ)
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which contradicts the fact that y′ ∈ argminy∈Y f(x; y). Then y′ is never eliminated and then, the cell

Xht,it is correctly labelled if it is added to X (t+1)
c .

Lemma A.3.
Let h ≥ 0, and some i ∈ {1, . . . , 2h}. Let us assume that the assumption 4.2 holds. For a fixed step

t ≥ 1, let us assume that for some Xh,i ∈ X (t)
u

• We have ∆(x) > 12Bh (where ∆(.) is defined by 4.7) for some x ∈ Xh,i.

• In Algorithm 1, the update of upper and lower confidence bounds are made according to Equations
(4.16), (4.15) which are stated in the main text.

• In Algorithm 1, the refinement condition A
(t)
r (Xh,i) = True is equivalent to V (nh,i(t)) ≤ 2Bh,

where nh,i(t) is the number of interactions made with the cell Xh,i up to step t.

Then, on the event E: either the cell Xh,i will never be refined, or the cell will be refined at some step

t and the remaining set of candidate labels Y(t)
h,i at that step only contains y′ ∈ argminy∈Y f(x; y).

Proof.
Let x ∈ Xh,i with ∆(x) > 12Bh. If ∆(x) = +∞, the Lemma is proven. Now, let us assume ∆(x) < ∞,
and let ȳ ∈ Y with ∆(x, ȳ) > 12Bh. The Lemma is completely proven if we prove that ȳ will be
eliminated before a possible refinement.
Let y′ ∈ argminy∈Y f(x; y). By Assumption (4.2),

f(x; ȳ)− f(x; y′) ≤ 2Bh + f(xh,i; ȳ)− f(xh,i; y
′). (A.5)

If the cell Xh,i is refined at some step 1 ≤ t ≤ Tn (where Tn is the step at which the budget is reached),

then |Y(t)
h,i| ≥ 2. By LemmaA.2, we have y′ ∈ Y(t)

h,i. Let ŷ be defined as:

ŷ ∈ argmin
y∈Y

(t)
h,i

f̂ (t)(xh,i; y).

If ȳ ∈ Y(t)
h,i, we have on the event E, and by (A.5):

f(x; ȳ)− f(x; y′) ≤ 2V (nh,i(t)) + 2Bh + f̂ (t)(xh,i, ȳ)− f̂ (t)(xh,i, ŷ)

Then, as 12Bh < f(x; ȳ)− f(x; y′), we get

12Bh < 2V (nh,i(t)) + 2Bh + f̂ (t)(xh,i; ȳ)− f̂ (t)(xh,i; ŷ)

and thus by using the refinement rule (V (nh,i(t)) ≤ 2Bh), we obtain:

f̂ (t)(xh,i; ŷ) +Bh + V (nh,i(t)) < f̂ (t)(xh,i; ȳ)−Bh − V (nh,i(t))

and
U

(t)
f(:;ŷ)(Xh,i) < L

(t)
f(:;ȳ)(Xh,i),

which contradicts the fact that ȳ ∈ Y(t)
h,i (see line 28 in algorithm 1).
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Definition A.1 (Active cell).
Let h > 0 an integer, and a cell Xh,i (i = 1, . . . , 2h). Let Tn be the last step at which the algorithm 1
stops. We define

t̂(xh,i) = min {1 ≤ t ≤ Tn, Xh,i ∈ X (t)
u }

By convention, t̂(xh,i) = +∞ if Xh,i /∈ X (t)
u for all 1 ≤ t ≤ Tn.

The cell Xh,i is said to be active if t̂(xh,i) < +∞.

Lemma A.4. (Number of active cells at depth h)
Let Tn be the last step at which Algorithm 1 stops. Let h ≥ 1 and Nact,h(Tn) be the number of active
cells at depth h. Let us assume that Assumptions 4.2, 4.4, (4.3) hold and that:

• In Algorithm 1, the update of upper and lower confidence bounds are made according to Equations
(4.16), (4.15) which are stated in the main text.

• In Algorithm 1, for all 1 ≤ t ≤ Tn, the refinement condition A
(t)
r (Xh,i) = True is equivalent to

V (nh,i(t)) ≤ 2Bh, where nh,i(t) is the number of interactions made with the cell Xh,i up to step
t.

Then on the event E, we have:

Nact,h(Tn) ≤ C
τ

ρhd
+ C ′ρh(αβ−d), (A.6)

where C and C ′ are absolute constants.

Proof.
Let h ≥ 1 be an integer, and X̃h be the set of active cells at depth h and at step Tn. We have that, on
the event E and by Assumption 4.3:

PX





⋃

Xh,i∈X̃h

Xh,i



 =

Nact,h(Tn)
∑

i=1

PX (Xh,i) ≥ C ′
0Nact,h(Tn)ν

d
1ρ

hd, (A.7)

where C ′
0 is an absolute constant which only depends on d.

Besides, by Lemma A.3 and Assumption 4.4, we have:

PX





⋃

Xh,i∈X̃h

Xh,i



 ≤ τ + C0ρ
hαβ,

where C0 =
Cβ12

β

ραβ ναβ2 . Consequently, combining with (A.7), we get

Nact,h(Tn) ≤ C
τ

ρhd
+ C ′ρh(αβ−d).

Lemma A.5. (Largest depth hmax)
Let Tn the step at which the budget has been reached. Let hmax(n) be the largest depth at that step. Let
us assume that Assumptions 4.2, 4.4, (4.3) hold and that:

• In Algorithm 1, the update of upper and lower confidence bounds are made according to Equations
(4.16), (4.15) which are stated in the main text.

16



• In Algorithm 1, for all 1 ≤ t ≤ Tn, the refinement condition A
(t)
r (Xh,i) = True is equivalent to

V (nh,i(t)) ≤ 2Bh, where nh,i(t) is the number of interactions made with the cell Xh,i up to step
t.

Then, on the event E we have:

ρhmax(n) ≤







(

τ
n .ccs log

(

2n3M
)) 1

2α+d if τ ≥
(

1
n .ccs log

(

2n3M
))

αβ
2α+d−αβ

(

1
n .ccs log

(

2n3M
))

1
2α+d−αβ if τ ≤

(

1
n .ccs log

(

2n3M
))

αβ
2α+d−αβ ,

(A.8)

where ccs is a constant independent of n.

Proof.
Let Xh,i be an active cell (as introduced in Definition A.1). By construction, the Algorithm 1 does not
interact with the cell Xh,i indefinitely, and an upper bound on the number of interactions is determined
by the refinement criterion. In this case, the number of interactions with xh,i is then upper bounded
as follows for all t ≤ Tn:

nh,i(t) ≤ ν−2
2 ρ−2hα log

(

2n3M
)

, (A.9)

then, in the event E, the label budget n is therefore upper bounded by:

n ≤ 2

hmax(n)
∑

h=0

Nact,h(Tn)
(

ν−2
2 ρ−2hα log

(

2n3M
)

)

. (A.10)

Besides, we have for h ≥ 1, by Lemma A.4:

Nact,h(Tn)
(

ν−2
2 ρ−2hα log

(

2n3M
)

)

≤ ν−2
2 log

(

2n3M
)

(

Cτρ−h(2α+d) + C ′ρ−h(2α+d−αβ)
)

.

Equation (A.10) becomes:

n ≤ C1 log
(

2n3M
)



C

hmax(n)
∑

h=0

τρ−h(2α+d) + C ′

hmax(n)
∑

h=0

ρ−h(2α+d−αβ)



 whereC1 = 2ν−2
2

≤ C1 log
(

2n3M
)

(

C2τρ
−hmax(n)(2α+d) + C3ρ

−hmax(n)(2α+d−αβ)
)

for some constants C2, C3 > 0

≤ C4 log
(

2n3M
)

max
(

τρ−hmax(n)(2α+d), ρ−hmax(n)(2α+d−αβ)
)

where C4 = 2max(C3, C2)C1.

If τρ−hmax(n)(2α+d) ≥ ρ−hmax(n)(2α+d−αβ), that is τ ≥ ρhmaxαβ, then we can easily obtain

ρhmax(n) ≤
( τ

n
.C4 log

(

2n3M
)

) 1
2α+d

Similarly, if τρ−hmax(n)(2α+d) ≤ ρ−hmax(n)(2α+d−αβ), we get

ρhmax(n) ≤
(

1

n
.C4 log

(

2n3M
)

)
1

2α+d−αβ

.

Consequently,

ρhmax(n) ≤ max

(

(

1

n
.C4 log

(

2n3M
)

)
1

2α+d−αβ

,
( τ

n
.C4 log

(

2n3M
)

) 1
2α+d

)

,
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which can be rewritten as:

ρhmax(n) ≤







(

τ
n .C4 log

(

2n3M
))

1
2α+d if τ ≥

(

1
n .C4 log

(

2n3M
))

αβ
2α+d−αβ

(

1
n .C4 log

(

2n3M
))

1
2α+d−αβ if τ ≤

(

1
n .C4 log

(

2n3M
))

αβ
2α+d−αβ

(A.11)

Lemma A.6. (monotonicity of the classification uncertainty)
For a fixed t ≥ 1, let I(t) be defined as:

I(t) = max
Xh,i∈X

(t)
u



 min
y∈Y

(t)
h,i

U
(t)
f(:;y)(Xh,i)− min

y∈Y
(t)
h,i

L
(t)
f(:;y)(Xh,i)



 , (A.12)

where for y ∈ Y(t)
h,i, the quantities U

(t)
f(:;y)(Xh,i) and L

(t)
f(:;y)(Xh,i) are respectively the upper and lower

confidence bounds of f(.; y) at step t. Let us assume that

• The Assumption 4.2 holds.

• In Algorithm 1, the update of upper and lower confidence bounds are made according to Equations
(4.16), (4.15) which are stated in the main text.

Then, in the event E, the function I is non increasing with respect to t.

Proof.

This follows from the definition of U
(t)
f(:;y)(Xh,i) and L

(t)
f(:;y)(Xh,i) in Equations (4.16), (4.15).

Lemma A.7. (Rate of convergence)
Let us assume that Assumptions 4.2, 4.4, (4.3) hold and that:

• In Algorithm 1, the update of upper and lower confidence bounds are made according to Equations
(4.16), (4.15) which are stated in the main text.

• In Algorithm 1, for all 1 ≤ t ≤ Tn, the refinement condition A
(t)
r (Xh,i) = True is equivalent to

V (nh,i(t)) ≤ 2Bh, where nh,i(t) is the number of interactions made with the cell Xh,i up to step
t.

Then, with probability at least 1− 1
n , the excess risk of the classifier ĝn provided by Algorithm 1 satisfies:

εcs(ĝn) ≤







C6

(

τ
n .ccs log

(

2n3M
))

α(β+1)
2α+d if τ ≥

(

1
n .ccs log

(

2n3M
))

αβ
2α+d−αβ

C9

(

1
n .ccs log

(

2n3M
))

α(β+1)
2α+d−αβ if τ ≤

(

1
n .ccs log

(

2n3M
))

αβ
2α+d−αβ ,

(A.13)

where ccs, C6, C9 are absolute constants.

Proof.
On the event E, the excess can be rewritten as:

εcs(ĝn) = EX,c(c(ĝn)− c(f∗
cs(x)))

= EX [f(X; ĝn(X))− f(X; f∗
cs(X))]

= EX

[

f(X; ĝn(X)) − f(X; f∗
cs(X))1X∈

⋃

Xh,i∈X
(Tn)
u

Xh,i
1f(X,ĝn(X))6=f(X,f∗

cs(X))

]

by Lemma A.2,
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where Tn is introduced in Lemma A.5.
Let x ∈ Xh,i, with Xh,i ∈ X (Tn)

u , then on the event E, we have by definition of ĝn and Equation (A.4)

f(x, ĝn(x))− f(x, f∗
cs(x)) ≤ min

y∈Y
(Tn)
h,i

U
(Tn)
f(:;y)(Xh,i)− min

y∈Y
(Tn)
h,i

L
(Tn)
f(:;y)(Xh,i) (A.14)

At step Tn, let Xhmax(n),imax
be denoted as the deepest active cell and xhmax(n),imax

its corresponding

center. As introduced in Definition A.1, let t̂(xhmax
) ≤ Tn. To simplify the notations, we denote

t̂ := t̂(xhmax
).

Furthermore, let us consider Xhmax(n)−1,̃i (for some ĩ = 1, . . . 2hmax(n)−1) the cell at the previous depth
which contains xhmax(n),imax

and we denote by xhmax(n)−1,̃i its corresponding center. Then by Lemma

A.6, the r.h.s of (A.14) can be upper bounded:

f(x, ĝn(x))− f(x, f∗
cs(x)) ≤ min

y∈Y
(t̂)

hmax(n)−1,̃i

U
(t̂)
f(:;y)(Xhmax(n)−1,̃i)− min

y∈Y
(t̂)

hmax(n)−1,̃i

L
(t̂)
f(:;y)(Xhmax(n)−1,̃i)

(A.15)
As the refinement criterion is satisfied at that time (at the beginning of step t̂) at Xhmax(n)−1,̃i, we have:

V (nhmax(n)−1,̃i(t̂)) ≤ 2Bhmax(n)−1,

and Equation (A.15) becomes:

f(x, ĝn(x)) − f(x, f∗(x)) ≤ 6Bhmax(n)−1. (A.16)

Besides, let x ∈ ∪
Xh,i∈X

(Tn)
u

Xh,i with f(x, ĝn(x)) 6= f(x, f∗
cs(x)), then we have:

∆(x) ≤ f(x, ĝn(x))− f(x, f∗(x))

≤ 6Bhmax(n)−1 by Equation (A.16).

Consequently, by using Assumption 4.4, we get:

εcs(ĝn) ≤ 6Bhmax(n)−1PX

(

∆(x) ≤ 6Bhmax(n)−1

)

and by Lemma A.5, if

τ ≥
(

1

n
.C4 log

(

2n3M
)

)
αβ

2α+d−αβ

,

we obtain:

εcs(ĝn) ≤ C6ρ
hmax(n)α(β+1) where C6 = 36Cβ

ν
α(β+1)
2

ρα(β+1)

≤ C6

(τ

n
.C4 log

(

2n3M
)

)
α(β+1)
2α+d

.

Similarly, if

τ ≤
(

1

n
.C4 log

(

2n3M
)

)
αβ

2α+d−αβ

, (A.17)

we have:

εcs(ĝ) ≤ 6bhmax(n)−1PX

(

∆′(x) ≤ 6bhmax(n)−1

)

≤ C7ρ
hmax(n)α

(

τ +C8ρ
hmax(n)αβ

)

where C7 = 6
να2
ρα

, C8 = 6Cβ
ν
α(β+1)
2

ραβ
.
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By using (A.17) and (A.8), we get:

εcs(ĝ) ≤
(

1

n
.C4 log

(

2n3M
)

)
α

2α+d−αβ

(

(

1

n
.C4 log

(

2n3M
)

)
αβ

2α+d−αβ

+C8

(

1

n
.C4 log

(

2n3M
)

)
αβ

2α+d−αβ

)

≤ C9

(

1

n
.C4 log

(

2n3M
)

)
α(β+1)

2α+d−αβ

.

A.3 Proof of Theorem 4.6

This Section is devoted to provide the lower bounds corresponding to the upper bounds provided in
Theorem 4.5. We will firstly state the relation that exists between problems from standard multiclass
classification and cost-sensitive classification. By referring to Assumptions respectively from Section
4.5.1, this preliminary result will allow us to obtain our lower bound in cost-sensitive setting through
a lower bound obtained in standard classification.

A.3.1 Relation with multi-class classification

Let us consider the setting of the standard multi-class classification which is defined as follows: let Y
be the set of labels {1, . . . ,M}, and an unknown probability P defined on X ×Y. We consider an i.i.d
sample Sn = {(X1, Y1), . . . , (Xn, Yn)} generated according to the probability P. Based on the sample
Sn, the aim is to construct a classifier ĝ : X −→ Y that minimizes the error of classification

Rcℓ(g) = P (g(X) 6= Y ).

Let η(x) = (η1(x), . . . , ηM (x)) be the regression function with ηj(x) = P (Y = j |X = x) for all j ∈
{1, . . . ,M}. It is well-known that the oracle mapping

f∗
cℓ(x) ∈ argmax

j∈{1,...,M}
ηj(x)

minimizes the risk Rcℓ(g) over all measurable classifiers.
For x ∈ X , and y ∈ Y, let ∆η(x, y) be defined as:

∆η(x, y) = max
y′∈Y

ηy′(x)− ηy(x),

and

∆η(x) =







miny∈Y{∆η(x, y) : ∆η(x, y) > 0} If ∃ y ∈ Y, ∆η(x, y) > 0

∞ Otherwise.

Given an instance x, let us consider the order statistic on η(x) :

η(1)(x) ≥ η(2)(x) ≥ ... ≥ η(M)(x).

We define:
∆′

η(x) = η(1)(x)− η(2)(x).

Equivalently as in the cost-sensitive setting, we introduce consider the following assumptions standard
multi-class classification:
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Assumption A.8 (Refined margin noise assumption in multi-class classification).
There exist parameters βη, Cβη

, C ′
βη
, τ ≥ 0 such that for all ǫ > 0

PX(x ∈ X , ∆η(x) ≤ ǫ) ≤ Cβη
ǫβη ,

and
PX(x ∈ X , ∆′

η(x) ≤ ǫ) ≤ τ + C ′
βη
ǫβη .

Assumption A.9 (Smoothness assumption on the regression function).
There exist two parameters αη, Lη > 0 such that for all x, z ∈ X , we have

|ηy(x)− ηy(z)| ≤ Lη ‖ x− z ‖αη

2 for all y ∈ Y.

Similarly as in Definition 4.2 in the main text, we introduce the class of probabilities in standard
classification setting.

Definition A.2 (Multi-class classification measure).
Let Ξ = (0, 1)× (0,+∞)4× [0, 1]× (0, 1)× (0,∞). For any ζ = (αη , Lη, βη , Cβη

, C ′
βη
, τ, µmin, µmax) ∈ Ξ,

we denote Pcℓ(ζ) the class of probability measures P on X × Y such that:

• The regression function (associated to P ) η satisfies Assumption A.9 with parameters αη, Lη.

• The probability P satisfies Assumption A.8 with parameters βη, Cβη
, C ′

βη
, τ .

• The probability P satisfies Assumption 4.3 with parameters µmin, µmax.

Below, we state a result from (Reeve, 2019) which relates multi-class classification problem to the
corresponding problems within the cost-sensitive framework.

Proposition A.10 ((Reeve, 2019)).
Let us suppose we have a classification problem which consists in minimising over all measurable
classifiers g : X −→ Y the error of classification Rcℓ(g) = P (g(X) 6= Y ) given an i.i.d sample
(X1, Y1) . . . , (Xn, Yn) distributed according to a probability P over X × Y. To each couple (X,Y ), we

associate (X, c) with c = Γ(cℓ)ΦY(Y ) where Γ(cℓ) is a M × M matrix defined by: Γ
(cℓ)
ij = 1 if i 6= j,

Γ
(cℓ)
ii = 0 and ΦY(Y ) is a M × 1 matrix with ΦY(Y )j1 = 0 if j 6= Y and ΦY(Y )Y Y = 1. This leads to

a cost-sensitive problem P ∗ with the following properties:

• The oracle mapping f∗
cs(x) ∈ argmin{y ∈ Y, f(x; y)} where f(x; y) = E(c(y)|X = x).

• Given any classifier g : X −→ Y, we have:

εcs(g) = E [f(X; g(X)) − f(X; f∗
cs(X))]

= εcℓ(g) = E

[

ηf∗
cℓ
(X)(X)− ηg(X)(X)

]

.

• Let ζ = (αη, Lη, βη , Cβη
, C ′

βη
, τ, µmin, µmax) ∈ Ξ introduced in Definition A.2. Whenever the

classification problem P belongs to Pcℓ(ζ), the corresponding cost-sensitive problem P ∗ belongs to
Pcs(ζ).

The above proposition is very important as it allows to translate multi-class classification problem to
a corresponding one in cost-sensitive framework; in this case, providing a lower bound in multi-class
classification implies a lower bound in the cost-sensitive framework.
Next, we state our result which provides a lower bound in active learning classification. For simplicity,
we will use M = 2, but the extension to M > 2 is straightforward.
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A.3.2 Lower bounds for standard multi-class classification

Theorem A.11 (Lower bound for multi-class classification). Let us consider a multi-class classification
problem with M = 2. Let ζ = (α,L, β,Cβ , C

′
β, τ, µmin, µmax) ∈ Ξ introduced in Definition A.2. We

assume that L,Cβ , C
′
β ∈ (1,∞), αβ ≤ d and µmin ∈ (0, τ). There exist constants Ccℓ, C

′
cℓ (independent

of n) such that for any active classifier ĝn, we have:

inf
ĝn

sup
P∈Pcℓ(ζ)

E(Rcℓ(ĝn))−Rcℓ(g
∗)) ≥ min(an,τ , a

′
n,τ ),

where

an,τ = Ccℓmax





( τ

n

)
α(β+1)
2α+d

,

(

1

n

)
α(β+1)

2α+d−αβ





and

a′n,τ = C ′
cℓmax





(

1

n

)
α(β+1)
2α+d

,

(

1

τ

)
α(β+1)
2α+d

(

1

n

)
α(β+1)

2α+d−αβ



 .

The proof of Theorem A.11 consists in using some standard tools for minimax lower bounds strategy
where the aim is to firstly reduce the risk to a multiple hypothesis problem, and thereafter apply
Theorem 2.5 from (Tsybakov, 2009) presented below. Our proof is mainly based on the use of some
universal tools such as packing set. Consequently, it can be extended to general metric spaces.

Theorem A.12 ((Tsybakov, 2009), Theorem 2.5).
Let Θ be a class of models and d̃ : Θ ×Θ −→ R a pseudo metric defined on Θ. Let {Pg, g ∈ Θ} be a
collection of probability measures associated with Θ. Let us assume there exists a subset {g0, . . . , gm̃} ⊂
Θ, with m̃ > 1 such that:

• d̃(gi, gj) > 2s > 0 for all 0 ≤ i < j ≤ m̃,

• Pgj ≪ Pg0 for every 1 ≤ j ≤ m̃,

• 1
m̃

∑m̃
j=1KL

(

Pgj , Pg0

)

≤ γ log(m̃), where 0 < γ < 1
8 , and KL(., .) is the Kullback-Leibler diver-

gence.

Then,

inf
ĝ
sup
g∈Θ

Pg

(

d̃(ĝ, g) > s
)

≥
√
m̃

1 +
√
m̃

(

1− 2γ −
√

2γ

log(m̃)

)

,

where the infimum is taken over all possible estimators based on a sample generated from Pg.

Proof of Theorem A.11

The proof consists in applying Theorem A.12 to a suitable family of distributions P from P(ζ). In
doing so, we will proceed in several steps as follows:

1. Construction of the family of measures

Let x̄ = (12 , . . . ,
1
2) and r̄ ∈ (0, 1) small enough, for example r̄ = 1

128 . Let r ∈ (0, 1) small enough,
with r ≤ r̄ and {x1, . . . , xQ(r)} a (maximal) packing set of B(x̄, r̄). Let m(r) ≤ Q(r) be a positive
quantity. Let us consider the subset {x1, . . . , xm(r)}, and the set

S(r) =

m(r)
⋃

i=1

B̄(xi,
r

2
),
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where B(x, r) = {z ∈ X , ‖x− z‖ < r} and B̄(x, r) = {z ∈ X , ‖x− z‖ ≤ r}.
Let r∗ be defined as:

r∗ = inf{r0 > 0, S(r) ⊂ B̄(x̄, r0)}. (A.18)

The quantity r will be chosen small enough in order to have B̄(x̄, r∗) ⊂ [0, 1]d. Let a ∈ [0, 1]d,

c0, c1 ∈ (0, 1) small enough and the Euclidean ball B(a, c0r
αβ
d ) such that

B(a, c1r
αβ
d )
⋂

B(x̄, r∗ + c0r
αβ
d ) = ∅.

Let φ be the function defined as:

φ : [0, +∞) −→ [0, 1]

x 7→ min((2− 3x)+, 1),

where (z)+ = max(z, 0) for z ∈ R. The function φ is 3-Lipschitz.
As {x1, . . . , xm(r)} is a r− separated set, we have that B(xi,

r
2 ), i = 1 . . . ,m(r) are disjoints sets.

We thus define the following functions for all i ∈ {1, . . . ,m(r)} and r small enough:

fi : [0, +∞) −→ [0, 1]

x 7→ c2

d
d
2β

Lrαφ

(

2

r
‖ x− xi ‖

)

1B(xi,
r
2
),

Where c2 ∈ (0, 1
12L) is small enough. Finally, for all σ ∈ {−1, 1}m(r), we define:

ησ(x) =























1
2 +

∑m(r)
i=1 σifi(x) if x ∈ B̄(x̄, r∗)

1
2 + L

d
d
2β

.dist(x, B̄(x̄, r∗))
d
β if x ∈ B̄(x̄, r∗ + c0r

αβ
d ) \ B̄(x̄, r∗).

1
2 + L

d
d
2β

c
d/β
0 rα elsewhere

(A.19)

where dist(x,A) = inf{‖ x − y ‖, y ∈ A} for x ∈ [0, 1]d, and A ⊂ [0, 1]d. To ensure the

smoothness condition, we will chose c2 ≤ 1
12L and c0 ≤ min

(

1
12L ,

(

1
4L

)β/d
)

.

Besides, we define the marginal probability through the density:

p(x) =































w
V ol(B(xi,

r
6
)) if x ∈ B̄(xi,

r
6), i = 1, . . . ,m(r).

τ
V ol(A1)

if x ∈ A1.

1−m(r)w−τ
V ol(A2)

if x ∈ A2.

0 elsewhere.

(A.20)

Where 0 < w ≤ 1
m(r) , τ comes from the Assumption 4.4, A1 = B̄(x̄, r∗) \

m(r)
⋃

i=1
B(xi,

r
3), and

A2 = B̄(a, c0r
αβ
d ).

2. Proof of the smoothness condition : we prove that the family of regression functions defined
above is well defined and satisfies the smoothness condition A.9. The proof is closely related to
the one provided in (Reeve, 2019).
By definition, the regression ησ is well-defined; in fact, ησ(x) ∈ [0, 1] for all x ∈ [0, 1]d.
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Let x, x′ ∈ [0, 1]d. We firstly assume that x, x′ ∈ B̄(x̄, r∗). If ησ(x) = ησ(x
′) = 1

2 , obviously, we
have |ησ(x)− ησ(x

′)| ≤ L ‖ x− x′ ‖α .

Without loss of generality, let us assume ησ(x) 6= 1
2 . Then x ∈ B̄(xi,

r
3) for some i = 1, . . . ,m(r).

If x′ ∈ B(xi,
r
2), then we have:

|ησ(x)− ησ(x
′)| ≤ 6c2

L

r
rα
(

‖ x− xi ‖ − ‖ x′ − xi ‖
)

≤ Lrα−1 ‖ x− x′ ‖
≤ L ‖ x− x′ ‖α as ‖ x− x′ ‖≤ r and α ≤ 1.

If x′ /∈ B(xi,
r
2), we have:

‖ x− x′ ‖≥‖ xi − x′ ‖ − ‖ xi − x ‖≥ r

6
.

Consequently,

|ησ(x)− ησ(x
′)| = c2Lr

αφ

(

2

r
‖ x− xi ‖

)

≤ L ‖ x− x′ ‖α

If x′ ∈ B̄(x̄, r∗ + c0r
αβ
d ) \ B̄(x̄, r∗) and x ∈ B̄(x̄, r∗) with η(x) 6= 1

2 , then x ∈ B(xi,
r
3 ) for some

i = 1, . . . ,m(r). In this case, we have:

‖ x− x′ ‖≥ r

6
.

Consequently,

|ησ(x)− ησ(x
′)| ≤ c2Lr

αφ

(

2

r
‖ x− xi ‖

)

+ L.dist(x, B̄(x̄, r∗))
d
β

≤ L ‖ x− x′ ‖α .

If x′ ∈ B̄(x̄, r∗ + c0r
αβ
d ) \ B̄(x̄, r∗) and η(x) = 1

2 , then we have:

|ησ(x)− ησ(x
′)| ≤ L.dist(x′, B̄(x̄, r∗))

d
β

≤ L ‖ x− x′ ‖α .

If x, x′ ∈ B̄(x̄, r∗ + c0r
αβ
d ) \ B̄(x̄, r∗), by using the fact that z 7→ dist(z, B̄(x̄, r∗)) is Lipschitz, we

have:
|ησ(x)− ησ(x

′)| ≤ L ‖ x− x′ ‖α .

If x′ ∈ B̄(x̄, r∗ + c0r
αβ
d ) \ B̄(x̄, r∗) and x ∈ [0, 1]d \ B̄(x̄, r∗ + c0r

αβ
d ) then we have:

dist(x, B̄(x̄, r∗)) ≥ c0r
αβ
d ≥ dist(x′, B̄(x̄, r∗))
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we have thus:

|ησ(x)− ησ(x
′)| = L

d
d
2β

c
d/β
0 rα − L

d
d
2β

.dist(x′, B̄(x̄, r∗))
d
β

≤ L

d
d
2β

(dist(x, B̄(x̄, r∗)d/β − dist(x′, B̄(x̄, r∗)d/β)

≤ L

d
d
2β

‖ x− x′ ‖d/β

≤ L ‖ x− x′ ‖α .

If x, x′ ∈ [0, 1]d \ B̄(x̄, r∗ + c0r
αβ
d ), obviously, we have:

|ησ(x)− ησ(x
′)| ≤ L ‖ x− x′ ‖α .

3. Proof of the margin noise condition: we prove that the family (ησ , PX) satisfies Assumption
A.8. This is crucial as it allows us to provide an effective choice of m(r) and w. On the support

of PX except the set A1, we have: |η(x) − 1
2 | ≥ c3r

α, where c3 = L

d
d
2β

min(c2, c
d/β
0 ). Therefore,

for t > 1, we have:

PX(x ∈ [0, 1]d, 0 < |η(x) − 1

2
| < c3tr

α) ≤ m(r)w + PX(x ∈ A2, 0 < |η(x)− 1

2
| < c3tr

α)

≤ m(r)w + PX(B(a, c1t
β/drαβ/d)) as t ≥ 1

≤ m(r)w + c4(tr
α)β for some constant c4

By taking
m(r)w = c5r

αβ , (A.21)

with c5 is small enough, we get:

PX(x ∈ [0, 1]d, 0 < |η(x) − 1

2
| < c3tr

α) ≤ Cβ (c3tr
α)β . (A.22)

Besides, we have:

PX(ησ(x) =
1

2
) = PX(A1) = τ. (A.23)

Finally, by combining (A.22) and (A.23), we have that Assumption A.8 is satisfied.

Moreover, we can easily check that Assumption 4.3 (with a suitable choice of m and w, which
will be stated later) is also satisfied.

4. Application of Theorem A.12

In order to apply Theorem A.12, we proceed as follows:

• We choose Θ = {ησ , σ ∈ {−1, 1}m(r)}.
• In order to satisfy the first condition in Theorem A.12, we construct in a wise way a well-

separated subset of {−1, 1}m(r) by invoking the Gilbert-Varshamov’s Lemma (Tsybakov,
2009, Lemma 2.9): assuming m(r) > 8, there exists a subset {σ0, . . . , σm̃(r)} of {−1, 1}m(r)

such that:
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σ0 = (1, . . . , 1)

and for all i 6= j,

dH(σi, σj) >
m(r)

8
, m̃(r) ≥ 2m(r)/8, (A.24)

where dH stands for the Hamming distance.

• We define the pseudo distance on Θ̃ = {ησ0 , . . . , ησm̃(r)}: for all σ, σ′ ∈ {σ0, . . . , σm̃(r)},

d̃(ησ, ησ′) = PX

(

sign(ησ − 1

2
) 6= sign(ησ′ − 1

2
)

)

.

By using (A.24), we have for all σ 6= σ′ ∈ {σ0, . . . , σm̃(r)},

d̃(ησ , ησ′) ≥ m(r)w

8
. (A.25)

• Next, for σ ∈ {σ0, . . . , σm̃(r)}, let us consider the corresponding probability Pσ with regres-
sion function ησ ∈ Θ̃, and marginal probability PX . Following the Lemma 1 in (Castro & Nowak,
2008), and Equation 10 in (Minsker, 2012), we have:

KL(Pσ,n, Pσ0,n) ≤ 32nc5r
2α (A.26)

where

c5 = 2

(

c2

d
d
2β

L

)2

and Pσ,n is the joint probability of sample (X1, Y1), . . . , (Xn, Yn) provided by any active
learning algorithm, with (Xi, Yi) ∼ Pσ for all 1 ≤ i ≤ n.

We thus have to choose m(r), r appropriately in order to have:

KL(Pσ,n, Pσ0,n) ≤ 32nc5r
2α ≤ γm(r) with 0 < γ <

1

8
.

In that case, by (A.24), we obtain:

1

m̃

m̃
∑

j=1

KL
(

Pgj , Pg0

)

≤ γ log(m̃.)

By setting m(r) = ⌊c6rαβ−d⌋ and

r = c7 max

(

( τ

n

)
1

2α+d
,

(

1

n

) 1
2α+d−αβ

)

.

Assuming τ ≤ n− αβ
2α+d−αβ , we get:

32nc5r
2α ≤ γ′m(r),

for some constant γ′. The constants c6, c7 will be chosen such that 0 < γ′ < 1
8 , m(r) > 8,

and m(r) ≤ Q(r).
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Let us take w = c8r
d, with c8 small enough in order to satisfy (A.21), and make the

marginal probability well-defined. In that case, following (A.25), we have for all σ 6= σ′ ∈
{σ0, . . . , σ

˜m(r)}:

d̃(ησ, ησ′) ≥ c9 max

(

(τ

n

)
αβ

2α+d
,

(

1

n

)
αβ

2α+d−αβ

)

.

We can conclude that for any active learning algorithm η̂ :

inf
η̂

sup
σ∈{σ0,...,σm̃(r)}

P

(

PX(sign(ησ(x)− 1
2) 6= sign(η̂(x)− 1

2) ≥ c10 max

(

( τ

n

)
αβ

2α+d
,

(

1

n

)
αβ

2α+d−αβ

))

≥ 1

8
,

and then for any active learning algorithm η̂ with corresponding classifier gη̂, we have by
using Proposition 3.1 from (Chzhen et al., 2021):

inf
η̂

sup
P∈Pcl

P



Rcl,P (gη̂)−Rcl,P (g
∗) ≥ c11 max





(τ

n

)
α(β+1)
2α+d

,

(

1

n

)
α(β+1)

2α+d−αβ







 ≥ 1

8
,

and finally, by Markov’s inequality, we get the required lower bound:

inf
η̂

sup
P∈Pcl

E (Rcl,P (gη̂)−Rcl,P (g
∗)) ≥ c11

8
max





( τ

n

)
α(β+1)
2α+d

,

(

1

n

)
α(β+1)

2α+d−αβ



 .

In the case τ ≥ n− αβ
2α+d−αβ , the proof is nearly similar to the proof with τ ≤ n− αβ

2α+d−αβ , dif-
fering only on the bounding of the Kullback Leibler divergence and the choice of parameters
r, m(r), w. Instead, we choose r,m(r), w such that:

r = c12 max

(

(

1

n

) 1
2α+d

,

(

1

τ

) 1
2α+d

(

1

n

) 1
2α+d−αβ

)

,

m(r) = ⌊c13r−d⌋, w = c14r
d+αβ with c12, c14 small enough, and c13 chosen such that

m(r) ≤ Q(r), m(r) > 8.

A.3.3 Proof of Theorem 4.6

Theorem A.11 states that there are some constants Ccl, C
′
cl (independent of n), such that any active

learning classification algorithm ĝ which provides a sample Sn := (Xi, Yi)1≤i≤n, and thus a classifier
ĝn,cℓ based on Sn, there exists some P ∈ Pcℓ(ζ) with:

E∼Pn(Rcℓ(ĝn,cℓ))−Rcℓ(g
∗)) ≥ min(an,τ , a

′
n,τ ). (A.27)

Now, let us suppose we have an active learning algorithm ĝ, which, through a sampling strategy,
provides a sample Sn,cℓ =: (Xi, Yi)1≤i≤n, and then a classifier ĝn,cℓ based on Sn. For some P ∈ Pcℓ(ζ),
Equation (A.27) holds. Moreover, the active learning algorithm ĝ can be converted into an active
learning algorithm for cost-sensitive classification as follows:

• Consider the same sampling strategy.

• After getting the sample (Xt, Yt) at step t, we convert it into a cost-sensitive vector (Xt, ct)
following the procedure considered in Proposition A.10.
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Finally, we obtain the sample Sn,cs := (Xi, ci)1≤i≤n, and we provide the cost-sensitive classifier de-
fined as ĝn,cs := ĝn,cℓ. As considered in Proposition A.10, the corresponding probability P ∗ such that
((Xt, Yt) ∼ P implies (Xt, ct) ∼ P ∗) belongs to Pcs(ζ) and again, by Proposition A.10, we have:

E∼(P∗)n(Rcs(ĝn,cs))−Rcs(g
∗)) = E∼Pn(Rcℓ(ĝn,cℓ))−Rcℓ(g

∗))

≥ min(an,τ , a
′
n,τ ).

Thus, we get the same lower bounds in the cost-sensitive learning:

inf
ĝn

sup
P∈Pcs(ζ)

E(Rcs(ĝn))−Rcs(g
∗)) ≥ min(an,τ , a

′
n,τ ).
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