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## Abstract

Some results concerning the existence of almost surely frequently hypercyclic random vectors have been proved in the literature for certain chaotic weighted shifts. This is of interest for at least two reasons. It is usually difficult to find explicit (frequently) hypercyclic vectors, and random vectors have a probability distribution whose ergodic properties can be studied. The first objective of the thesis is to extend the previously known results. In particular, we prove that every chaotic weighted shift on very general sequence spaces and every operator satisfying the Frequent Hypercyclicity Criterion admits an almost surely frequently hypercyclic random vector.

We also investigate the case of semigroups. The desired random vector is constructed using a stochastic integral. Although our general result requires that this integral is well-defined, we can apply it to the translation semigroups on the space of entire functions.

The second part of the thesis deals with the rate of growth of frequently hypercyclic functions. We present two methods. Recently, a probabilistic approach provided a quasi-optimal rate of growth for the differentiation operator and the Taylor shift. Based on these results and the first part of the thesis, we obtain a general criterion for chaotic weighted shifts. The rate of growth is expressed as a function depending only on the weights, multiplied by some logarithmic factor. We give several examples of shifts defined on the space of entire functions or the space of holomorphic functions on the unit disk, recovering previous results and finding new ones. We also consider the differentiation operators on the space of harmonic functions on the plane and weighted shifts on Köthe sequence spaces. The possible optimality of the growth is also discussed.

On spaces of holomorphic functions, we can also ask whether the growth holds outside some small, but possibly unbounded, set. We give results in this direction, which are stated for general random complex series. This second approach seems to be new in linear dynamics. In particular, we prove that for any chaotic weighted shift, the growth sought by the previous method does hold outside such a set.
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## Introduction

The theory of dynamical systems studies the long-term behaviour of systems that evolves through time. A dynamical system consists of a set, called the space of states, and a map on this set that describes the evolution of the system. One may think of the motion of objects subjected to forces, or the evolution of the number of people in a given population.

Linear dynamics studies a particular case of dynamical systems, where the space of states is a vector space and the evolution map is linear. Hypercyclicity, that is, the existence of a dense orbit, is the main concept of linear dynamics. This term seems to have been introduced by Beauzamy in [13] around 1986 while working on the invariant subspace problem. The first operators known to be hypercyclic were the translation operators by Birkhoff [16] in 1929, the differentiation operator by MacLane [68] in 1952 and the multiples of the backward shift by Rolewicz [84] in 1969.

The foundations of linear dynamics were made in the unpublished thesis of Kitai [58] in 1982 and by Godefroy and Shapiro [42] in 1991. Since then, many other variants of hypercyclicity have been introduced and studied.

In linear dynamics, we thus consider continuous and linear maps $T$ from a vector space $E$ to itself, called operators. The vector space $E$ is usually a Fréchet space or an $F$-space; these are particular cases of metric spaces generalizing Banach spaces. We are interested in dense orbits i.e., in finding a vector $x \in E$ such that the set of all $T^{n}(x), n \in \mathbb{N}$, called the orbit of $x$, is dense in $E$. Such a vector is said to be hypercyclic for $T$, and $T$ is hypercyclic. Although it has been proved that once an operator admits a hypercyclic vector, it admits a large supply of such vectors in a topological sense, it is usually not so easy to construct just one hypercyclic vector.

In their work, Bayart and Grivaux [7] introduced the notion of frequent hypercyclicity, that is, the existence of a hypercyclic vector visiting any non-empty open set of the space many times in a precise sense. This was the beginning of the connections between linear dynamics and ergodic theory, which studies dynamical systems from a measure-theoretic point of view. This notion is strictly stronger than hypercyclicity. Moothathu [73] proved that the set of frequently hypercyclic vectors is always negligible, in contrast to hypercyclicity.

A second well-studied variant of hypercyclicity is chaos: an operator $T$ is chaotic if it is hypercyclic and has a dense set of periodic points. It turns out that the hypercyclic operators mentioned above are also frequently hypercyclic and chaotic.

Random vectors. Bayart and Matheron [10] used ergodic theory to obtain results on the existence of frequently hypercyclic vectors via the existence of an ergodic or strongly mixing measure for $T$, two notions from ergodic theory. They obtain the following result as a by-product of their methods.

As usual, $\left(e_{n}\right)_{n \in \mathbb{N}}$ stands for the canonical sequence of $\ell^{p}$, the space of $p$-summable sequences, $1 \leq p<\infty$, where $\mathbb{N}=\{0,1,2, \ldots\}$. The notation $\mathbb{N}_{0}$ will denote the set of all strictly positive integers.

Theorem 0.0.1 ( $\|$ 10 Remark at p. 121]). Let $T: \ell^{p} \longrightarrow \ell^{p}$ be a weighted shift with weight sequence $\left(w_{n}\right)_{n \in \mathbb{N}_{0}}$ i.e., $T\left(e_{0}\right)=0$ and $T\left(e_{n}\right)=w_{n} e_{n-1}$ for any $n \in \mathbb{N}_{0}$. If $T$ is chaotic, then the random vector

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{X_{n}}{w_{1} \ldots w_{n}} e_{n} \tag{0.0.1}
\end{equation*}
$$

is almost surely frequently hypercyclic for $T$, where $\left(X_{n}\right)_{n \in \mathbb{N}}$ is a sequence of independent standard Gaussian random variables. Furthermore, its distribution is strongly mixing for $T$.

Here, a standard Gaussian random variable means that the random variable follows the normal distribution with mean 0 and variance 1 . Note that here and in the sequel, the random variables are real if the vector space is real, and complex if it is complex.

Another well-known and historical example of a frequently hypercyclic operator is the differentiation operator $D$ defined on the space of entire functions $H(\mathbb{C})$, given by $D(f)=f^{\prime}, f \in H(\mathbb{C})$. Nikula [80] proved that the random series

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{X_{n}}{n!} z^{n} \tag{0.0.2}
\end{equation*}
$$

is almost surely frequently hypercyclic for $D$ by directly showing that this random vector has a full probability of being frequently hypercyclic. The sequence of independent random variables $\left(X_{n}\right)_{n \in \mathbb{N}}$ must satisfy some decay condition on their distributions, which is satisfied by Gaussian variables. Mouze and Munnier [74 gave a simpler proof of Nikula's result by using the so-called Birkhoff ergodic theorem under a weaker assumption on the probability distribution. Bayart and Matheron [11] also showed the almost sure frequent hypercyclicity of the random vector 0.0 .2 and proved that its distribution is strongly mixing for the operator $D$ as well.

Remark that the operator $D$ is a weighted shift by identifying an entire function with its sequence of Taylor coefficients and noticing that $D\left(z^{n}\right)=n z^{n-1}$ for all integers $n \in \mathbb{N}_{0}$. Here again, the random vector (0.0.2) is constructed as follows: from the fixed point $\sum_{n \geq 0} z^{n} / n$ ! of $D$, where $n$ ! corresponds to the product of the first $n$ weights of the operator $D$, each term of the series is multiplied by a random coefficient.

Mouze and Munnier [75] obtained the same result for the Taylor shift: it is the operator $T$ on $H(\mathbb{D})$ such that $T(f)=\sum_{n \geq 0} a_{n+1} z^{n}, f=\sum_{n \geq 0} a_{n} z^{n} \in H(\mathbb{D})$. Here,
$H(\mathbb{D})$ denotes the space of holomorphic functions on the unit disk $\mathbb{D}$. They proved that the random vector

$$
\sum_{n=0}^{\infty} X_{n} z^{n}
$$

is almost surely frequently hypercyclic for $T$, where $\left(X_{n}\right)_{n \in \mathbb{N}}$ is a sequence of independent standard Gaussian random variables. Note that the sequence of weights of $T$ is the constant sequence with constant 1. They also constructed in 74 an almost surely frequently hypercyclic random vector for some polynomials of chaotic weighted shifts on $\ell^{p}, 1 \leq p<\infty$.

These results were, to our knowledge, the only ones about frequently hypercyclic random vectors. Given these similarities, the following question may be asked.

Question 0.0.2. Let $T$ be a weighted shift on a vector space $E$. Under which conditions is the random vector

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{X_{n}}{w_{1} \ldots w_{n}} e_{n} \tag{0.0.3}
\end{equation*}
$$

almost surely convergent in $E$ and frequently hypercyclic for $T$ ?
Rate of growth. Let us now discuss another problem in linear dynamics. On spaces of functions, the growth of frequently hypercyclic functions of a given operator can be studied. Let us consider the space $H(\mathbb{C})$ of entire functions, and let $T$ be a frequently hypercyclic operator on the space $H(\mathbb{C})$. An admissible rate of growth for the frequently hypercyclic functions of $T$ is a real-valued map $g$ defined on the set of positive numbers such that there is some frequently hypercyclic function for $T$ with the property that $\sup _{|z|=r}|f(z)| \leq g(r)$ for all positive real numbers $r \geq 0$ large enough. A classical method to show the existence of frequently hypercyclic vectors with a given growth is as follows: the operator $T$ is restricted to a Banach space $F$ consisting of entire functions satisfying the growth condition and such that it is continuously embedded in $H(\mathbb{C})$. Then one proves that the sequence of maps $\left(T_{n}\right)_{n \in \mathbb{N}}$ is frequently universal, where $T_{n}$ is the restriction of the operator $T^{n}$ to the space $F$. Frequent universality for a sequence of maps is defined as frequent hypercyclicity.

As we have seen above, the differentiation operator $D$ on $H(\mathbb{C})$ has an almost surely frequently hypercyclic random vector (0.0.2). Using its structure, Nikula 80 bounded the sup-norm of the series $(0.0 .2)$ and thus obtained an admissible rate of growth for $D$.

Theorem 0.0.3 ([80, Proposition 2]). Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a sequence of independent standard Gaussian random variables. Then there exists a constant $C>0$ such that almost surely,

$$
\begin{equation*}
\sup _{|z|=r}\left|\sum_{n=0}^{\infty} \frac{X_{n}}{n!} z^{n}\right| \leq C \sqrt{\log (r)} \frac{e^{r}}{r^{1 / 4}} \tag{0.0.4}
\end{equation*}
$$

for all $r>0$ large enough.
Blasco, Bonilla and Grosse-Erdmann [17] showed that for any function $\psi$ with $\lim _{r \rightarrow \infty} \psi(r)=0$, there is no frequently hypercyclic entire function $f$ for $D$ that
satisfies

$$
\sup _{|z|=r}|f(z)| \leq \psi(r) \frac{e^{r}}{r^{1 / 4}}
$$

for every sufficiently large real number $r>0$. Drasin and Saksman [34] proved that the map $r \longmapsto e^{r} / r^{1 / 4}$ is in fact optimal.

Theorem 0.0.4 (|34, Theorem 1.1]). For any $C>0$, there exists a frequently hypercyclic entire function for $D$ such that $\sup _{|z|=r}|f(z)| \leq C e^{r} / r^{1 / 4}$ for all $r>0$.

Mouze and Munnier 75 also used a probabilistic approach to get an admissible rate of growth for the frequently hypercyclic functions of the Taylor shift and obtained the following result.

Theorem 0.0.5 ([75, Proposition 3.5 and p. 627]). Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a sequence of independent standard Gaussian random variables. Then there exists a constant $C>0$ such that almost surely,

$$
\begin{equation*}
\sup _{|z|=r}\left|\sum_{n=0}^{\infty} X_{n} z^{n}\right| \leq C \sqrt{|\log (1-r)|} \frac{1}{\sqrt{1-r}} \tag{0.0.5}
\end{equation*}
$$

for all $0<r<1$ close enough to 1 .
They even proved that the map $r \longmapsto 1 / \sqrt{1-r}$ is the optimal rate of growth for the frequently hypercyclic functions of the Taylor shift.

In the proofs of Theorems 0.0 .3 and 0.0 .5 the idea was to bound the first terms of the random series, which already give the desired growth, and to show that the remaining terms are small. As far as we know, these were the only results about admissible rates of growth with a probabilistic approach.

Let us mention one more fact: the upper bounds in Theorems 0.0.3 and 0.0.5 have the same form. Indeed, one can prove the following inequalities:

$$
\frac{e^{r}}{r^{1 / 4}} \asymp \sqrt{\sum_{n=0}^{\infty} \frac{r^{2 n}}{n!^{2}}}
$$

valid for $r>0$ large, and

$$
\frac{1}{\sqrt{1-r}} \asymp \sqrt{\sum_{n=0}^{\infty} r^{2 n}}
$$

valid for $0<r<1$ close enough to 1 , where $a \asymp b$ means $a \leq b$ and $a \geq b$ up to some constants independent of $r$. In both cases, the upper bound is the $\ell^{2}$-norm of the sequence $\left(r^{n} /\left(w_{1} \ldots w_{n}\right)\right)_{n \in \mathbb{N}}$, where $\left(w_{n}\right)_{n \in \mathbb{N}_{0}}$ is the weight sequence of the shift. The logarithmic factor that appears in (0.0.4) and (0.0.5) comes from the probabilistic tools used in the proofs.

Let $T$ be a chaotic weighted shift on $H(\mathbb{C})$ with weight sequence $\left(w_{n}\right)_{n \in \mathbb{N}_{0}}$. We will see in this work that 0.0 .3 defines an almost surely frequently hypercyclic random vector for $T$, where the sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ of independent random variables is standard Gaussian. Therefore, in order to get an admissible rate of growth, we can try to
bound the sup-norm of the random series 0.0.3. It turns out that the formal series $f:=\sum_{n \geq 0} z^{n} /\left(w_{1} \ldots w_{n}\right)$ determines chaos: $T$ is chaotic if and only if the series converges. Therefore, given a chaotic weighted shift on $H(\mathbb{C})$, there is an associated entire function given by $f$. From this function, we construct a random vector by multiplying each Taylor coefficient of $f$ by a Gaussian random variable. This leads us to the following more general problem.

Question 0.0.6. Let $f=\sum_{n \in \mathbb{N}} a_{n} z^{n}$ be an entire function. Under which assumptions do we have a constant $C>0$ such that almost surely,

$$
\begin{equation*}
\sup _{|z|=r}\left|\sum_{n=0}^{\infty} a_{n} X_{n} z^{n}\right| \leq C \sqrt{\log (A(r))} \sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2} r^{2 n}} \tag{0.0.6}
\end{equation*}
$$

for all $r \geq 0$ large enough, where $A$ is some real-valued function on $[0, \infty[$ ?
In this approach, the inequality (0.0.6) should be valid for any $r>0$ large. We can also ask whether, under less restrictive assumptions, this inequality could hold outside some small, but possibly unbounded, set. A set $E \subseteq[1, \infty[$ is of finite logarithmic measure if the integral $\int_{E} x^{-1} \mathrm{~d} x$ is finite. Such a set may be unbounded but has to be not very large since $\int_{1}^{\infty} x^{-1} \mathrm{~d} x$ diverges. It seems that this definition is common in the literature regarding complex analysis.

All we have said also applies to chaotic shifts on $H(\mathbb{D})$, and to holomorphic functions $f \in H(\mathbb{D})$.

Outline. In order to make the text as self-contained and understandable as possible, a preliminary chapter contains the background of this thesis. The first section is intended as a brief introduction to linear dynamics. The second section recalls some definitions and results from probability and measure theory. The last sections are devoted to the Pettis integral, the so-called Itô integral and Gaussian measures.

Chapter 1 contains the results concerning the existence of an almost surely frequently hypercyclic vector. In particular, we prove that every chaotic weighted shift on very general sequence spaces has such a random vector of the form (0.0.3). Incidentally, it has an ergodic probability distribution. The question of whether this distribution was also strongly mixing led us to extend our theorem to more operators, including bilateral weighted shifts, and to prove the strong mixing property. The first main theorem of the chapter states that under some deterministic assumptions on the operator and a decay condition on the distribution of the random variables, there is an almost surely frequently hypercyclic random vector. The second main general result, which will be a consequence of the first one, says that such a sequence of random variables can always be constructed under the deterministic assumptions. The so-called Frequent Hypercyclicity Criterion is often useful to show the frequent hypercyclicity of a given operator. Bayart and Matheron [11] proved that an operator satisfying the criterion admits a strongly mixing Gaussian measure. Murillo-Arcila and Peris 77 also proved that such an operator has a strongly mixing measure by using a constructive method. Our approach will provide another proof of this fact.

The continuous counterpart of a single operator are the $C_{0}$-semigroups. Frequent hypercyclicity can also be defined in this framework. Therefore, we can ask whether,
for a given semigroup, a random vector that is almost surely frequently hypercyclic can be found. This is investigated in Chapter 2. Unfortunately, we did not manage to find any fully satisfactory result: the random vector is constructed using a stochastic integral, and our main theorem requires that this integral is well-defined. Nevertheless, it can be applied to the translation semigroups on the space of entire functions.

Chapter 3 is devoted to the problem of the rate of growth for general random complex series. The two approaches mentioned above are presented. First, we will answer Question 0.0.6, and prove that for any entire function, the inequality 0.0.6 holds for every positive real number outside a set of finite logarithmic measure. An analogous result is also proved for holomorphic functions on the unit disk. Next, we give general conditions under which an entire function, or a function in the space $H(\mathbb{D})$, satisfies the inequality (0.0.6) for every large enough real number. With an ad hoc assumption, this result is applied to entire functions of finite order.

We will return to linear dynamics and chaotic weighted shifts in Chapter 4. The results regarding the growth valid outside a set of finite logarithmic measure immediately yield an admissible rate of growth for the frequently hypercyclic functions. As far as we know, this approach is new in linear dynamics. The main work then consists of applying the general results from Chapter 3 to get the rate of growth valid everywhere. We did not manage to do this for any chaotic weighted shifts, but we give several examples. In particular, we will recover the results of Nikula [80] and Mouze and Munnier [75]. On the space of entire functions, we find an admissible rate of growth for the frequently hypercyclic functions of the so-called Dunkl and AronMarkose operators. Weighted shifts on $H(\mathbb{D})$ studied by Mouze and Munnier in 76 are considered next. Differential operators on the space of harmonic functions of the plane and weighted shifts on the Köthe sequence spaces are also studied. The possible optimality of the rate of growth is discussed in the last section of the chapter.

Finally, an appendix contains some results and proofs about Bochner spaces, $\gamma$ radonifying operators and stochastic calculus in Fréchet spaces that are used in Chapter 2. They are not included in the main text because the Banach case is already known in the literature, and these results are simply a generalization to the Fréchet case. There is also a list of notations used throughout the thesis after the appendix.

## Prerequisites

In this preliminary chapter, we mainly explain the framework of this thesis, the theory of linear dynamical systems. This is the content of the first section. The second section recalls some definitions and tools from probability theory. The last three sections are devoted to the background material needed for Chapter 2. We will review the Pettis integral, the Itô calculus and the Gaussian measures.

Throughout the thesis, let $\mathbb{K}$ be the field $\mathbb{R}$ or $\mathbb{C}$. The notation $\mathbb{N}$ denotes the set of non-negative integers, and $\mathbb{N}_{0}$ denotes the set of strictly positive integers.

### 0.1 Linear Dynamics

The theory of dynamical systems studies the long-term behaviour of systems that evolves through time. More precisely, a dynamical system is a pair $(E, T)$ where $E$ is a set and $T: E \longrightarrow E$ is a map on $E$ that describes the evolution of the system. Starting from a point $x_{0} \in E$ say, the system will reach the state $T\left(x_{0}\right)$ at the next time. Then the next state will be $T^{2}\left(x_{0}\right)$, and so on.

In the specific setting of linear dynamical systems, the set of states $E$ is a vector space endowed with some topology and the evolution map $T$ is a continuous and linear map. We give in this section a brief introduction to the field and state the concepts and results that will be used throughout this work. For the proofs and further reading, see the books 10 and 47 .

In general, results in linear dynamics are stated in the Fréchet space framework. They are a generalization of the Banach spaces where the norm is replaced by a sequence of seminorms.

Definition 0.1.1. Let $E$ be a $\mathbb{K}$-vector space. A seminorm $p: E \longrightarrow[0, \infty[$ is a function satisfying the following two properties: for every $x, y \in E$ and $\lambda \in \mathbb{K}$,
(i) $p(x+y) \leq p(x)+p(y)$,
(ii) $p(\lambda x)=|\lambda| p(x)$.

All that remains for a seminorm to be a norm is the separation condition. The analogous notion is a separating sequence of seminorms.

Definition 0.1.2. A sequence of seminorms $\left(p_{n}\right)_{n \geq 1}$ is separating if for every $x \in E$, $p_{n}(x)=0$ for all $n \geq 1$ implies $x=0$.

Definition 0.1.3. A Fréchet space $E$ is a vector space endowed with a separating sequence of seminorms $\left(p_{n}\right)_{n \geq 1}$, which is complete in the metric $d: E \times E \longrightarrow[0, \infty[$ defined by

$$
d(x, y)=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \min \left(1, p_{n}(x-y)\right)
$$

for every $x, y \in E$.
By considering $\left(\max _{1 \leq k \leq n} p_{k}\right)_{n \geq 1}$, we can always assume that the sequence of seminorms is non-decreasing.

Example 0.1.4. Here are some examples of Fréchet spaces.
(1) Of course, every Banach space is a Fréchet space.
(2) The space of entire functions, denoted by $H(\mathbb{C})$, is a Fréchet space with the sequence of seminorms $p_{n}(f):=\sup _{|z|=n}|f(z)|, f \in H(\mathbb{C}), n \geq 1$. This corresponds to the topology of local uniform convergence, that is, uniform convergence on all compact sets. Similarly, the space of holomorphic functions on the unit disk $\mathbb{D}$, denoted by $H(\mathbb{D})$, is also a Fréchet space. In both spaces, the subspace of polynomials with rational coefficients is dense.
(3) The vector space $\mathbb{K}^{\mathbb{N}}$ of all sequences endowed with the seminorms $p_{n}(x):=$ $\max _{0 \leq k \leq n}\left|x_{k}\right|, x=\left(x_{k}\right)_{k \in \mathbb{N}} \in \mathbb{K}^{\mathbb{N}}, n \geq 1$, is a Fréchet space.

A slight generalization of a Frechet space is the concept of F-space.
Definition 0.1.5. An $F$-norm on a $\mathbb{K}$-vector space $E$ is a function $\|\cdot\|: E \longrightarrow[0, \infty[$ satisfying for all $x, y \in E$ and $\lambda \in \mathbb{K}$,
(i) $\|x+y\| \leq\|x\|+\|y\|$,
(ii) $\|\lambda x\| \leq\|x\|$ if $|\lambda| \leq 1$,
(iii) $\lim _{\lambda \rightarrow 0}\|\lambda x\|=0$,
(iv) if $\|x\|=0$ then $x=0$.

An F-norm thus looks like a norm, but there is not, in general, the homogeneity property. It is replaced by the following weaker property: for all $\lambda \in \mathbb{K}$ and $x \in E$,

$$
\begin{equation*}
\|\lambda x\| \leq(|\lambda|+1)\|x\| \tag{0.1.1}
\end{equation*}
$$

Definition 0.1.6. An $F$-space $E$ is a vector space endowed with an F-norm such that $E$ is complete under the induced metric.

A Fréchet space $E$ is an F-space with the F-norm $\|x\|:=d(x, 0), x \in E$, where $d$ is the metric defined in Definition 0.1.3, see [47, Proposition 2.8]. It is easy to see that this F-norm is bounded, which is not the case of a norm.

Fréchet spaces are the locally convex F-spaces, see 88 , Theorem 1.24 and Remarks $1.38(\mathrm{~b})$ ].

The following two lemmas characterize the convergence of sequences, the Cauchy condition, and the continuity of linear maps in terms of seminorms, see [47, Lemma 2.6 and Proposition 2.11].

Lemma 0.1.7. Let $E$ be a Fréchet space, and let $\left(p_{n}\right)_{n \geq 1}$ be a sequence of seminorms generating its topology. Let $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq E$ be a sequence of vectors in $E$ and $x \in E$.
(i) The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges to $x$ in $E$ if and only if for all $k \geq 1$, one has $\lim _{n \rightarrow \infty} p_{k}\left(x_{n}-x\right)=0$.
(ii) The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is Cauchy in $E$ if and only if for all $k \geq 1$, the sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is Cauchy in $\left(E, p_{k}\right)$.

Lemma 0.1.8. Let $E, F$ be two Fréchet spaces, and let $\left(p_{n}\right)_{n \geq 1}$ and $\left(q_{n}\right)_{n \geq 1}$ be sequences of seminorms defining the topology of $E$ and $F$, respectively. Let $T: E \longrightarrow F$ be a linear map. Then $T$ is continuous if and only if for all $n \in \mathbb{N}_{0}$, there are $m \in \mathbb{N}_{0}$ and $C>0$ such that for every $x \in E$, one has

$$
q_{n}(T(x)) \leq C p_{m}(x)
$$

We will say that a map $T: E \longrightarrow E$ on an F-space $E$ is an operator if it is continuous and linear.

We are interested in studying the properties of the orbit of a vector $x_{0}$, that is, the different states the system will take, starting from the state $x_{0}$ and following the evolution map.

Definition 0.1.9. Let $E$ be an F-space and $T: E \longrightarrow E$ be an operator. For all $x \in E$, the orbit of $x$ under $T$ is the set

$$
\operatorname{Orb}(x, T)=\left\{T^{n}(x) \mid n \in \mathbb{N}\right\}
$$

The main notion of linear dynamics is the concept of hypercyclicity.
Definition 0.1.10. Let $E$ be an F-space. An operator $T: E \longrightarrow E$ is hypercyclic if there exists $x \in E$ whose orbit is dense in $E$. Such a vector is called a hypercyclic vector for $T$.

Note that if a space admits a hypercyclic operator, it is necessarily separable since every orbit is at most countable. The first question to ask is whether such an operator exists. Let us first point out that hypercyclicity is an infinite-dimensional phenomenon.

Theorem 0.1.11 ( $[47$, Corollary 2.59]). Let E be a Banach space of finite dimension. If $E$ is not the zero vector space then there are no hypercyclic operators on $E$.

Obviously, the identity map is not hypercyclic unless the space is trivial. On a Banach space, any operator with an operator norm less than 1 is not hypercyclic, since then every orbit is bounded.

One way to prove that an operator is hypercyclic is to explicitly construct a hypercyclic vector, see for example [47, Example 2.18]. Another method is to use the Birkhoff Transitivity Theorem below.

Recall that a $G_{\delta}$-set $G$ is a subset of an F-space $E$ of the form $G=\bigcap_{n \in \mathbb{N}} O_{n}$, where $\left(O_{n}\right)_{n \in \mathbb{N}}$ is a family of open sets of $E$.

Theorem 0.1.12 (Birkhoff Transitivity Theorem). Let E be a separable F-space and $T: E \longrightarrow E$ be an operator. Then $T$ is hypercyclic if and only if for any non-empty open sets $U, V \subseteq E$, there exists $n \in \mathbb{N}$ such that $T^{n}(U) \cap V \neq \emptyset$. In that case, the set of hypercyclic vectors of $T$ is a dense $G_{\delta}$-set.

Proof. Let $x$ be a hypercyclic vector for $T$. Let $U, V \subseteq E$ be non-empty open sets. There exists $m \in \mathbb{N}$ such that $T^{m}(x) \in U$. Since an F-space has no isolated points, the vector $T^{m}(x)$ is hypercyclic for $T$, and there exists some $n \in \mathbb{N}$ such that $T^{n}\left(T^{m}(x)\right) \in$ $V$. Therefore $T^{n}(U) \cap V \neq \emptyset$.

For the converse, let $\left(U_{k}\right)_{k \in \mathbb{N}}$ be a countable base of open subsets of $E$, which exists since $E$ is separable. Notice that the set of hypercyclic vectors of $T$ is exactly the $G_{\delta}$-set $\bigcap_{k \geq 0} \bigcup_{n \geq 0} T^{-n}\left(U_{k}\right)$. By assumption, each open set $\bigcup_{n \geq 0} T^{-n}\left(U_{k}\right), k \geq 0$, is dense in $E$. Therefore, the Baire Category Theorem, see [88, Theorem 2.2], yields that the set of hypercyclic vectors of $T$ is dense, and $T$ is hypercyclic.

An operator satisfying the necessary and sufficient condition of the theorem is said to be topologically transitive.
Example 0.1.13. Let us prove that the differentiation operator

$$
D: H(\mathbb{C}) \longrightarrow H(\mathbb{C}), f \longmapsto f^{\prime}
$$

is hypercyclic. Let $U, V \subseteq E$ be non-empty open sets. There exist some polynomials $p=\sum_{k=0}^{N} a_{k} z^{k}$ and $q=\sum_{k=0}^{N} b_{k} z^{k}$ such that $p \in U$ and $q \in V$. Let $n \geq N+1$ be a positive integer and define

$$
h:=p+\sum_{k=0}^{N} \frac{k!b_{k}}{(k+n)!} z^{k+n} .
$$

Then $D^{n}(h)=q$ and for any $R>0$, one has

$$
\sup _{|z| \leq R}|p(z)-h(z)| \leq \sum_{k=0}^{N} \frac{k!\left|b_{k}\right|}{(k+n)!} R^{k+n},
$$

Therefore, for $n$ large enough, we get $h \in U$ and $D^{n}(h) \in V$. Since this holds for any non-empty open sets $U, V \subseteq E$, we have shown that $D$ is hypercyclic by Theorem 0.1.12.

More generally, it has been proved by Bonet and Peris [21, Theorem 1] that every infinite-dimensional separable Fréchet space supports a hypercyclic operator. In contrast, there are infinite-dimensional separable F-spaces whose continuous operators are exactly the multiples of the identity, see [56, Section 7.6], and which therefore do not admit any hypercyclic operator.

A first stronger notion than hypercyclicity is the concept of chaos. There are different versions of chaos, but the one most commonly accepted in linear dynamics is chaos in the sense of Devaney. Recall that a vector $x \in E$ of an operator $T: E \longrightarrow E$ is periodic if there exists some integer $n \geq 1$ such that $T^{n}(x)=x$.

Definition 0.1.14. Let $E$ be an F-space. An operator $T: E \longrightarrow E$ is chaotic if it is hypercyclic and has a dense set of periodic points.

A chaotic operator then means that in any non-empty open set of the space, however small, one can find a periodic vector, which has a very regular obit, and also a hypercyclic vector, which has a very irregular orbit. This is related to the so-called butterfly effect, saying that small changes in the initial conditions may lead to very different effects.

We will see below some examples of chaotic operators. In contrast to hypercyclicity, there exists an infinite-dimensional separable Banach space that supports no chaotic operator, as observed by Bonet, Martínez-Giménez and Peris in [20].

An important class of operators is the class of weighted shifts. They are fairly simple operators, and new notions and results of linear dynamics are usually first tested on weighted shifts.

The space $\mathbb{K}^{\mathbb{N}}$ (resp. $\mathbb{K}^{\mathbb{Z}}$ ) of all sequences is endowed with the topology of coordinatewise convergence.

Definition 0.1.15. A sequence space over $\mathbb{N}(\operatorname{resp}$. over $\mathbb{Z}) E$ is a subspace of $\mathbb{K}^{\mathbb{N}}$ (resp. $\mathbb{K}^{\mathbb{Z}}$ ) such that convergence in $E$ implies convergence in $\mathbb{K}^{\mathbb{N}}$ (resp. $\mathbb{K}^{\mathbb{Z}}$ ). A Banach (Fréchet, F -) space of this kind is called a Banach (Fréchet, $F$-) sequence space. The vectors $e_{n}=(\ldots, 0,1,0, \ldots)$ where 1 lies at the $n$-th coordinate, $n \in \mathbb{N}($ resp. $n \in \mathbb{Z})$, are called the canonical unit sequences.

Let $E$ be a sequence space over $\mathbb{N}$ (resp. over $\mathbb{Z}$ ) such that the canonical unit sequences span a dense subspace. A unilateral (resp. bilateral) weighted shift $T$ : $E \longrightarrow E$ is an operator such that $T\left(e_{0}\right)=0$ and $T\left(e_{n}\right)=w_{n} e_{n-1}$ for all $n \in \mathbb{N}_{0}$ (resp. $T\left(e_{n}\right)=w_{n} e_{n-1}$ for all $n \in \mathbb{Z}$ ), where $\left(w_{n}\right)_{n}$ is a sequence of non-zero scalars called the weight sequence.

We will often simply say weighted shift for a unilateral weighted shift.
It is pointless to consider a weight sequence with some zero elements since such a shift cannot be hypercyclic. Indeed, suppose for example that $T: E \longrightarrow E$ is a weighted shift with $w_{1}=0$. Then $\left|e_{0}^{*}\left(T^{n}(x)-e_{0}\right)\right|=1$ for all $n \in \mathbb{N}_{0}$, where $e_{0}^{*}$ is the linear map giving the first coordinate, and $x$ is not hypercyclic for $T$, for every $x \in E$.

Proposition 0.1.16. Let $T: E \longrightarrow E$ be a unilateral or bilateral weighted shift on an $F$-sequence space $E$. Then $T$ is continuous.

Proof. By the Closed Graph Theorem, see [88, Theorem 2.15], it suffices to prove that $T$ has a closed graph. Let $\left(x_{n}\right)_{n \geq 0} \subseteq E$ be such that $\lim _{n \rightarrow \infty} x_{n}=x$ and $\lim _{n \rightarrow \infty} T\left(x_{n}\right)=y$, where $x, y \in E$. Since convergence in $E$ implies coordinatewise convergence, we get that $T(x)=y$, and $T$ has a closed graph.

The previous proposition means that a weighted shift on $E$ is continuous if and only if it is a linear map on $E$.
Example 0.1.17. Obvious examples of Banach sequence spaces are the spaces $\ell^{p}, 1 \leq$ $p<\infty$, and $c_{0}$. Note that it is pointless for our purposes to consider $\ell^{\infty}$ since this space is not separable. The space of entire functions $H(\mathbb{C})$ can be viewed as a Fréchet sequence space. Indeed, every entire function is identified with its sequence of Taylor coefficients at 0 . This also holds true for the space $H(\mathbb{D})$.

There is a criterion to test the hypercyclicity or chaoticity of a weighted shift that is only a condition on the weights.

First recall the definition of unconditional convergence.
Definition 0.1.18. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence of vectors in an $F$-space $E$. The series $\sum_{n \in \mathbb{N}} x_{n}$ converges unconditionally if for any permutation $\sigma: \mathbb{N} \longrightarrow \mathbb{N}$ the series

$$
\sum_{n=0}^{\infty} x_{\sigma(n)}
$$

converges.
A basis $\left(e_{n}\right)_{n \in \mathbb{N}}$ of an F -space $E$ is unconditional if for every $x \in E$, the series $x=\sum_{n \geq 0} x_{n} e_{n}$ converges unconditionally.

Theorem 0.1.19 ([45, Theorems 7 and 8]). Let $E$ be an $F$-sequence space over $\mathbb{N}$ in which $\left(e_{n}\right)_{n \in \mathbb{N}}$ is a basis. Let $T$ be a weighted shift on $E$ with weight sequence $\left(w_{n}\right)_{n \in \mathbb{N}_{0}}$.
(i) $T$ is hypercyclic if and only if there exists an increasing sequence $\left(n_{k}\right)_{k \in \mathbb{N}} \subseteq \mathbb{N}$ such that

$$
\lim _{k \rightarrow \infty}\left(\prod_{j=1}^{n_{k}} w_{j}\right)^{-1} e_{n_{k}}=0
$$

(ii) If $\left(e_{n}\right)_{n \in \mathbb{N}}$ is unconditional, then $T$ is chaotic if and only if the series

$$
\sum_{n=0}^{\infty}\left(\prod_{j=1}^{n} w_{j}\right)^{-1} e_{n}
$$

converges in $E$.
Example 0.1.20. On the Banach spaces $E=\ell^{p}, 1 \leq p<\infty$, or $E=c_{0}$, a weighted shift $T: E \longrightarrow E$ is continuous (and well-defined) if and only if its sequence of weights $\left(w_{n}\right)_{n \geq 1}$ is bounded. By Theorem 0.1.19 $T$ is hypercyclic if and only if $\sup _{n \geq 1} \prod_{j=1}^{n}\left|w_{j}\right|=\infty$.

The backward shift $B$ on $E$, that is, the weighted shift with constant weights equal to 1 , is not hypercyclic. This fact was already known since the operator norm of $B$ is equal to 1 .

Example 0.1.21. On $H(\mathbb{C})$, the space of all entire functions, a weighted shift $T$ : $H(\mathbb{C}) \longrightarrow H(\mathbb{C})$ with respect to the basis of monomials is an operator on $H(\mathbb{C})$ if and only if $\sup _{n \geq 1}\left|w_{n}\right|^{1 / n}<\infty$. By Theorem 0.1.19. $T$ is hypercyclic if and only if $\sup _{n \geq 1}\left(\prod_{j=1}^{n}\left|w_{j}\right|\right)^{1 / n}=\infty$, and chaotic if and only if $\lim _{n \rightarrow \infty}\left(\prod_{j=1}^{n}\left|w_{j}\right|\right)^{1 / n}=\infty$.

The differentiation operator $D$ from Example 0.1.13 is a weighted shift since $D\left(\sum_{n \geq 0} a_{n} z^{n}\right)=\sum_{n \geq 0}(n+1) a_{n+1} z^{n}$. Since $\lim _{n \rightarrow \infty} n!^{1 / n}=\infty$, we recover the fact that $D$ is hypercyclic. It is even chaotic since the series $\sum_{n \geq 0} z^{n} / n!=e^{z}$ converges in $H(\mathbb{C})$.

Example 0.1.22. Similarly, a weighted shift $T: H(\mathbb{D}) \longrightarrow H(\mathbb{D})$ is an operator on $H(\mathbb{D})$ if and only if $\lim \sup _{n \geq 1}\left|w_{n}\right|^{1 / n} \leq 1$. By Theorem 0.1.19. $T$ is hypercyclic or chaotic if and only if, respectively,

$$
\limsup _{n \rightarrow \infty}\left(\prod_{j=1}^{n}\left|w_{j}\right|\right)^{1 / n} \geq 1, \quad \liminf _{n \rightarrow \infty}\left(\prod_{j=1}^{n}\left|w_{j}\right|\right)^{1 / n} \geq 1
$$

For bilateral weighted shifts, we have the following characterization. Unconditional bases and convergence are defined in the same way as for the sequence spaces over $\mathbb{N}$.
Theorem 0.1.23 ([45, Theorems 6 and 9$])$. Let $E$ be an $F$-sequence space over $\mathbb{Z}$ in which $\left(e_{n}\right)_{n \in \mathbb{Z}}$ is a basis. Let $T$ be a bilateral weighted shift on $E$ with weight sequence $\left(w_{n}\right)_{n \in \mathbb{Z}}$.
(i) $T$ is hypercyclic if and only if there exists an increasing sequence $\left(n_{k}\right)_{k \in \mathbb{N}} \subseteq \mathbb{N}$ such that, for any $j \in \mathbb{Z}$, one has

$$
\lim _{k \rightarrow \infty}\left(\prod_{m=j-n_{k}+1}^{j} w_{m}\right) e_{j-n_{k}}=0 \text { and } \lim _{k \rightarrow \infty}\left(\prod_{m=j+1}^{j+n_{k}} w_{m}\right)^{-1} e_{j+n_{k}}=0
$$

(ii) If $\left(e_{n}\right)_{n \in \mathbb{Z}}$ is unconditional, then $T$ is chaotic if and only if the series

$$
\sum_{n=-\infty}^{0}\left(\prod_{j=n+1}^{0} w_{j}\right) e_{n}+\sum_{n=1}^{\infty}\left(\prod_{j=1}^{n} w_{j}\right)^{-1} e_{n}
$$

converges in $E$.
Many notions of linear dynamics are variants of hypercyclicity. We have already encountered the concept of chaos. A hypercyclic vector $x$ for an operator $T$ means that $x$ visits every non-empty open set via $T$ at least once. In fact, it is easy to see that the orbit of $x$ meets every non-empty open set infinitely often. How often such a vector visits a set can be quantified.

Definition 0.1.24. The lower density of a set $A \subseteq \mathbb{N}$ denoted by dens $(A)$ is the quantity

$$
\underline{\operatorname{dens}}(A)=\liminf _{N \rightarrow \infty} \frac{|A \cap\{0, \ldots, N\}|}{N+1}
$$

This leads to the definition of frequent hypercyclicity introduced by Bayart and Grivaux in [7].

Definition 0.1.25. Let $E$ be an F-space. An operator $T: E \longrightarrow E$ is frequently hypercyclic if there exists $x \in E$ such that, for every non-empty open set $U$ of $E$, the set $\left\{n \in \mathbb{N} \mid T^{n}(x) \in U\right\}$ has positive lower density. Such a vector is called a frequently hypercyclic vector for $T$.

Of course, frequent hypercyclicity implies hypercyclicity.
As with hypercyclicity, one can try to explicitly construct a frequently hypercyclic vector to prove that a given operator is frequently hypercyclic, see for example 47 , Example 9.6]. But for weighted shifts, there is a sufficient condition relating only to the weights, which is much simpler.

Proposition 0.1.26. Let $E$ be an F-sequence space over $\mathbb{N}$ in which $\operatorname{span}\left\{e_{n} \mid n \in \mathbb{N}\right\}$ is dense. Let $T: E \longrightarrow E$ be a weighted shift. If the series

$$
\sum_{n=0}^{\infty}\left(\prod_{j=1}^{n} w_{j}\right)^{-1} e_{n}
$$

converges unconditionally then $T$ is frequently hypercyclic.
Proposition 0.1.27. Let $E$ be an $F$-sequence space over $\mathbb{Z}$ in which $\operatorname{span}\left\{e_{n} \mid n \in \mathbb{Z}\right\}$ is dense. Let $T: E \longrightarrow E$ be a bilateral weighted shift. If the series

$$
\sum_{n=-\infty}^{0}\left(\prod_{j=n+1}^{0} w_{j}\right) e_{n}+\sum_{n=1}^{\infty}\left(\prod_{j=1}^{n} w_{j}\right)^{-1} e_{n}
$$

converges unconditionally then $T$ is frequently hypercyclic.
The previous two results can be proved with the Frequent Hypercyclicity Criterion below, see 22, Theorem 4.3].
Example 0.1.28. The differentiation operator $D$ is frequently hypercyclic on $H(\mathbb{C})$. Indeed, recall from Example 0.1 .21 that $D$ is a weighted shift with sequence of weights $(n)_{n \geq 1}$. Since $\sum_{n>0} z^{n} / n!=e^{z}$ converges unconditionally in $H(\mathbb{C})$, we deduce by Proposition 0.1 .26 that $D$ is frequently hypercyclic.

Proposition 0.1 .26 combined with Theorem 0.1.19 and Proposition 0.1.27 combined with Theorem 0.1.23 yield the following result.
Corollary 0.1.29 ( $[22$, Corollary 4.4]). Let $E$ be an F-sequence space in which the canonical unit sequences form an unconditional basis. Then every chaotic shift on $E$ is frequently hypercyclic.

For weighted shifts on $\ell^{p}, 1 \leq p<\infty$, the converse holds.
Theorem 0.1.30 ( $\left[12\right.$, Theorem 4]). Let $T: \ell^{p} \longrightarrow \ell^{p}$ be a weighted shift with sequence of weights $\left(w_{n}\right)_{n \in \mathbb{N}_{0}}$, where $1 \leq p<\infty$. Then $T$ is frequently hypercyclic if and only if the series $\sum_{n=0}^{\infty} \prod_{j=1}^{n}\left|w_{j}\right|^{-p}$ converges.

That is to say, by Theorem 0.1.19 a weighted shift on $\ell^{p}, 1 \leq p<\infty$, is frequently hypercyclic if and only if it is chaotic.

On the space $c_{0}$, there exists a frequently hypercyclic weighted shift that is not chaotic as showed by Bayart and Grivaux [9, Corollary 5.2]. On $c_{0}$ or on each space $\ell^{p}, 1 \leq p<\infty$, Menet [72, Theorem 1.2] proved that there exists a chaotic operator that is not frequently hypercyclic.

As for chaos, there exists an infinite-dimensional separable Banach space over $\mathbb{K}$ that supports no frequently hypercyclic operators. This was proved by Shkarin in [90, Corollaries 1.4 and 1.5].

A useful tool for proving the frequent hypercyclicity of a given operator is the so-called Frequent Hypercyclicity Criterion.

Theorem 0.1.31 (Frequent Hypercyclicity Criterion). Let $T$ be an operator on a separable $F$-space $E$. Assume that there exist a dense subset $E_{0}$ of $E$ and a map $S: E_{0} \longrightarrow E_{0}$ such that for any $x \in E_{0}$, the following conditions hold:
(i) $\sum_{n=0}^{\infty} T^{n}(x)$ is unconditionally convergent,
(ii) $\sum_{n=0}^{\infty} S^{n}(x)$ is unconditionally convergent,
(iii) $T S(x)=x$.

Then $T$ is frequently hypercyclic.
This version of the criterion for operators defined on an F-space has been proved by Bonilla and Grosse-Erdmann [22, Theorem 2.1]. An operator satisfying the conditions of Theorem 0.1.31 is also chaotic, see [22, Remark 2.2(b)]. Consequently, the example of Bayart and Grivaux [9, Corollary 5.2] of a frequently hypercyclic but not chaotic weighted shift on $c_{0}$ shows that not every frequently hypercyclic operator satisfies the criterion.

As we will see in Chapter 1 frequent hypercyclicity is related to ergodic theory.
Definition 0.1.32. Let $(M, \mathcal{B}, \mu)$ be a probability space. A measurable map $T$ : $M \longrightarrow M$ is measure-preserving, or $\mu$ is $T$-invariant, if $\mu\left(T^{-1}(A)\right)=\mu(A)$ for every $A \in \mathcal{B}$.

If $T$ is measure-preserving then it is, or $\mu$ is,
(i) ergodic if for every $A \in \mathcal{B}$ such that $A=T^{-1}(A)$, we have $\mu(A) \in\{0,1\}$,
(ii) strongly mixing if $\lim _{n \rightarrow \infty} \mu\left(T^{-n}(A) \cap B\right)=\mu(A) \mu(B)$ for every $A, B \in \mathcal{B}$,
(iii) exact if every $A \in \mathcal{B}$ belonging to $\bigcap_{n \geq 0} T^{-n}(\mathcal{B})$ satisfies $\mu(A) \in\{0,1\}$.

We remark that exactness implies strong mixing, and strong mixing implies ergodicity, see 32 pp. 50, 87].

The link between frequent hypercyclicity and ergodic theory will be made via the so-called Birkhoff Ergodic Theorem. For a proof of this result, see e.g. 98 , Theorem 1.14].

Theorem 0.1.33 (Birkhoff Ergodic Theorem). Let $(M, \mathcal{B}, \mu)$ be a probability space and $T: M \longrightarrow M$ be a measure-preserving and ergodic map. Let $f \in L^{1}(M, \mu)$. Then

$$
\lim _{N \rightarrow \infty} \frac{1}{N+1} \sum_{n=0}^{N} f \circ T^{n}=\int_{M} f \mathrm{~d} \mu \mu-a . s .
$$

With a single operator as the evolution map, we follow the evolution of a system on discrete times; the concept of $C_{0}$-semigroup is the continuous counterpart.

Definition 0.1.34. Let $\left(T_{t}\right)_{t \geq 0}$ be a family of operators on a Fréchet space $E$. It is called a $C_{0}$-semigroup if
(i) $T_{0}=I$,
(ii) $T_{t+s}=T_{t} T_{s}$ for all $s, t \geq 0$,
(iii) $\lim _{s \rightarrow t} T_{s}(x)=T_{t}(x)$ for all $x \in E$ and $t \geq 0$.

Definition 0.1.35. Let $\left(T_{t}\right)_{t \geq 0}$ be a $C_{0}$-semigroup. The map $A: \operatorname{Dom}(A) \longrightarrow E$ defined by

$$
A(x):=\lim _{t \rightarrow 0} \frac{T_{t}(x)-x}{t}
$$

is called the generator of $\left(T_{t}\right)_{t \geq 0}$, where $\operatorname{Dom}(A)$ is the set of vectors where the above limit exists.

The generator is clearly a linear map. A $C_{0}$-semigroup is fully determined by its generator, see 60, Theorem 3], and the domain of the generator is a dense subspace of the space, see [60, Proposition 1.3]. Here are some useful properties.
Proposition 0.1.36. Let $\left(T_{t}\right)_{t \geq 0}$ be a $C_{0}$-semigroup on a Fréchet space $E$, and let $A$ be its generator.
(i) For every $x \in \operatorname{Dom}(A)$ and $t \geq 0$, we have $T_{t}(x) \in \operatorname{Dom}(A)$ and $A T_{t}(x)=$ $T_{t} A(x)$.
(ii) Let $\lambda \in \mathbb{K}$ and $x \in E$. Then $x \in \operatorname{Dom}(A)$ and $A(x)=\lambda x$ if and only if $T_{t}(x)=e^{\lambda t} x$ for all $t \geq 0$.

Proof. The first assertion is proved in [60, Proposition 1.2(1)].
For the second one, assume that $T_{t}(x)=e^{\lambda t} x$ for any $t \geq 0$. We then have

$$
\frac{T_{t}(x)-x}{t}=\frac{e^{\lambda t} x-x}{t}=\frac{e^{\lambda t}-1}{t} x
$$

for any $t>0$. We conclude that $x \in \operatorname{Dom}(A)$ and $A(x)=\lambda x$.
Assume now that $A(x)=\lambda x$. It is readily check that $\left(e^{-\lambda t} T_{t}\right)_{t \geq 0}$ is a $C_{0}$-semigroup with generator $A-\lambda I$ defined on $\operatorname{Dom}(A)$. By applying 60, Proposition 1.2(2)] to this semigroup, we get that

$$
e^{-\lambda t} T_{t}(x)-x=\int_{0}^{t} e^{-\lambda s} T_{s}(A(x)-\lambda x) \mathrm{d} s=0
$$

for any $t \geq 0$. This concludes the proof.
Example 0.1.37. Let $I \in\{[0, \infty[, \mathbb{R}\}$. An admissible weight function $\rho$ is a measurable function $\rho: I \longrightarrow] 0, \infty[$ such that there exist $M \geq 1$ and $w \in \mathbb{R}$ such that $\rho(s) \leq$ $M e^{w t} \rho(t+s)$ for every $s \in I$ and $t \geq 0$.

For an admissible weight function $\rho$ and a real $1 \leq p<\infty$, we define the Banach space

$$
L_{\rho}^{p}(I):=\left\{f:\left.I \longrightarrow \mathbb{K}\left|\int_{I}\right| f(x)\right|^{p} \rho(x) \mathrm{d} x<\infty\right\}
$$

endowed with the norm $\|f\|_{L_{\rho}^{p}(I)}:=\left(\int_{I}|f(x)|^{p} \rho(x) \mathrm{d} x\right)^{1 / p}, f \in L_{\rho}^{p}(I)$. The translation semigroup on $L_{\rho}^{p}(I)$ is defined by

$$
T_{t}(f)(x):=f(x+t), x \in I, t \geq 0
$$

for every $f \in L_{\rho}^{p}(I)$. Its generator is the differentiation operator defined on the space of absolutely continuous functions in $L_{\rho}^{p}(I)$ with derivative in $L_{\rho}^{p}(I)$, see 36 , Proposition II.1].

With a given operator on a Banach space, one can construct a semigroup by taking the exponential of that operator.

Definition 0.1.38. Let $A: E \longrightarrow E$ be an operator on a Banach space $E$. We define the exponential of $A$ by

$$
e^{A}=\sum_{n=0}^{\infty} \frac{A^{n}}{n!}
$$

The series $\sum_{n=0}^{\infty} \frac{A^{n}}{n!}$ converges since it is absolutely convergent.
Proposition 0.1.39 ([36, Proposition I.2.11]). Let $A: E \longrightarrow E$ be an operator on $a$ Banach space E. Then $\left(e^{t A}\right)_{t \geq 0}$ is a $C_{0}$-semigroup.

For further reading on semigroups on Banach spaces, see for example the book by Engel and Nagel [36. For the case of Fréchet spaces, see the book by Yosida 99, Chapter IX] and the papers by Kōmura 60 and O

The notions of hypercyclicity and chaos are easily adapted to the continuous case. Here, a vector $x \in E$ is periodic for a $C_{0}$-semigroup $\left(T_{t}\right)_{t \geq 0}$ if there exists $t>0$ such that $T_{t}(x)=x$.

Definition 0.1.40. Let $\left(T_{t}\right)_{t \geq 0}$ be a $C_{0}$-semigroup on a Fréchet space $E$.
(i) For all $x \in E$, the orbit of $x$ under $\left(T_{t}\right)_{t \geq 0}$ is the set

$$
\operatorname{Orb}\left(x,\left(T_{t}\right)_{t \geq 0}\right)=\left\{T_{t}(x) \mid t \geq 0\right\} .
$$

(ii) $\left(T_{t}\right)_{t \geq 0}$ is hypercyclic if there exists $x \in E$ whose orbit is dense in $E$. Such a vector is called a hypercyclic vector for $\left(T_{t}\right)_{t \geq 0}$.
(iii) $\left(T_{t}\right)_{t \geq 0}$ is chaotic if it is hypercyclic and has a dense set of periodic points.

In [28, Theorem 2.5], Conejero proved that every separable infinite-dimensional Fréchet space which is not $\mathbb{K}^{\mathbb{N}}$ admits a hypercyclic $C_{0}$-semigroup, while $\mathbb{K}^{\mathbb{N}}$ has no hypercyclic $C_{0}$-semigroup by a result of Shkarin [91, Corollary 1.7].

As for chaos, Bermúdez, Bonilla and Martinón [14, Theorem 3.3] proved that there exists a separable infinite-dimensional Banach space that supports no chaotic $C_{0}$-semigroup.

Conejero, Müller and Peris [29, Theorem 2.3] proved that a $C_{0}$-semigroup $\left(T_{t}\right)_{t \geq 0}$ is hypercyclic if and only if each $T_{t}, t>0$, is hypercyclic.

For frequent hypercyclicity, we must first redefine the lower density.
Definition 0.1.41. The lower density of a measurable set $A \subseteq[0, \infty[$ denoted by dens $(A)$ is the quantity

$$
\underline{\operatorname{dens}}(A)=\liminf _{N \rightarrow \infty} \frac{\lambda(A \cap[0, N])}{N},
$$

where $\lambda$ is the Lebesgue measure on $[0, \infty[$.

Definition 0.1.42. Let $E$ be a Fréchet space. A $C_{0}$-semigroup $\left(T_{t}\right)_{t \geq 0}$ on $E$ is frequently hypercyclic if there exists $x \in E$ such that, for every non-empty open set $U$ of $E$, the set $\left\{t \geq 0 \mid T_{t}(x) \in U\right\}$ has positive lower density. Such a vector is called a frequently hypercyclic vector for $\left(T_{t}\right)_{t \geq 0}$.

Note that for any open set $U \subseteq E$, the set $\left\{t \geq 0 \mid T_{t}(x) \in U\right\}$ is indeed measurable since the map $t \longmapsto T_{t}(x)$ is continuous by (iii) of Definition 0.1.34.

This notion was extended from a single operator to semigroups by Badea and Grivaux [6].
Example 0.1.43. The translation semigroup of Example 0.1.37 is chaotic if and only if it is frequently hypercyclic if and only if $\int_{I} \rho(x) \mathrm{d} x<\infty$, see 69 , Theorems 3.9 and 3.10], where the proof is given for real spaces but is also valid for complex spaces.

Remark 0.1.44. Mangino and Peris [70, Proposition 2.1] proved that a $C_{0}$-semigroup $\left(T_{t}\right)_{t \geq 0}$ is frequently hypercyclic if and only if each $T_{t}, t>0$, is frequently hypercyclic. Moreover, a careful reading of their proof and the result of Conejero, Müller and Peris [29, Theorem 3.2] show that a vector $x \in E$ is frequently hypercyclic for $\left(T_{t}\right)_{t \geq 0}$ if and only if it is frequently hypercyclic for each $T_{t}, t>0$.

There are also continuous versions of the concepts of ergodic theory.
Definition 0.1.45. Let $(E, \mathcal{B}, \mu)$ be a probability space, where $E$ is a Fréchet space. A $C_{0}$-semigroup $\left(T_{t}\right)_{t \geq 0}$ on $E$ is measure-preserving, or $\mu$ is $\left(T_{t}\right)_{t \geq 0}$-invariant, if $\mu\left(T_{t}^{-1}(A)\right)=\mu(A)$ for every $t \geq 0$ and $A \in \mathcal{B}$.

If $\left(T_{t}\right)_{t \geq 0}$ is measure-preserving then it is, or $\mu$ is,
(i) ergodic if for every $A \in \mathcal{B}$ such that $A=T_{t}^{-1}(A)$ for all $t \geq 0$, we have $\mu(A) \in\{0,1\}$,
(ii) strongly mixing if $\lim _{t \rightarrow \infty} \mu\left(T^{-t}(A) \cap B\right)=\mu(A) \mu(B)$ for every $A, B \in \mathcal{B}$.

Again, remark that strong mixing implies ergodicity, see 30 , p. 25].
There is a version of the Birkhoff Ergodic Theorem for semigroups, see 30, Chapter 1, Theorem 1].

Theorem 0.1.46 (Birkhoff Ergodic Theorem). Let $(E, \mathcal{B}, \mu)$ be a probability space, where $E$ is a Fréchet space. Let $\left(T_{t}\right)_{t \geq 0}$ be a measure-preserving and ergodic $C_{0}$ semigroup, and let $f \in L^{1}(E, \mu)$. Then

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{N} f\left(T_{t}(x)\right) \mathrm{d} t=\int_{E} f \mathrm{~d} \mu \mu \text {-a.s. }
$$

### 0.2 Probability theory

Some definitions and elementary results from probability theory are recalled in this section. For much more information on random vectors taking values in a metric space, see [95, Chapter II] or [51, Appendix E]. See also [50, Chapter 1] for a general theory of measurable functions and integration theory in Banach spaces.

In this section, let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space. The $\sigma$-algebra of Borel sets of a topological space $E$ is denoted by $\mathscr{B}(E)$.

Definition 0.2.1. Let $E$ be a metric space and $(S, \mathcal{B})$ be a measurable space. A map $f: S \longrightarrow E$ is measurable if $f^{-1}(A) \in \mathcal{B}$ for every $A \in \mathscr{B}(E)$.
Definition 0.2.2. Let $E$ be an F -space. A random vector $X: \Omega \longrightarrow E$ is a measurable map $v:(\Omega, \mathcal{A}) \longrightarrow(E, \mathscr{B}(E))$.

The distribution of a random vector $X: \Omega \longrightarrow E$ is defined exactly as in the scalar case: it is the probability measure

$$
\mathbb{P}_{X}: \mathscr{B}(E) \longrightarrow[0,1], A \longrightarrow \mathbb{P}(X \in A)
$$

Two random vectors $X$ and $Y$ and identically distributed if their distributions are equal.

An important notion in probability theory is the concept of independence.
Definition 0.2.3. Let $J$ be a set and $\left(X_{j}\right)_{j \in J}$ be a family of random vectors taking values in an F-space $E$. The random vectors $X_{j}, j \in J$, are independent if for all $n \geq 1, A_{1}, \ldots, A_{n} \in \mathscr{B}(E)$ and $j_{1}, \ldots, j_{n} \in J$, we have

$$
\mathbb{P}\left(X_{j_{1}} \in A_{1}, \ldots, X_{j_{n}} \in A_{n}\right)=\prod_{k=1}^{n} \mathbb{P}\left(X_{j_{k}} \in A_{k}\right)
$$

A family $\left(X_{j}\right)_{j \in J}$ of independent and identically distributed random vectors, abbreviated i.i.d., is a family of independent random vectors such that $\mathbb{P}_{X_{k}}=\mathbb{P}_{X_{j}}$ for all $k, j \in J$.

Definition 0.2.4. Let $E$ be an F-space. The support of a probability measure $\mu$ : $\mathscr{B}(E) \longrightarrow[0,1]$ is the set

$$
\operatorname{supp}(\mu)=\bigcap_{F} F
$$

where the intersection is taken over the closed sets $F \subseteq E$ of full measure.
By [18, Proposition 7.2.9], the set $\operatorname{supp}(\mu)$ has full measure.
Definition 0.2.5. A probability measure $\mu: \mathscr{B}(E) \longrightarrow[0,1]$ on an F-space $E$ has full support if $\mu(O)>0$ for any non-empty open set $O \subseteq E$.

Notice that $\mu$ has full support if and only if $\operatorname{supp}(\mu)=E$. Indeed, suppose that $\mu(O)=0$ for some non-empty open set $O \subseteq E$. Then $F:=\complement O$ is closed and has full measure, and $\operatorname{supp}(\mu) \subseteq F \subsetneq E$. For the converse, assume that $\operatorname{supp}(\mu) \neq E$. Then, because $\operatorname{supp}(\mu)$ is closed, there exists an open set $O \subseteq E$ such that $O \subseteq \operatorname{Csupp}(\mu)$. Since $\operatorname{supp}(\mu)$ has full measure, we deduce that $\mu(O)=0$.

We recall two elementary and well-known results that will be used in several places in this work, namely the Markov inequality and the Borel-Cantelli lemma.

The expectation of a non-negative or integrable random variable $X: \Omega \longrightarrow \mathbb{K}$ is denoted by $\mathbb{E}(X)$.

Proposition 0.2.6 (Markov inequality). Let $X$ be a non-negative random variable. For every $t>0$, we have

$$
\mathbb{P}(X \geq t) \leq \frac{\mathbb{E}(X)}{t}
$$

Lemma 0.2.7 (Borel-Cantelli lemma). Let $\left(A_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{A}$ be a sequence of measurable events. If $\sum_{n \geq 0} \mathbb{P}\left(A_{n}\right)<\infty$ then

$$
\mathbb{P}\left(\bigcap_{n_{0} \in \mathbb{N}} \bigcup_{n \geq n_{0}} A_{n}\right)=0
$$

There is also a kind of converse of the lemma but we will not use it in this work. Let us recall some modes of convergences of measures and random vectors.

Definition 0.2.8. Let $E$ be a metric space. A sequence $\left(\nu_{n}\right)_{n \in \mathbb{N}}$ of positive measures on $(E, \mathscr{B}(E))$ converges weakly to a measure $\nu$ if

$$
\lim _{n \rightarrow \infty} \int_{E} f(x) \mathrm{d} \nu_{n}=\int_{E} f(x) \mathrm{d} \nu
$$

for every bounded continuous function $f: E \longrightarrow \mathbb{R}$.
Definition 0.2.9. Let $(S, \mathcal{B}, \mu)$ be a measure space, and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable maps taking values in a metric space $(E, d)$ and $f: S \longrightarrow E$ be a measurable map.
(i) The sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges in measure to $f$ if $\lim _{n \rightarrow \infty} \mu\left(d\left(f_{n}, f\right) \geq \varepsilon\right)=0$ for every $\varepsilon>0$.
(ii) The sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges almost everywhere to $f$ if there exists a set $A \in \mathcal{B}$ such that $\mu(A)=0$ and $\lim _{n \rightarrow \infty} f_{n}(x)=f(x)$ for every $x \notin A$.

Of course, there is also the notion of convergence in the spaces $L^{p}, 1 \leq p<\infty$. See Section A. 1 for the definition of the spaces $L^{p}$ for functions taking values in a Fréchet space.

The proof of the next result can be found in [51, Proposition E.1.5] for a probability space, but it is the same for any measure space.

Lemma 0.2.10. Let $(S, \mathcal{B}, \mu)$ be a measure space, and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable maps on $(S, \mathcal{B}, \mu)$ taking values in a metric space $(E, d)$ and $f: S \longrightarrow E$ be a measurable map. If $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges in measure to $f$ then there is a subsequence $\left(f_{n_{k}}\right)_{k \in \mathbb{N}}$ converging almost everywhere to $f$.

Proof. By assumption, construct by induction an increasing sequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ of positive integers such that $\mu\left(d\left(f_{n_{k}}, f\right) \geq 2^{-k}\right) \leq 2^{-k}$ for all $k \in \mathbb{N}$. Then we have

$$
\mu\left(\bigcap_{k_{0} \geq 0} \bigcup_{k \geq k_{0}}\left\{x \in S \mid d\left(f_{n_{k}}(x), f(x)\right) \geq 2^{-k}\right\}\right)=0
$$

Therefore, almost everywhere, there exists $k_{0} \geq 0$ such that $d\left(f_{n_{k}}, f\right) \leq 2^{-k}$ for every $k \geq k_{0}$, and thus $\left(f_{n_{k}}\right)_{k \in \mathbb{N}}$ converges almost everywhere to $f$.

For random vectors, we usually say almost sure convergence for almost everywhere convergence, and convergence in probability for convergence in measure.

Definition 0.2.11. A sequence of random vectors $\left(X_{n}\right)_{n \in \mathbb{N}}$ converges in distribution if $\left(\mathbb{P}_{X_{n}}\right)_{n \in \mathbb{N}}$ converges weakly.

It is not difficult to show that almost sure convergence implies convergence in probability, and that convergence in probability implies convergence in distribution, see [51, Proposition E.1.5].

### 0.3 Pettis integral

We will use the Pettis integral in Chapter 2. We recall here the definition. For more on this topic, see [50, Subsection 1.2.c] in the case of Banach space-valued functions, or 93 .

Definition 0.3.1. Let $(S, \mathcal{B}, \mu)$ be a measure space and $E$ be a Fréchet space.
(i) A function $f: S \longrightarrow E$ is weakly measurable if $x^{*} f$ is measurable for every $x^{*} \in E^{*}$.
(ii) Let $1 \leq p<\infty$. A weakly measurable function $f: S \longrightarrow E$ is $L^{p}$-weakly integrable, or weakly $L^{p}$, if $x^{*} f \in L^{p}(S ; \mathbb{K})$ for all $x^{*} \in E^{*}$.

Definition 0.3.2. Let $(S, \mathcal{B}, \mu)$ be a measure space, $E$ be a Fréchet space and $f$ : $S \longrightarrow E$ be a $L^{p}$-weakly integrable function, where $1 \leq p<\infty$. Then $f$ is Pettis integrable if for every $A \in \mathcal{B}$, there exists $x_{A} \in E$ such that for all $x^{*} \in E^{*}$, we have $x^{*}\left(x_{A}\right)=\int_{A} x^{*} f \mathrm{~d} \mu$.

### 0.4 Stochastic calculus

We recall in this section the Itô integral. It will be used in Chapter 2. There are many references on this topic, see for example [59] or 81 for more information.

Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space. First of all, let us recall the definition of the Brownian motion.

Definition 0.4.1. A real-valued stochastic process $\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion if
(i) $B_{0}=0$ almost surely,
(ii) $\left(B_{t}\right)_{t \geq 0}$ has independent increments i.e., for any $n \in \mathbb{N}_{0}$ and $0 \leq t_{0}<\cdots<t_{n}$, the random variables $B_{t_{1}}-B_{t_{0}}, \ldots, B_{t_{n}}-B_{t_{n-1}}$ are independent,
(iii) $\left(B_{t}\right)_{t \geq 0}$ has stationary increments i.e., for any $0 \leq s \leq t$, the random variables $B_{t}-B_{s}$ and $B_{t-s}$ have the same distribution,
(iv) for every $t \geq 0, B_{t}$ is a centred Gaussian random variable with variance $t$,
(v) almost surely, the paths $t \longmapsto B_{t}$ are continuous.

There are several proofs of the existence of the Brownian motion, and they can be found in many books. See for example [59, Theorem 21.9].

For the remainder of the section, let $\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion.
The Itô integral is defined in the same way as the Riemann integral, by approaching functions to integrate by 'simple' functions. First, recall the definition of a step function, that is, piecewise constant functions.

Definition 0.4.2. A step function $\phi:[0, \infty[\longrightarrow \mathbb{R}$ is a function of the form $\phi=$ $\sum_{i=1}^{n} a_{i} \mathbf{1}_{] t_{i-1}, t_{i}}$, where $n \in \mathbb{N}_{0}, a_{i} \in \mathbb{R}$ for all $1 \leq i \leq n$ and $0 \leq t_{0} \leq \cdots \leq t_{n}$.

Any square-integrable function $\phi:[0, \infty[\longrightarrow \mathbb{R}$ can be approximated by step functions, see [50, Remark 1.2.20]. If $\phi=\sum_{i=1}^{n} a_{i} \mathbf{1}_{] t_{i-1}, t_{i}[ }$ is a step function, define $\int_{0}^{\infty} \phi(t) \mathrm{d} B_{t}:=\sum_{i=1}^{n} a_{i}\left(B_{t_{i}}-B_{t_{i-1}}\right)$. It is easy to check that

$$
\left\|\int_{0}^{\infty} \phi(t) \mathrm{d} B_{t}\right\|_{L^{2}(\Omega ; \mathbb{R})}=\|\phi\|_{L^{2}([0, \infty[)}
$$

Therefore, by denoting $\mathcal{E}$ as the space of step functions, we obtain a linear isometry

$$
\mathcal{I}: \mathcal{E} \longrightarrow L^{2}(\Omega, \mathbb{P}), \phi \longmapsto \int_{0}^{\infty} \phi(t) \mathrm{d} B_{t}
$$

Since $\mathcal{E}$ is dense in $L^{2}\left(\left[0, \infty[)\right.\right.$, we can extend $\mathcal{I}$ to the whole space $L^{2}([0, \infty[)$.
Definition 0.4.3. Let $\phi:\left[0, \infty\left[\longrightarrow \mathbb{R}\right.\right.$ be a square-integrable function. Let $\left(\phi_{n}\right)_{n \geq 0}$ be a sequence of step functions converging to $\phi$ in $L^{2}([0, \infty[)$. The Itô integral of $\phi$ is the Gaussian random variable

$$
\int_{0}^{\infty} \phi(t) \mathrm{d} B_{t}:=\lim _{n \rightarrow \infty} \int_{0}^{\infty} \phi_{n}(t) \mathrm{d} B_{t}
$$

where the limit is taken in $L^{2}(\Omega ; \mathbb{R})$.
The Itô integral of a square-integrable function is indeed a Gaussian random variable since a converging sequence of centred Gaussian random variables necessarily converges to a Gaussian random variable, see [86, Lemma 2.1]. It is also centred since the Brownian motion is centred.

We get the celebrated Itô isometry.
Theorem 0.4.4 (Itô isometry). Let $\phi:[0, \infty[\longrightarrow \mathbb{R}$ be a square-integrable function. Then we have

$$
\left\|\int_{0}^{\infty} \phi(t) \mathrm{d} B_{t}\right\|_{L^{2}(\Omega ; \mathbb{R})}=\|\phi\|_{L^{2}([0, \infty[)}
$$

To consider complex spaces as well, we define a stochastic integral with respect to a complex Brownian motion.

Definition 0.4.5. Let $\left(B_{t}^{1}\right)_{t \geq 0}$ and $\left(B_{t}^{2}\right)_{t \geq 0}$ be two independent Brownian motions. The stochastic process $\left(B_{t}\right)_{t \geq 0}:=\left(B_{t}^{1}+i B_{t}^{2}\right)_{t \geq 0}$ is called a complex Brownian motion.

Definition 0.4.6. Let $\left(B_{t}\right)_{t \geq 0}:=\left(B_{t}^{1}+i B_{t}^{2}\right)_{t \geq 0}$, where $\left(B_{t}^{1}\right)_{t \geq 0}$ and $\left(B_{t}^{2}\right)_{t \geq 0}$ are two independent real Brownian motions. Let $\phi \in L^{2}([0, \infty[; \mathbb{C})$. The Itô integral of $\phi$ is the complex random variable

$$
\int_{0}^{\infty} \phi(t) \mathrm{d} B_{t}:=\int_{0}^{\infty} \phi_{1}(t) \mathrm{d} B_{t}^{1}-\int_{0}^{\infty} \phi_{2}(t) \mathrm{d} B_{t}^{2}+i\left(\int_{0}^{\infty} \phi_{2}(t) \mathrm{d} B_{t}^{1}+\int_{0}^{\infty} \phi_{1}(t) \mathrm{d} B_{t}^{2}\right)
$$

where $\phi_{1}$ and $\phi_{2}$ are respectively the real and imaginary parts of $\phi$.
There is also a version of the Itô isometry for the complex case.
Lemma 0.4.7. Let $\phi \in L^{2}\left(\left[0, \infty[; \mathbb{C})\right.\right.$ and $\left(B_{t}\right)_{t \geq 0}:=\left(B_{t}^{1}+i B_{t}^{2}\right)_{t \geq 0}$, where $\left(B_{t}^{1}\right)_{t \geq 0}$ and $\left(B_{t}^{2}\right)_{t \geq 0}$ are two independent real Brownian motions. Then we have

$$
\left\|\int_{0}^{\infty} \phi(t) \mathrm{d} B_{t}\right\|_{L^{2}(\Omega ; \mathbb{C})}=\sqrt{2}\|\phi\|_{L^{2}([0, \infty[; \mathbb{C})}
$$

Proof. Let $\phi_{1}$ and $\phi_{2}$ be respectively the real and imaginary parts of $\phi$. The definition of the Itô integral with respect to a complex Brownian motion yields

$$
\begin{aligned}
& \left|\int_{0}^{\infty} \phi(t) \mathrm{d} B_{t}\right|^{2} \\
& =\left(\int_{0}^{\infty} \phi_{1}(t) \mathrm{d} B_{t}^{1}\right)^{2}+\left(\int_{0}^{\infty} \phi_{2}(t) \mathrm{d} B_{t}^{2}\right)^{2}-2 \int_{0}^{\infty} \phi_{1}(t) \mathrm{d} B_{t}^{1} \int_{0}^{\infty} \phi_{2}(t) \mathrm{d} B_{t}^{2} \\
& \quad+\left(\int_{0}^{\infty} \phi_{2}(t) \mathrm{d} B_{t}^{1}\right)^{2}+\left(\int_{0}^{\infty} \phi_{1}(t) \mathrm{d} B_{t}^{2}\right)^{2}+2 \int_{0}^{\infty} \phi_{2}(t) \mathrm{d} B_{t}^{1} \int_{0}^{\infty} \phi_{1}(t) \mathrm{d} B_{t}^{2}
\end{aligned}
$$

By taking the expectations on both sides, by Theorem 0.4.4 and since $\left(B_{t}^{1}\right)_{t \geq 0}$ and $\left(B_{t}^{2}\right)_{t \geq 0}$ are independent and centred, we get the desired equality.

The Brownian motion is often indexed by the interval $[0, \infty[$. We may also define it on $\mathbb{R}$ by taking two independent Brownian motions $\left(B_{t}^{1}\right)_{t \geq 0}$ and $\left(B_{t}^{2}\right)_{t \geq 0}$, and setting $B_{t}:=B_{t}^{1}$ if $t \geq 0$ and $B_{t}:=B_{-t}^{2}$ if $t<0$.

### 0.5 Gaussian measures

In Chapter 2 we will need the notion of covariance operators for Gaussian measures. This concept is the generalization of the covariance matrix for a finite-dimensional Gaussian distribution. Our main references are 10, Chapter 5], 19] and 95.

Throughout this section, let $E$ be a separable real or complex Fréchet space and $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space.

We first recall the definition of a complex Gaussian random variable.
Definition 0.5.1. Let $X: \Omega \longrightarrow \mathbb{K}$ be a random variable.
(i) If $\mathbb{K}=\mathbb{C}$ then $X: \Omega \longrightarrow \mathbb{C}$ is a (complex) Gaussian random variable, or has Gaussian distribution, if its real and imaginary parts are independent and have Gaussian distribution with the same mean and variance.
(ii) If $\mathbb{K}=\mathbb{R}$ and $X$ is a Gaussian random variable then it is standard if has mean 0 and variance 1 .
(iii) If $\mathbb{K}=\mathbb{C}$ and $X$ is a Gaussian random variable then it is standard if its real and imaginary parts have mean 0 and variance equal to $\sqrt{2} / 2$.
(iv) A sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ of independent Gaussian random variables is a standard Gaussian sequence if each $X_{n}, n \in \mathbb{N}$, is standard.

Note that we consider the constant variable 0 to be Gaussian, that may be thought as a degenerate Gaussian.

If the space $E$ is real (resp. complex), then the random variables are assumed to be real (resp. complex).

Definition 0.5.2. A probability measure $\mu$ on $E$ is a Gaussian measure on $E$ if for every $x^{*} \in E^{*}$, the random variable $x^{*}$ defined on the probability space $(E, \mathscr{B}(E), \mu)$ has a centred Gaussian distribution.

A Gaussian random vector is a random vector whose distribution is a Gaussian measure.

A well-known result, the so-called Fernique integrability theorem, says that a Gaussian measure has moments of any order. For a proof of this result, see 19 Corollary 2.8.6].

Theorem 0.5.3 (Fernique integrability theorem). Let $\mu$ be a Gaussian measure on $E$. For every $1 \leq p<\infty$ and every continuous seminorm $\|\cdot\|$ on $E$, the integral

$$
\int_{E}\|x\|^{p} \mathrm{~d} \mu(x)
$$

is finite.
The next result says that the almost sure convergence of a Gaussian series is equivalent to the convergence in $L^{p}(\Omega ; E)$ for any $1 \leq p<\infty$. See Section A. 1 of the appendix for a definition of the spaces $L^{p}(\Omega ; E), 1 \leq p<\infty$, and a proof of their completeness.

Theorem 0.5.4. For any sequence of vectors $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq E$ and any sequence $\left(g_{n}\right)_{n \in \mathbb{N}}$ of i.i.d. centred Gaussian random variables, the following assertions are equivalent:
(i) for all $1 \leq p<\infty$, the series $\sum_{n=0}^{\infty} g_{n} x_{n}$ converges in $L^{p}(\Omega ; E)$,
(ii) there exists $1 \leq p<\infty$ such that $\sum_{n=0}^{\infty} g_{n} x_{n}$ converges in $L^{p}(\Omega ; E)$,
(iii) the series $\sum_{n=0}^{\infty} g_{n} x_{n}$ converges in probability,
(iv) the series $\sum_{n=0}^{\infty} g_{n} x_{n}$ converges almost surely.

Proof. The implication (i) $\Longrightarrow$ (ii) is clear and (ii) $\Longrightarrow$ (iii) follows from Markov's inequality. The equivalence (iii) $\Longleftrightarrow$ (iv) is proved in [25, Theorem 1.3.2].

Let us prove (iv) $\Longrightarrow$ (i) Let $1 \leq p<\infty$. Let $\|\cdot\|$ be a continuous seminorm on $E$. Since the random vector $\sum_{n \geq 0} g_{n} x_{n}$ converges almost surely, it has a

Gaussian distribution by [10, Example 5.8]. Note that the proof given there for Ba nach spaces carries over verbatim to Fréchet spaces. By Theorem 0.5.3 we thus have $\mathbb{E}\left(\left\|\sum_{n \geq 0} g_{n} x_{n}\right\|^{p}\right)<\infty$. Therefore, by 25, Corollaries 1.7.2 and 1.7.3], we get that

$$
\lim _{k \rightarrow \infty} \mathbb{E}\left(\left\|\sum_{n=k}^{\infty} g_{n} x_{n}\right\|^{p}\right)=0
$$

and the result follows.
An important tool for studying a Gaussian measure is the covariance operator. A proof of the next theorem is given in [19, Theorem 3.2.3 and Corollary 3.2.5]. The Mackey topology $\tau\left(E^{*}, E\right)$ is defined in Definition A.3.4.

Theorem 0.5.5. Let $\mu$ be a Gaussian measure on $E$. There exists a continuous conjugate-linear map $Q:\left(E^{*}, \tau\left(E^{*}, E\right)\right) \longrightarrow E$ such that for any $x^{*}, y^{*} \in E^{*}$, we have

$$
y^{*} Q x^{*}=\int_{E} y^{*}(z) \overline{x^{*}(z)} \mathrm{d} \mu(z)=\left\langle y^{*}, x^{*}\right\rangle_{L^{2}(E, \mu)}
$$

Definition 0.5.6. Let $\mu$ be a Gaussian measure. The operator $Q: E^{*} \longrightarrow E$ of Theorem 0.5 .5 is called the covariance operator of $\mu$.

A conjugate-linear map $Q: E^{*} \longrightarrow E$ is a Gaussian covariance operator if it is the covariance operator of some Gaussian measure on $E$.

Recall that the characteristic functional of a Borel measure $\mu$ on $E$, denoted by $\widehat{\mu}$, is defined by

$$
\widehat{\mu}\left(x^{*}\right):=\int_{E} e^{i \operatorname{Re}\left(x^{*}(x)\right)} \mathrm{d} \mu(x)
$$

for every $x^{*} \in E^{*}$. The covariance operator fully determines the characteristic functional of a Gaussian measure, as the next result says.

Theorem 0.5.7. Let $\mu$ be a Gaussian measure with covariance operator $Q$. For all $x^{*} \in E^{*}$, one has

$$
\widehat{\mu}\left(x^{*}\right)=e^{-c x^{*} Q x^{*}},
$$

where $c=1 / 2$ if $E$ is real and $c=1 / 4$ if $E$ is complex.
A proof for the real case can be found in [19. Theorem 2.2.4 and p. 45]. The proof given there also holds for the complex case, or see $[10$. Theorem 5.9(b)] for measures on complex Banach spaces. Again, the proof holds for Fréchet spaces.

This result in turn implies that two Gaussian measures with the same covariance operator are equal, see [18, Lemma 7.13.5].

There exists a characterization for a conjugate-linear map to be a Gaussian covariance operator. We will need the notion of $\gamma$-radonifying operators.

Definition 0.5.8. Let $H$ be a separable Hilbert space. A continuous and linear map $T: H \longrightarrow E$ is $\gamma$-radonifying if for some orthonormal basis $\left(e_{n}\right)_{n \in \mathbb{N}}$ of $H$, the series $\sum_{n \geq 0} g_{n} T\left(e_{n}\right)$ converges almost surely, where $\left(g_{n}\right)_{n \in \mathbb{N}}$ is a standard Gaussian sequence.

If $T: H \longrightarrow E$ is $\gamma$-radonifying then $\sum_{n \geq 0} g_{n} T\left(e_{n}\right)$ converges almost surely for any orthonormal basis $\left(e_{n}\right)_{n \in \mathbb{N}}$ of $H$, see [10, Remark 5.12]. The proof in the reference still holds for Fréchet spaces; use [25, Theorem 1.3.2] for the equivalence between the almost sure convergence and the convergence of the characteristic functionals used in the proof of 10 , Remark 5.12].

Again, a proof of Theorem 0.5 .9 is given in the cited reference in the case of a Banach space, but the proof remains the same in the case of a Fréchet space.

If $H$ is a separable Hilbert space, the term canonical conjugate-linear identification operator stands for the bijective conjugate-linear map $I: H^{*} \longrightarrow H$ given by the Riesz theorem, which identifies $H$ with its dual.

Theorem 0.5.9 ([10, Theorem 5.13]). Let $Q: E^{*} \longrightarrow E$ be a conjugate-linear map. The following assertions are equivalent:
(i) $Q$ is a Gaussian covariance operator,
(ii) $Q$ has a $\gamma$-radonifying square root i.e., there exist a separable Hilbert space $E$ and a $\gamma$-radonifying operator $K: H \longrightarrow E$ such that $Q=K I K^{*}$, where $I: H^{*} \longrightarrow H$ is the canonical conjugate-linear identification operator.
More precisely, we can take $H^{*}=\overline{E^{*}}$ where the closure is taken in $L^{2}(\mu)$ and $K^{*}: E^{*} \longrightarrow H^{*}, x^{*} \longmapsto x^{*}$.

The following lemma says that every square root of a Gaussian covariance operator is necessarily $\gamma$-radonifying.

Lemma 0.5.10. If $Q: E^{*} \longrightarrow E$ is a Gaussian covariance operator, and if $Q=$ $K I K^{*}$, where $K: H \longrightarrow E$ is continuous, $H$ is a separable Hilbert space and $I$ : $H^{*} \longrightarrow H$ is the canonical conjugate-linear operator, then $K$ is $\gamma$-radonifying.

Proof. Let $x^{*} \in E^{*}$. Then

$$
\begin{aligned}
x^{*} Q x^{*}=x^{*}\left(K I K^{*}\left(x^{*}\right)\right) & =\left(x^{*} \circ K\right)\left(I K^{*}\left(x^{*}\right)\right) \\
& =\left\langle I K^{*}\left(x^{*}\right), I K^{*}\left(x^{*}\right)\right\rangle_{H}=\left\|K^{*}\left(x^{*}\right)\right\|_{H}^{2}
\end{aligned}
$$

By [10, Remark 5.12] and Theorem 0.5.7. we deduce that $K$ is $\gamma$-radonifying.
Definition 0.5.11. A family $\mathcal{R}$ of Borel probability measures on $E$ is uniformly tight if for every $\varepsilon>0$, there exists a compact set $K \subseteq E$ such that $\nu(K)>1-\varepsilon$ for every $\nu \in \mathcal{R}$.

Recall that a map $R: E^{*} \longrightarrow E$ is positive if $x^{*} R x^{*} \geq 0$ for all $x^{*} \in E^{*}$, and is symmetric if $x^{*} R y^{*}=\overline{y^{*} R x^{*}}$ for all $x^{*}, y^{*} \in E^{*}$. It is easy to see that any Gaussian covariance operator is positive symmetric. In addition, note that a symmetric map is necessarily conjugate-linear.

Theorem 0.5.12 ([97, Theorem 8.8]). Let $Q: E^{*} \longrightarrow E$ be the covariance operator of a Gaussian measure $\mu_{Q}$ on $E$. Let $\mathcal{R}$ be the family of positive symmetric operators $R: E^{*} \longrightarrow E$ such that for every $x^{*} \in E^{*}$, one has $x^{*} R x^{*} \leq x^{*} Q x^{*}$. Then each
$R \in \mathcal{R}$ is the covariance operator of a Gaussian measure $\mu_{R}$ on $E$, and the family $\left\{\mu_{R} \mid R \in \mathcal{R}\right\}$ is uniformly tight. Moreover, for all $R \in \mathcal{R}$, we have

$$
\int_{E}\|x\|^{p} \mathrm{~d} \mu_{R}(x) \leq \int_{E}\|x\|^{p} \mathrm{~d} \mu_{Q}(x)
$$

for all $1 \leq p<\infty$ and all continuous seminorms $\|\cdot\|$ on $E$.
The cited reference gives the proof for Banach spaces, and it carries over verbatim to Fréchet spaces.

The interest in the covariance operator is that properties involving a Gaussian measure can usually be formulated in terms of its covariance operator. Here are three examples that we will need in Chapter 2. The reference given for the last result is stated for a single operator on a Banach space, but the proof for semigroups on a Fréchet space is the same.

If $M \subseteq E^{*}$, we define the orthogonal complement of $M$ by

$$
M^{\perp}:=\left\{x \in E \mid x^{*}(x)=0 \text { for all } x^{*} \in M\right\}
$$

Proposition 0.5.13 ([10, Proposition 5.18]). Let $\mu$ be a Gaussian measure with covariance operator $Q: E^{*} \longrightarrow E$. Then $\operatorname{supp}(\mu)=\operatorname{Ker}(Q)^{\perp}$. In particular, $\mu$ has full support if and only if $Q$ is one-to-one.

Theorem 0.5.14 ([10, Proposition 5.22 and Theorem 5.24]). Let $\left(T_{t}\right)_{t \geq 0}$ be a $C_{0}$ semigroup on $E$. Let $\mu$ be a Gaussian measure with covariance operator $Q: E^{*} \longrightarrow E$.
(i) The measure $\mu$ is $\left(T_{t}\right)_{t \geq 0}$-invariant if and only if $T_{t} Q T_{t}^{*}=Q$ for all $t \geq 0$.
(ii) If $\mu$ is $\left(T_{t}\right)_{t \geq 0}$-invariant, then $\left(T_{t}\right)_{t \geq 0}$ is strongly mixing with respect to $\mu$ if and only if for any $x^{*}, y^{*} \in E^{*}$, one has $\lim _{t \rightarrow \infty} y^{*} Q T_{t}^{*}\left(x^{*}\right)=0$.

## Chapter 1

## Random vectors for frequently hypercyclic operators

Let $B_{w}: \ell^{p} \longrightarrow \ell^{p}$ be a weighted shift on $\ell^{p}, 1 \leq p<\infty$, where $w=\left(w_{n}\right)_{n \geq 1}$ is the sequence of weights. It is known that if $B_{w}$ is chaotic then the random vector $\sum_{n \geq 0} \frac{X_{n}}{w_{1} \ldots w_{n}} e_{n}$ is almost surely frequently hypercyclic for $B_{w}$, where $\left(X_{n}\right)_{n \geq 0}$ is a sequence of independent and identically distributed non-constant Gaussian random variables, see [10, Section 5.5.2] or [11, Section 7.1]. Furthermore, this random vector also induces a strongly mixing Gaussian measure for $B_{w}$.

In 80], Nikula proved that $\sum_{n \geq 0} \frac{X_{n}}{n!} e_{n}$ is almost surely frequently hypercyclic for the differentiation operator $D$ on the space $H(\mathbb{C})$ of entire functions, where the distribution of the i.i.d. variables $\left(X_{n}\right)_{n \geq 0}$ satisfies some conditions and $\left(e_{n}\right)_{n \geq 0}$ is the sequence of monomials. In |74, Mouze and Munnier relaxed the condition on the distribution. The result was also proved by Bayart and Matheron in 11, Remark 2 after Proposition 8.1] in the Gaussian case, and the random vector $\sum_{n \geq 0} \frac{X_{n}}{n!} e_{n}$ also induces a strongly mixing Gaussian measure for $D$. As a last example, Mouze and Munnier proved in 75 , Theorem 1.3] that $\sum_{n \geq 0} X_{n} e_{n}$ is almost surely frequently hypercyclic for the so-called Taylor shift.

The aim of this chapter is to generalize these results to very general chaotic weighted shifts and even to a larger class of operators. However, the sequence $\left(X_{n}\right)_{n \geq 0}$ might not be Gaussian.

Given an operator $T: E \longrightarrow E$ on a locally bounded or locally convex separable F-space $E$, we will find conditions on $T$ and on the distribution of a random variable $X$ such that $X$ will allow us to define a frequently hypercyclic random vector for $T$. This is the content of Theorem 1.1.8. Section 1.1 is devoted to its proof. In the second section, we deduce three important special cases of the theorem: we obtain conditions under which the desired random variable $X$ exists (Theorem 1.2.3), or can be chosen to be subgaussian (Theorem 1.2.10) or Gaussian (Theorem 1.2.12).

In Section 1.3, these results will be applied to chaotic weighted shifts on very general sequence spaces. We will also give a new proof of a result of Murillo-Arcila and Peris [77] by showing that every operator satisfying the Frequent Hypercyclicity Criterion admits a strongly mixing invariant measure with full support, where we
obtain a rather explicit construction of such a measure. However, our result will hold for operators defined on a locally bounded or locally convex separable F-space whereas Murillo-Arcila and Peris proved the result for operators defined on a separable F-space.

In the last section, other ways to quantify the number of visits of a vector in open sets will be considered, giving variants of frequent hypercyclicity. We will prove that the random vector constructed in Theorem 1.1.8 also exhibits those dynamical properties.

Throughout this chapter, if nothing else is said, let $E$ be a locally bounded or locally convex separable F -space over $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$. If the space $E$ is complex (resp. real), a random variable $X$ is assumed to take complex (resp. real) values. Every random variable considered will be defined on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$.

### 1.1 Frequent hypercyclicity

The aim of this section is to prove Theorem 1.1.8. We begin with three lemmas.
Lemma 1.1.1 ([40, Lemma 6.6]). Let $(F, \mathcal{A})$ and $(G, \mathscr{B}(G))$ be two measurable spaces with $G$ a metric space and $\mathscr{B}(G)$ the $\sigma$-algebra of Borel sets of $G$. Let $\left(f_{n}\right)_{n \geq 0}$ be a sequence of measurable maps $f_{n}: F \longrightarrow G, n \geq 0$. Assume that $\left(f_{n}\right)_{n \geq 0}$ converges pointwise to a function $f: F \longrightarrow G$. Then $f$ is measurable.

Proof. Since $\mathscr{B}(G)$ is the $\sigma$-algebra generated by the open subsets of $G$, it suffices to show that $f^{-1}(C) \in \mathcal{A}$ for every closed subset $C$ of $G$. So let $C \subseteq G$ be a closed subset of $G$. It is easily verified that

$$
f^{-1}(C)=\bigcap_{k \geq 1} \bigcup_{n_{0} \in \mathbb{N}} \bigcap_{n \geq n_{0}} f_{n}^{-1}(\{x \in X \mid \operatorname{dist}(x, C)<1 / k\})
$$

Since $f^{-1}(C)$ can be written as countable unions and intersections of sets of $\mathcal{A}$, we have $f^{-1}(C) \in \mathcal{A}$.

The proof of Lemma 1.1 .2 should already be known. A proof in the case of a Banach space can be given by using [51, Corollary E.1.17].

Lemma 1.1.2. Let $F$ be a metric space. Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ and $\left(Y_{n}\right)_{n \in \mathbb{N}}$ be two sequences of random variables with values in $F$ such that for every $n \in \mathbb{N}, X_{n}$ and $Y_{n}$ have the same distribution. If $\left(X_{n}\right)_{n \in \mathbb{N}}$ (resp. $\left(Y_{n}\right)_{n \in \mathbb{N}}$ ) converges almost surely to $X$ (resp. $Y$ ) then the random variables $X$ and $Y$ have the same distribution.

Proof. By assumption, for every bounded continuous function $h: F \longrightarrow \mathbb{R}$ and every $n \in \mathbb{N}$, we have $\mathbb{E}\left(h\left(X_{n}\right)\right)=\mathbb{E}\left(h\left(Y_{n}\right)\right)$. By taking the limit when $n$ goes to $\infty$, we get $\mathbb{E}(h(X))=\mathbb{E}(h(Y))$. (At this point, one can use [51, Corollary E.1.17] to conclude the proof.)

Now, let $A \in \mathscr{B}(F)$ and $\varepsilon>0$. There exists an open set $U \subseteq F$ containing $A$ such that $\mathbb{P}(X \in U \backslash A) \leq \varepsilon$ and $\mathbb{P}(Y \in U \backslash A) \leq \varepsilon$ by [31, Proposition 18.3]. For all $k \geq 0$, define the bounded and continuous function $f_{k}: F \longrightarrow \mathbb{R}$ by $f_{k}(x):=$
$\min (1, k \operatorname{dist}(x, F \backslash U)), x \in F$. By the Dominated Convergence Theorem, there exists $k \geq 0$ large enough such that

$$
\left|\int_{\Omega}\left(\mathbf{1}_{U}(X)-f_{k}(X)\right) \mathrm{d} \mathbb{P}\right| \leq \varepsilon \quad \text { and } \quad\left|\int_{\Omega}\left(\mathbf{1}_{U}(Y)-f_{k}(Y)\right) \mathrm{d} \mathbb{P}\right| \leq \varepsilon
$$

Therefore, $|\mathbb{P}(X \in A)-\mathbb{P}(Y \in A)| \leq 4 \varepsilon$. Since $\varepsilon>0$ was arbitrary, we conclude that $\mathbb{P}(X \in A)=\mathbb{P}(Y \in A)$ for every $A \in \mathscr{B}(F)$, and $X$ and $Y$ have the same distribution.

The proof of Lemma 1.1.3 comes from [51, Proposition E.1.12].
Lemma 1.1.3. Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ and $\left(Y_{n}\right)_{n \in \mathbb{N}}$ be two sequences of real random variables such that for every $n \in \mathbb{N}, X_{n}$ and $Y_{n}$ are independent. If $\left(X_{n}\right)_{n \in \mathbb{N}}$ (resp. $\left(Y_{n}\right)_{n \in \mathbb{N}}$ ) converges almost surely to $X$ (resp. $Y$ ) then the random variables $X$ and $Y$ are independent.

Proof. By almost sure convergence, for every bounded and continuous functions $f$ and $g: \mathbb{R} \longrightarrow \mathbb{R}$, we have

$$
\begin{aligned}
\mathbb{E}(f(X) g(Y))=\lim _{n \rightarrow \infty} \mathbb{E}\left(f\left(X_{n}\right) g\left(Y_{n}\right)\right) & =\lim _{n \rightarrow \infty} \mathbb{E}\left(f\left(X_{n}\right)\right) \mathbb{E}\left(g\left(Y_{n}\right)\right) \\
& =\mathbb{E}(f(X)) \mathbb{E}(g(Y))
\end{aligned}
$$

This shows that $X$ and $Y$ are independent by [51, Proposition E.1.10].
The next result gives conditions under which the random vector $\sum_{n=-\infty}^{\infty} X_{n} u_{n}$ is almost surely frequently hypercyclic.

Proposition 1.1.4. Let $T: E \longrightarrow E$ be an operator and let $\left(u_{n}\right)_{n \in \mathbb{Z}}$ be a sequence in $E$ such that $T\left(u_{n}\right)=u_{n-1}$ for every $n \in \mathbb{Z}$. Let $\left(X_{n}\right)_{n \in \mathbb{Z}}$ be a sequence of i.i.d. random variables defined on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$. Assume that the random vector

$$
v:=\sum_{n=-\infty}^{\infty} X_{n} u_{n}
$$

is almost surely well-defined and $\mathbb{P}(v \in O)>0$ for every non-empty open subset $O$ of $E$. Then $v$ is almost surely frequently hypercyclic for the operator $T$ and induces a strongly mixing measure with full support for $T$.

Proof. We can assume that the series defining $v$ is convergent everywhere. Indeed, restrict the random variables $X_{n}, n \in \mathbb{Z}$, to a subset of $\Omega$ of full measure on which the series defining $v$ converges. Hence, we assume that the convergence is everywhere, and $v$ is measurable by Lemma 1.1.1.

Define the probability measure

$$
\mu: \mathscr{B}(E) \longrightarrow[0,1], A \longmapsto \mathbb{P}(v \in A) .
$$

In fact, the measure $\mu$ is the probability distribution of the random vector $v$.

First, we show that $\mu$ is $T$-invariant. Let $A \in \mathscr{B}(E)$. By the definitions of $\mu$ and $v$ and continuity of $T$ we have

$$
\mu\left(T^{-1}(A)\right)=\mathbb{P}(T(v) \in A)=\mathbb{P}\left(\sum_{n=-\infty}^{\infty} X_{n} u_{n-1} \in A\right)=\mathbb{P}\left(\sum_{n=-\infty}^{\infty} X_{n+1} u_{n} \in A\right)
$$

Since $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is a sequence of i.i.d. random variables, we have

$$
\mathbb{P}\left(\sum_{n=-\infty}^{\infty} X_{n+1} u_{n} \in A\right)=\mathbb{P}\left(\sum_{n=-\infty}^{\infty} X_{n} u_{n} \in A\right)
$$

by Lemma 1.1.2. We conclude by definition of $\mu$ that $\mu\left(T^{-1}(A)\right)=\mathbb{P}(v \in A)=\mu(A)$. The measure $\mu$ is thus $T$-invariant.

Now we claim that $\mu$ is $T$-strongly mixing. Let $f$ and $g$ be two bounded and continuous real-valued functions defined on $E$. We aim to show that $\lim _{n \rightarrow \infty} \int_{E}(f \circ$ $\left.T^{n}\right) g \mathrm{~d} \mu=\int_{E} f \mathrm{~d} \mu \int_{E} g \mathrm{~d} \mu$. Since the set of bounded continuous functions on $E$ is dense in $L^{2}(E, \mu)$ by [31, Theorem 18.1], this will imply the claim by 31, Criterion at p. 26]. First, by definition of $\mu$, this is equivalent to showing that

$$
\lim _{n \rightarrow \infty} \int_{\Omega} f\left(T^{n}(v)\right) g(v) \mathrm{d} \mathbb{P}=\int_{\Omega} f(v) \mathrm{d} \mathbb{P} \int_{\Omega} g(v) \mathrm{d} \mathbb{P}
$$

Let $\varepsilon>0$. By the Dominated Convergence Theorem and since $f$ and $g$ are continuous and bounded, there exists $N \geq 1$ such that

$$
\begin{equation*}
\left\|g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right)-g(v)\right\|_{L^{1}(\Omega, \mathbb{P})}<\varepsilon \tag{1.1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f\left(\sum_{k=-N}^{\infty} X_{k} u_{k}\right)-f(v)\right\|_{L^{1}(\Omega, \mathbb{P})}<\varepsilon \tag{1.1.2}
\end{equation*}
$$

Let $n>2 N$. We have

$$
\begin{align*}
f\left(T^{n}(v)\right) g(v)= & f\left(T^{n}(v)\right) g(v)-f\left(T^{n}(v)\right) g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right) \\
& +f\left(T^{n}(v)\right) g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right)-f\left(\sum_{k=-N}^{\infty} X_{k+n} u_{k}\right) g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right) \\
& +f\left(\sum_{k=-N}^{\infty} X_{k+n} u_{k}\right) g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right) \tag{1.1.3}
\end{align*}
$$

For the first two terms, using the assumption that $f$ is bounded and the inequality
1.1.1 yield

$$
\begin{aligned}
\mid \int_{\Omega} f\left(T^{n}(v)\right) g(v) \mathrm{d} \mathbb{P} & -\int_{\Omega} f\left(T^{n}(v)\right) g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right) \mathrm{d} \mathbb{P} \mid \\
& \leq\|f\|_{\infty}\left\|g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right)-g(v)\right\|_{L^{1}(\Omega, \mathbb{P})} \leq\|f\|_{\infty} \varepsilon
\end{aligned}
$$

Now, for the third and fourth terms, using the linearity and continuity of $T$,

$$
\begin{aligned}
\mid \int_{\Omega}\left(f\left(T^{n}(v)\right) g( \right. & \left.\left.\sum_{k=-\infty}^{N} X_{k} u_{k}\right)-f\left(\sum_{k=-N}^{\infty} X_{k+n} u_{k}\right) g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right)\right) \mathrm{d} \mathbb{P} \mid \\
& \leq\|g\|_{\infty}\left\|f\left(\sum_{k=-\infty}^{\infty} X_{k+n} u_{k}\right)-f\left(\sum_{k=-N}^{\infty} X_{k+n} u_{k}\right)\right\|_{L^{1}(\Omega, \mathbb{P})} \\
& =\|g\|_{\infty}\left\|f\left(\sum_{k=-\infty}^{\infty} X_{k} u_{k}\right)-f\left(\sum_{k=-N}^{\infty} X_{k} u_{k}\right)\right\|_{L^{1}(\Omega, \mathbb{P})} \\
& \leq\|g\|_{\infty} \varepsilon
\end{aligned}
$$

where we have used Lemma 1.1 .2 for the equality and 1.1 .2 for the last inequality.
For the last term of (1.1.3), since the random variables $X_{n}, n \in \mathbb{Z}$, are i.i.d. and $n>2 N$, we have, by Lemma 1.1.3 applied to $\left(f\left(\sum_{k=-N}^{M} X_{k+n} u_{k}\right)\right)_{M \geq 1}$ and $\left(g\left(\sum_{k=-M}^{N} X_{k} u_{k}\right)\right)_{M \geq 1}$ and then Lemma 1.1.2 applied to $\left(f\left(\sum_{k=-N}^{M} X_{k+n} u_{k}\right)\right)_{M \geq 1}$ and $\left(f\left(\sum_{k=-N}^{M} X_{k} u_{k}\right)\right)_{M \geq 1}$,

$$
\begin{aligned}
& \int_{\Omega} f\left(\sum_{k=-N}^{\infty} X_{k+n} u_{k}\right) g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right) \mathrm{d} \mathbb{P} \\
& =\int_{\Omega} f\left(\sum_{k=-N}^{\infty} X_{k+n} u_{k}\right) \mathrm{d} \mathbb{P} \int_{\Omega} g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right) \mathrm{d} \mathbb{P} \\
& =\int_{\Omega} f\left(\sum_{k=-N}^{\infty} X_{k} u_{k}\right) \mathrm{d} \mathbb{P} \int_{\Omega} g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right) \mathrm{d} \mathbb{P}
\end{aligned}
$$

Therefore, using again 1.1.1 and (1.1.2) gives

$$
\begin{aligned}
& \left|\int_{\Omega} f\left(\sum_{k=-N}^{\infty} X_{k+n} u_{k}\right) g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right) \mathrm{d} \mathbb{P}-\int_{\Omega} f(v) \mathrm{d} \mathbb{P} \int_{\Omega} g(v) \mathrm{d} \mathbb{P}\right| \\
& \leq\|f\|_{\infty}\left\|g\left(\sum_{k=-\infty}^{N} X_{k} u_{k}\right)-g(v)\right\|_{L^{1}(\Omega, \mathbb{P})}+\|g\|_{\infty}\left\|f\left(\sum_{k=-N}^{\infty} X_{k} u_{k}\right)-f(v)\right\|_{L^{1}(\Omega, \mathbb{P})} \\
& \leq\|f\|_{\infty} \varepsilon+\|g\|_{\infty} \varepsilon .
\end{aligned}
$$

We can finally conclude that

$$
\left|\int_{\Omega} f\left(T^{n}(v)\right) g(v) \mathrm{d} \mathbb{P}-\int_{\Omega} f(v) \mathrm{d} \mathbb{P} \int_{\Omega} g(v) \mathrm{d} \mathbb{P}\right| \leq 2\|f\|_{\infty} \varepsilon+2\|g\|_{\infty} \varepsilon
$$

and since $\varepsilon>0$ was arbitrary, we eventually get that $\lim _{n \rightarrow \infty} \int_{\Omega} f\left(T^{n}(v)\right) g(v) \mathrm{d} \mathbb{P}=$ $\int_{\Omega} f(v) \mathrm{d} \mathbb{P} \int_{\Omega} g(v) \mathrm{d} \mathbb{P}$. The measure $\mu$ is thus $T$-strongly mixing.

Let $O$ be a non-empty open subset of $E$. The Birkhoff Ergodic Theorem can be applied to $T$ and $\mu$ and gives

$$
\lim _{N \rightarrow \infty} \frac{1}{N+1} \sum_{n=0}^{N} \mathbb{I}_{O} \circ T^{n}=\mu(O) \mu \text {-a.s. }
$$

Let $A$ be a Borel subset of $E$ such that $\mu(A)=1$ and the previous equality holds everywhere on $A$. Then, if $B:=v^{-1}(A) \subseteq \Omega$, we have $\mathbb{P}(B)=\mathbb{P}\left(v^{-1}(A)\right)=\mu(A)=1$ and

$$
\lim _{N \rightarrow \infty} \frac{1}{N+1} \sum_{n=0}^{N} \mathbb{I}_{O} \circ T^{n}(v)=\mathbb{P}(v \in O)>0
$$

on $B$. Since $E$ is a separable F -space, we can take a countable base of open subsets of $E$ and get that almost surely, $\left\{n \geq 0 \mid T^{n}(v) \in O\right\}$ has positive lower density for every non-empty open subset $O$ of $E$. The random vector $v$ is therefore almost surely frequently hypercyclic for the operator $T$.

Remark 1.1.5. If $T$ admits an invariant and ergodic probability measure $\mu$ of full support then $T$ is frequently hypercyclic on $E$. This result is well-known, see e.g. [8, Proposition 3.12] for complex Hilbert spaces; the proof given there also holds for F-spaces without any modification.

If $u_{n}=0$ for every $n \leq-1$ in Proposition 1.1.4, Kolmogorov's zero-one law can be used to prove that $\mu$ is ergodic, as it is done in $|74|$. In fact, the same argument even shows that the measure induced by $v$ is exact for $T$.

Proposition 1.1.6. Let $T: E \longrightarrow E$ be an operator and let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $E$ such that $T\left(u_{n}\right)=u_{n-1}$ for every $n \geq 1$ and $T\left(u_{0}\right)=0$. Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a sequence of i.i.d. random variables. Assume that the random vector

$$
v:=\sum_{n=0}^{\infty} X_{n} u_{n}
$$

is almost surely well-defined and $\mathbb{P}(v \in O)>0$ for every non-empty open subset $O$ of $E$. Then $v$ is almost surely frequently hypercyclic for the operator $T$ and induces an exact measure with full support for $T$.

Proof. Let $A \in \bigcap_{n \geq 0} T^{-n}(\mathscr{B}(E))$. We claim that $\mathbb{P}(v \in A) \in\{0,1\}$.

Let $n \geq 0$, there exists $B \in \mathscr{B}(E)$ such that $A=T^{-n}(B)$. We then have, using Lemma 1.1.1.

$$
\begin{aligned}
\{v \in A\} & =\left\{T^{n}(v) \in B\right\}=\left\{T^{n}\left(\sum_{k=0}^{\infty} X_{k} u_{k}\right) \in B\right\} \\
& =\left\{\sum_{k=n}^{\infty} X_{k} u_{k-n} \in B\right\}=\left\{\sum_{k=0}^{\infty} X_{n+k} u_{k} \in B\right\} \in \sigma\left(X_{n}, X_{n+1}, \ldots\right)
\end{aligned}
$$

We conclude by Kolmogorov's zero-one law, see [66, Chapitre 0, Proposition II.2].
By Propositions 1.1.4 and 1.1.6 in order to prove Theorem 1.1.8, it remains to show that the series $v=\sum_{n \in \mathbb{Z}} X_{n} u_{n}$ converges almost surely and the probability on $E$ induced by $v$ has full support. We first need a lemma.

Lemma 1.1.7 (87], Theorem 15.5). Let $\left(x_{n}\right)_{n \geq 1}$ be a sequence of positive numbers such that $\sum_{n \geq 1} x_{n}$ converges and $x_{n}<1$ for all $n \geq 1$. Then $\prod_{n \geq 1}\left(1-x_{n}\right)>0$.
Proof. Let $n_{0} \geq 1$ be large enough such that $x_{n} \leq 1 / 2$ for every $n \geq n_{0}$ and let $N>n_{0}$. Then

$$
\begin{aligned}
-\log \left(\prod_{n=n_{0}}^{N}\left(1-x_{n}\right)\right) & =\sum_{n=n_{0}}^{N} \log \left(1 /\left(1-x_{n}\right)\right)=\sum_{n=n_{0}}^{N} \log \left(1+x_{n} /\left(1-x_{n}\right)\right) \\
& \leq \sum_{n=n_{0}}^{N} x_{n} /\left(1-x_{n}\right) \leq \sum_{n=n_{0}}^{N} 2 x_{n}
\end{aligned}
$$

The result follows since the series $\sum_{n \geq 1} x_{n}$ converges.
The proof of Theorem 1.1.8 uses some ideas from the proof of Mouze and Munnier [74, Theorem 2.3]. In particular, the idea of the condition on the distribution of the random variable $X$ comes from that theorem.

Theorem 1.1.8. Let $T: E \longrightarrow E$ be an operator and let $\left(u_{n}\right)_{n \in \mathbb{Z}}$ be a sequence in $E$ such that $T\left(u_{n}\right)=u_{n-1}$ for every $n \in \mathbb{Z}$ and $\operatorname{span}\left\{u_{n} \mid n \in \mathbb{Z}\right\}$ is dense in $E$. Let $X$ be a random variable of full support and let $\left(X_{n}\right)_{n \in \mathbb{Z}}$ be a sequence of i.i.d. copies of $X$. Assume that there exists a sequence of positive numbers $\left(\delta_{n}\right)_{n \in \mathbb{Z}}$ such that

$$
\sum_{n \in \mathbb{Z}} \mathbb{P}\left(|X| \geq \delta_{n}\right)<\infty
$$

and the series $\sum_{n \in \mathbb{Z}} \delta_{n} u_{n}$ is unconditionally convergent in $E$. Then the random vector

$$
v:=\sum_{n=-\infty}^{\infty} X_{n} u_{n}
$$

is almost surely well-defined and frequently hypercyclic for the operator $T$, and it induces a strongly mixing measure with full support for $T$. If $u_{n}=0$ for all $n \leq-1$ then the measure is even exact for $T$.

Proof. Let $\left(\delta_{n}\right)_{n \geq 1}$ be given by the assumption. Because $\sum_{n \in \mathbb{Z}} \mathbb{P}\left(|X| \geq \delta_{n}\right)$ converges, it follows from the Borel-Cantelli lemma that

$$
\mathbb{P}\left(\bigcup_{n_{0} \geq 1} \bigcap_{|n| \geq n_{0}}\left\{\left|X_{n}\right|<\delta_{n}\right\}\right)=1
$$

and hence, almost surely, $\left|X_{n}\right|<\delta_{n}$ for every $|n|$ large enough. Therefore, by the unconditional convergence of $\sum_{n \in \mathbb{Z}} \delta_{n} u_{n}$, the random vector $v$ is almost surely welldefined, see [57, Theorems 3.3.8 and 3.3.9].

By Propositions 1.1.4 and 1.1.6 it remains to show that $\mathbb{P}(v \in O)>0$ for every non-empty open subset $O$ of $E$. It is enough to show this on a base of open subsets of $E$.

Let $\|\cdot\|$ be an F-norm defining the topology of $E$. Let $\eta>0$ and $y=\sum_{n=-d}^{d} y_{n} u_{n} \in$ $E$. We will prove that $\mathbb{P}\left(v \in B_{\|\cdot\|}(y, \eta)\right)>0$, where $B_{\|\cdot\|}(y, \eta)$ is the open ball for $\|\cdot\|$ centred at $y$ and of radius $\eta$. Let $\left(\delta_{n}\right)_{n \in \mathbb{Z}}$ be the sequence given by assumption. Since $\sum_{n \in \mathbb{Z}} \delta_{n} u_{n}$ converges unconditionally, there exists an integer $N \geq d$ such that $\left\|\sum_{|n| \geq N+1} \alpha_{n} u_{n}\right\|<\eta / 2$ whenever $\left|\alpha_{n}\right| \leq \delta_{n}$ for all $n \in \mathbb{Z}$. Define

$$
B:=\left\{\left\|\sum_{n=-N}^{N}\left(X_{n}-y_{n}\right) u_{n}\right\|<\frac{\eta}{2}\right\} \subseteq \Omega
$$

and

$$
A:=B \cap\left\{\left|X_{n}\right|<\delta_{n} \text { for all }|n| \geq N+1\right\}
$$

where $y_{n}=0$ if $d+1 \leq|n| \leq N$. By the triangle inequality we get on $A$

$$
\|v-y\| \leq\left\|\sum_{n=-N}^{N}\left(X_{n}-y_{n}\right) u_{n}\right\|+\left\|\sum_{|n| \geq N+1} X_{n} u_{n}\right\|<\frac{\eta}{2}+\frac{\eta}{2}=\eta
$$

This shows that $A \subseteq\left\{v \in B_{\|\cdot\|}(y, \eta)\right\}$. Thus it suffices to prove that $\mathbb{P}(A)>0$. Since $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is i.i.d., we have

$$
\mathbb{P}(A)=\mathbb{P}(B) \prod_{|n| \geq N+1}\left(1-\mathbb{P}\left(|X| \geq \delta_{n}\right)\right)
$$

Since $X$ has full support and $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is i.i.d., we get $\mathbb{P}(B)>0$. By Lemma 1.1.7 the product is positive since the series $\sum_{n \in \mathbb{Z}} \mathbb{P}\left(|X| \geq \delta_{n}\right)$ converges and $X$ has full support.

### 1.2 Existence of a distribution

There still remains a question in Theorem 1.1.8 does there exist a random variable $X$ satisfying the condition on the distribution? We begin with a simple proposition.

Proposition 1.2.1. Let $\left(\delta_{n}\right)_{n \geq 0}$ be a sequence of positive numbers. Then there exist a probability space $(\Omega, \mathcal{A}, \mathbb{P})$ and a random variable $X: \Omega \longrightarrow \mathbb{K}$ with full support and $\sum_{n \geq 0} \mathbb{P}\left(|X| \geq \delta_{n}\right)<\infty$ if and only if $\lim _{n \rightarrow \infty} \delta_{n}=\infty$.

Proof. It is easy to prove that if such a variable $X$ exists then $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ must converge to $\infty$. Indeed, assume that $\left(\delta_{n_{k}}\right)_{k \geq 1}$ is bounded by some $M>0$ where $\left(n_{k}\right)_{k \geq 0}$ is increasing. Then $\sum_{k \geq 0} \mathbb{P}\left(|X| \geq \delta_{n_{k}}\right) \geq \sum_{k \geq 0} \mathbb{P}(|X| \geq M)=\infty$ since $X$ has full support.

Now suppose that $\lim _{n \rightarrow \infty} \delta_{n}=\infty$. By considering $\inf _{k \geq n} \delta_{k}$, $n \geq 0$, we can assume without loss of generality that $\left(\delta_{n}\right)_{n \geq 0}$ is non-decreasing. By replacing $\delta_{n}$ with $\delta_{n}-1 / n$ and dropping some $\delta_{n}$, if necessary, we may also assume that $\left(\delta_{n}\right)_{n \geq 0}$ is a (strictly) increasing sequence of positive numbers. Define $U_{0}=B\left(0, \delta_{0}\right)$ and for each $k \geq 1, U_{k}:=B\left(0, \delta_{k}\right) \backslash B\left(0, \delta_{k-1}\right)$ and set $m_{k}:=\lambda\left(U_{k}\right), k \geq 0$, where $B(0, r)$ is the open ball in $\mathbb{K}$ of center 0 and radius $r$ and $\lambda$ is the Lebesgue measure on $\mathbb{K}$. Note that $\left(U_{k}\right)_{k \in \mathbb{N}}$ is a partition of $\mathbb{K}$. Define

$$
\rho:=2^{-1} \sum_{k \geq 0} \frac{1}{2^{k} m_{k}} \mathbf{1}_{U_{k}}
$$

Since

$$
\int_{\mathbb{K}} \rho \mathrm{d} \lambda=2^{-1} \sum_{k \geq 0} \frac{1}{2^{k}}=1
$$

$\rho$ is a density on $\mathbb{K}$ and we consider the probability space $(\mathbb{K}, \mathscr{B}(\mathbb{K}), \rho \mathrm{d} \lambda)$ and the random variable $X=\mathrm{Id}_{\mathbb{K}}$. It is then enough to show that $\int_{O} \rho \mathrm{~d} \lambda>0$ for every non-empty open set $O$ of $\mathbb{K}$ and $\sum_{n \geq 0} \int_{\mathbb{K} \backslash B\left(0, \delta_{n}\right)} \rho \mathrm{d} \lambda<\infty$.

By using the definition of $\rho$, we get

$$
\begin{aligned}
\sum_{n \geq 0} \int_{\mathbb{K} \backslash B\left(0, \delta_{n}\right)} \rho \mathrm{d} \lambda=\sum_{n \geq 0} \sum_{j \geq n+1} \int_{U_{j}} \rho \mathrm{~d} \lambda & =2^{-1} \sum_{n \geq 0} \sum_{j \geq n+1} \frac{1}{2^{j}} \\
& =2^{-1} \sum_{n \geq 0} \frac{1}{2^{n}}=1 .
\end{aligned}
$$

This shows that $\sum_{n>0} \mathbb{P}\left(|X| \geq \delta_{n}\right)$ converges.
Let $O$ be a non-empty open subset of $\mathbb{K}$. Let $u \in \mathbb{K}$ and $\varepsilon>0$ be such that $B(u, \varepsilon) \subseteq O$. There is some $k \in \mathbb{N}$ such that $u \in U_{k}$. Then we have

$$
\int_{B(u, \varepsilon)} \rho \mathrm{d} \lambda \geq \int_{B(u, \varepsilon) \cap U_{k}} \rho \mathrm{~d} \lambda=\frac{2^{-1}}{2^{k} m_{k}} \lambda\left(B(u, \varepsilon) \cap U_{k}\right)
$$

Since $\lambda\left(B(u, \varepsilon) \cap U_{k}\right)>0$, we can conclude that $\int_{B(u, \varepsilon)} \rho \mathrm{d} \lambda>0$ and hence $\int_{O} \rho \mathrm{~d} \lambda>$ 0.

Lemma 1.2.2. Let $\left(e_{n}\right)_{n \geq 0}$ be a sequence in $E$. For every sequence of scalars $\left(\varepsilon_{n}\right)_{n \geq 0}$ such that the series $\sum_{n>0} \varepsilon_{n} e_{n}$ is unconditionally convergent, there exists a sequence of positive numbers $\left(\delta_{n}\right)_{n \geq 0}$ such that $\sum_{n \geq 0} \delta_{n} e_{n}$ is unconditionally convergent and $\left|\varepsilon_{n}\right|=o\left(\delta_{n}\right)$.

Proof. Let $\|\cdot\|$ be an F-norm defining the topology of $E$. Since $\sum_{n>0} \varepsilon_{n} e_{n}$ is unconditionally convergent and by using [57, Theorems 3.3.8 and 3.3.9], we can construct inductively an increasing sequence of positive integers $\left(N_{k}\right)_{k \geq 1}$ such that for every
$k \geq 1$, every sequence $\left(\alpha_{n}\right)_{n \geq 0}$ of scalars with $\sup _{n \geq 0}\left|\alpha_{n}\right| \leq 1$ and every finite set $F \subseteq \mathbb{N}$ with $\min F>N_{k}$, one has $\left\|\sum_{n \in F} \alpha_{n} \varepsilon_{n} e_{n}\right\| \leq 1 / k^{2}$. For each $n>N_{1}$, there exists a unique $k \geq 1$ such that $N_{k}<n \leq N_{k+1}$, and we set $\delta_{n}=k^{1 / 2}\left|\varepsilon_{n}\right|$. We then have for any $1 \leq k<k^{\prime}$ and every finite set $F \subseteq \mathbb{N}$ with $N_{k}<\min F \leq \max F \leq N_{k^{\prime}}$,

$$
\left\|\sum_{n \in F} \delta_{n} e_{n}\right\|=\left\|\sum_{s=k}^{k^{\prime}-1} \sum_{n=N_{s}+1, n \in F}^{N_{s+1}} \delta_{n} e_{n}\right\| \leq \sum_{s=k}^{k^{\prime}-1}\left(1+s^{1 / 2}\right) s^{-2}
$$

where we have used the property (0.1.1) of an F-norm. Since $\sum_{s>1}\left(1+s^{1 / 2}\right) s^{-2}$ is convergent, we conclude that the series $\sum_{n \geq 0} \delta_{n} e_{n}$ is unconditionally convergent too. In addition, we have that $\left|\varepsilon_{n}\right|=o\left(\delta_{n}\right)$ as $n$ goes to $\infty$.

We immediately deduce the main result of this section, which gives conditions for an operator to have a frequently hypercyclic random vector.

Theorem 1.2.3. Let $T$ be an operator on $E$ and let $\left(u_{n}\right)_{n \in \mathbb{Z}}$ be a sequence in $E$. Assume that $T\left(u_{n}\right)=u_{n-1}$ for every $n \in \mathbb{Z}$, the series $\sum_{n \in \mathbb{Z}} u_{n}$ is unconditionally convergent and $\operatorname{span}\left\{u_{n} \mid n \in \mathbb{Z}\right\}$ is dense in $E$. Then there exists a random variable $X$ with full support such that the random vector

$$
\sum_{n=-\infty}^{\infty} X_{n} u_{n}
$$

is almost surely well-defined and frequently hypercyclic for the operator $T$, and it induces a strongly mixing measure with full support for $T$, where $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is a sequence of i.i.d. copies of $X$. If $u_{n}=0$ for all $n \leq-1$ then the measure is even exact for $T$.

Proof. Let $\left(\delta_{n}\right)_{n \in \mathbb{Z}}$ be the sequence of positive numbers obtained by applying Lemma 1.2 .2 to $\sum_{n \geq 0} u_{n}$ and $\sum_{n \leq-1} u_{n}$. Then $\lim _{n \rightarrow \infty} \delta_{n}=\infty$ and $\lim _{n \rightarrow-\infty} \delta_{n}=\infty$. The result follows by applying Proposition 1.2 .1 to $\left(\min \left(\delta_{n}, \delta_{-n}\right)\right)_{n \geq 0}$ in order to obtain the existence of a random variable $X$ of full support such that $\sum_{n \in \mathbb{Z}} \mathbb{P}\left(|X| \geq \delta_{n}\right)<\infty$, and then by using Theorem 1.1.8.

Remark 1.2.4. The random variable $X$ in Theorem 1.2 .3 can be assumed to be centred. Indeed, the random vector $\sum_{n=-\infty}^{\infty}\left(X_{n}-\mathbb{E}(X)\right) u_{n}$ is still frequently hypercyclic for the operator $T$ since $\sum_{n=-\infty}^{\infty} u_{n}$ is a fixed point of $T$.
Remark 1.2.5. In this chapter, we are mostly only interested in the existence of a random variable $X$ as given in Theorem 1.2.3. For a more precise information on which random variable can be employed, one has to go back to Theorem 1.1.8.

In view of later applications in Chapters 3 and 4 , we would like the random variable $X$ to be subgaussian. We present two ways to achieve this.

Definition 1.2.6. A real random variable $X$ is subgaussian if there exist some $\sigma>0$ and $M>0$ such that $\mathbb{E}\left(e^{\lambda X}\right) \leq M e^{\lambda^{2} \sigma^{2}}$ for every $\lambda \in \mathbb{R}$. A complex random variable $X$ is subgaussian if its real and imaginary parts are subgaussian.

A sequence of random variables $\left(X_{n}\right)_{n \geq 0}$ is subgaussian if each $X_{n}, n \geq 0$, is subgaussian with the same constants $\sigma$ and $M$.

One could call $\left(X_{n}\right)_{n \geq 0}$ a uniformly subgaussian sequence to stress the fact that the constant $\sigma$ is the same for each random variable of the sequence. A Gaussian variable is of course subgaussian, see [66, Chapitre 8, Proposition I.1].

Being a subgaussian random variable $X$ means that the expectation of $e^{\lambda X}$ is no greater, up to a factor, than the one if $X$ was Gaussian. Another way to define a subgaussian variable is by bounding the tail of the probability distribution.

Lemma 1.2.7. Let $X$ be a random variable. Then $X$ is subgaussian if and only if there exists $K>0$ and $\tau>0$ such that $\mathbb{P}(|X|>t) \leq K e^{-t^{2} / \tau^{2}}$ for every $t \geq 0$.

A sequence of random variables $\left(X_{n}\right)_{n \geq 0}$ is subgaussian if and only if each $X_{n}$, $n \geq 0$, satisfies this property with the same constants $\tau$ and $K$.
Proof. Without loss of generality, we can assume that $X$ is a real variable. First, assume that $X$ is subgaussian. Let $t \geq 0$ and $\lambda>0$. Markov's inequality yields

$$
\mathbb{P}(|X|>t)=\mathbb{P}(X>t \text { or } X<-t) \leq \mathbb{P}\left(e^{\lambda X}>e^{\lambda t}\right)+\mathbb{P}\left(e^{-\lambda X}>e^{\lambda t}\right) \leq 2 M e^{\lambda^{2} \sigma^{2}-t \lambda}
$$

where $M>0$ and $\sigma>0$ are the constants in Definition 1.2.6. Take $\lambda:=t /\left(2 \sigma^{2}\right)$ to conclude the first part of the proof.

Now, assume that for every $t \geq 0$, we have $\mathbb{P}(|X|>t) \leq K e^{-t^{2} / \tau^{2}}$, and let $\lambda \in \mathbb{R}$. Without loss of generality, we can assume that $\lambda>0$. Use the formula $\mathbb{E}(Y)=\int_{0}^{\infty} \mathbb{P}(Y>t) \mathrm{d} t$ (see [66, Chapitre 0, Proposition IV.2]) for a positive random variable $Y$ to get

$$
\begin{aligned}
\mathbb{E}\left(e^{\lambda X}\right)=\int_{0}^{\infty} \mathbb{P}\left(e^{\lambda X}>t\right) \mathrm{d} t & =\int_{0}^{1} \mathbb{P}\left(e^{\lambda X}>t\right) \mathrm{d} t+\int_{1}^{\infty} \mathbb{P}(X>\log (t) / \lambda) \mathrm{d} t \\
& \leq 1+K \int_{1}^{\infty} e^{-\log (t)^{2} /\left(\tau^{2} \lambda^{2}\right)} \mathrm{d} t
\end{aligned}
$$

By the change of variables $u=\log (t)$, we have

$$
\begin{aligned}
\int_{1}^{\infty} e^{-\log (t)^{2} /\left(\tau^{2} \lambda^{2}\right)} \mathrm{d} t & =\int_{0}^{\infty} e^{u} e^{-u^{2} /\left(\tau^{2} \lambda^{2}\right)} \mathrm{d} u \\
& =\int_{0}^{\infty} \exp \left(-\left(\frac{u}{\tau \lambda}-\frac{\tau \lambda}{2}\right)^{2}+\frac{\lambda^{2} \tau^{2}}{4}\right) \mathrm{d} u \\
& =e^{\frac{\lambda^{2} \tau^{2}}{4}} \int_{0}^{\infty} \exp \left(-\left(\frac{u}{\tau \lambda}-\frac{\tau \lambda}{2}\right)^{2}\right) \mathrm{d} u
\end{aligned}
$$

A last change of variables $y=u /(\tau \lambda)-(\tau \lambda) / 2$ finally yields

$$
\mathbb{E}\left(e^{\lambda X}\right) \leq 1+K \tau \lambda e^{\frac{\lambda^{2} \tau^{2}}{4}} \int_{-\frac{\tau \lambda}{2}}^{\infty} e^{-y^{2}} \mathrm{~d} y
$$

hence, since the last integral is bounded above by $\int_{-\infty}^{\infty} e^{-y^{2}} \mathrm{~d} y$, one can find some positive constants $M$ and $\sigma$ such that $\mathbb{E}\left(e^{\lambda X}\right) \leq M e^{\lambda^{2} \sigma^{2}}$ for all $\lambda \in \mathbb{R}$.

The definition of a subgaussian variable and a version of Lemma 1.2.7 can be found in [54, pp. 4-5]. In [54], a subgaussian variable is in fact subgaussian with constant $M=1$ in our setting. We will need this restriction in Chapter 3, but that definition from $\mid 54]$ is in fact equivalent to be centred and subgaussian.

Lemma 1.2.8. A real random variable $X$ is subgaussian with constant $M=1$ if and only if $X$ is subgaussian and centred.

Proof. Suppose that $X$ is subgaussian with constants $M=1$ and $\sigma>0$. For all $\lambda \in \mathbb{R}$, we have $\mathbb{E}\left(e^{\lambda X}\right) \leq e^{\lambda^{2} \sigma^{2}}$. By using the Dominated Convergence Theorem, this is equivalent to

$$
\sum_{n=0}^{\infty} \frac{\lambda^{n} \mathbb{E}\left(X^{n}\right)}{n!} \leq \sum_{n=0}^{\infty} \frac{\lambda^{2 n} \sigma^{2 n}}{n!}
$$

hence $1+\lambda \mathbb{E}(X)+o(\lambda) \leq 1+o(\lambda)$. Now, if $\lambda>0$, then $\mathbb{E}(X) \leq o(\lambda) / \lambda$, implying that $\mathbb{E}(X) \leq 0$ by letting $\lambda$ converge to 0 . The same argument with $\lambda<0$ shows that $\mathbb{E}(X) \geq 0$, and $\mathbb{E}(X)=0$.

Assume now that $X$ is centred and subgaussian with some positive constants $\sigma$ and $M$ given by Definition 1.2.6. Pick $\tau>\sigma$ and define $K:=\left[-\sqrt{\frac{\log (M)}{\tau^{2}-\sigma^{2}}}, \sqrt{\frac{\log (M)}{\tau^{2}-\sigma^{2}}}\right]$. For every $\lambda \notin K$, we have

$$
\mathbb{E}\left(e^{\lambda X}\right) \leq M e^{\lambda^{2} \sigma^{2}} \leq e^{\lambda^{2} \tau^{2}}
$$

Now let $\nu \geq \tau$ that will be taken large. Let $\lambda \in K, \lambda \neq 0$. We aim to show that $\mathbb{E}\left(e^{\lambda X}\right) \leq e^{\bar{\lambda}^{2} \nu^{2}}$, which by the Dominated Convergence Theorem is equivalent to

$$
\sum_{n=0}^{\infty} \frac{\lambda^{n} \mathbb{E}\left(X^{n}\right)}{n!} \leq \sum_{n=0}^{\infty} \frac{\lambda^{2 n} \nu^{2 n}}{n!}
$$

or

$$
\sum_{n=0}^{\infty} \frac{\lambda^{n} \mathbb{E}\left(X^{n+2}\right)}{(n+2)!} \leq \sum_{n=1}^{\infty} \frac{\lambda^{2(n-1)} \nu^{2 n}}{n!}=\sum_{n=0}^{\infty} \frac{\lambda^{2 n} \nu^{2(n+1)}}{(n+1)!}
$$

Thus we want to prove that $\mathbb{E}\left(X^{2}\right) / 2+f(\lambda) \leq \nu^{2}+g(\lambda)$ for any $\lambda \in K$, where $f, g: K \longrightarrow \mathbb{R}$ are some continuous functions. This is equivalent to show that $\sup _{\lambda \in K}(f(\lambda)-g(\lambda)) \leq \nu^{2}-\mathbb{E}\left(X^{2}\right) / 2$. Since $f$ and $g$ are continuous and $K$ is compact, this supremum is finite, and such a $\nu$ exists.

The first approach to allow $X$ to be subgaussian is by assuming the unconditional convergence of the series $\sum_{n \in \mathbb{Z}^{*}} \sqrt{\log (|n|)} u_{n}$, where $\mathbb{Z}^{*}=\mathbb{Z} \backslash\{0\}$. This assumption guarantees the almost sure convergence of the random series $\sum_{n=-\infty}^{\infty} X_{n} u_{n}$, where $\left(u_{n}\right)_{n \in \mathbb{Z}}$ is a sequence in $E$. This fact will be used in Chapter 3, so we highlight it in the following lemma.

Lemma 1.2.9. Let $\left(u_{n}\right)_{n \in \mathbb{Z}}$ be a sequence of vectors of $E$. Assume that the series $\sum_{n \in \mathbb{Z}^{*}} \sqrt{\log (|n|)} u_{n}$ is unconditionally convergent. Then, for every subgaussian sequence $\left(X_{n}\right)_{n \in \mathbb{Z}}$, the random vector

$$
\sum_{n=-\infty}^{\infty} X_{n} u_{n}
$$

is almost surely well-defined. In particular, the result holds for every non-constant Gaussian variable.

Proof. Let $c>0$. Let $K>0$ and $\tau>0$ be the constants associated with $\left(X_{n}\right)_{n \in \mathbb{Z}}$ in Lemma 1.2.7. We then have

$$
\sum_{n \in \mathbb{Z}^{*}} \mathbb{P}\left(\left|X_{n}\right| \geq c \sqrt{\log (|n|)}\right) \leq K \sum_{n \in \mathbb{Z}^{*}} e^{-c^{2} \log (|n|) / \tau^{2}}=\sum_{n \in \mathbb{Z}^{*}} \frac{K}{|n|^{c^{2} / \tau^{2}}}
$$

If $c^{2}>\tau^{2}$ then the last series converges and $\sum_{n \in \mathbb{Z}^{*}} \mathbb{P}(|X| \geq c \sqrt{\log (|n|)})$ converges. It follows from the Borel-Cantelli lemma that

$$
\mathbb{P}\left(\bigcup_{n_{0} \geq 1} \bigcap_{|n| \geq n_{0}}\left\{\left|X_{n}\right|<c \sqrt{\log (|n|)}\right\}\right)=1
$$

and hence, almost surely, $\left|X_{n}\right|<c \sqrt{\log (|n|)}$ for every $|n|$ large enough. Therefore, by the unconditional convergence of $\sum_{n \in \mathbb{Z}^{*}} \sqrt{\log (|n|)} u_{n}$, the series $\sum_{n \in \mathbb{Z}} X_{n} u_{n}$ is almost surely convergent. Furthermore, it is also measurable by Lemma 1.1.1.

Theorem 1.2.10. Let $T$ be an operator on $E$ and let $\left(u_{n}\right)_{n \in \mathbb{Z}}$ be a sequence in $E$. Assume that $T\left(u_{n}\right)=u_{n-1}$ for every $n \in \mathbb{Z}, \operatorname{span}\left\{u_{n} \mid n \in \mathbb{Z}\right\}$ is dense in $E$ and assume that the series $\sum_{n \in \mathbb{Z}^{*}} \sqrt{\log (|n|)} u_{n}$ is unconditionally convergent. Then for every subgaussian random variable $X$ with full support, the random vector

$$
\sum_{n=-\infty}^{\infty} X_{n} u_{n}
$$

is almost surely well-defined and frequently hypercyclic for the operator $T$, and it induces a strongly mixing measure with full support for $T$, where $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is a sequence of i.i.d. copies of $X$. If $u_{n}=0$ for all $n \leq-1$, then the measure is even exact for $T$. In particular, the result holds for every non-constant Gaussian variable.
Proof. As in the proof of Lemma 1.2.9, we have that there is some $c>0$ such that

$$
\sum_{n \in \mathbb{Z}^{*}} \mathbb{P}(|X| \geq c \sqrt{\log (|n|)})<\infty
$$

The result then follows by Theorem 1.1.8.
The next result uses a different assumption on $\left(u_{n}\right)_{n \in \mathbb{Z}}$ than Theorem 1.2.10 in the case where $E$ is a Banach space. Recall the definition of type.

Definition 1.2.11. Let $E$ be a Banach space and $1 \leq p \leq 2$. Then $E$ has type $p$ if there exists $C>0$ such that for every $x_{1}, \ldots, x_{n} \in E, n \geq 1$,

$$
\left\|\sum_{k=1}^{n} g_{k} x_{k}\right\|_{L^{1}(\Omega, \mathbb{P} ; E)} \leq C\left(\sum_{k=1}^{n}\left\|x_{k}\right\|^{p}\right)^{1 / p}
$$

where $\left(g_{k}\right)_{k=1}^{n}$ is a sequence of independent standard Gaussian variables.
The definition is usually expressed with a Rademacher sequence and sometimes in terms of the $L^{2}(\Omega, \mathbb{P} ; E)$-norm. But by [51, Proposition 7.1.18] and the KahaneKhintchine inequalities [51, Theorem 6.2.6], this leads to the same definition.

Theorem 1.2.12. Assume that $E$ is a Banach space of type $1 \leq p \leq 2$. Let $T$ be an operator on $E$ and let $\left(u_{n}\right)_{n \in \mathbb{Z}}$ be a sequence in $E$. Assume that $T\left(u_{n}\right)=u_{n-1}$ for every $n \in \mathbb{Z}$ and $\operatorname{span}\left\{u_{n} \mid n \in \mathbb{Z}\right\}$ is dense in $E$. Assume that the series $\sum_{n=-\infty}^{\infty}\left\|u_{n}\right\|^{p}$ converges. Let $X$ be a standard Gaussian random variable of full support and let $\left(X_{n}\right)_{n \in \mathbb{Z}}$ be a sequence of i.i.d. copies of $X$. Then the random vector

$$
v:=\sum_{n=-\infty}^{\infty} X_{n} u_{n}
$$

is almost surely well-defined and frequently hypercyclic for the operator $T$, and it induces a strongly mixing measure with full support for $T$. If $u_{n}=0$ for all $n \leq-1$, then the measure is even exact for $T$.

Proof. Since $E$ has type $p$, we have for every $M \geq N$ that

$$
\begin{equation*}
\mathbb{E}\left(\left\|\sum_{n=N}^{M} X_{n} u_{n}\right\|\right) \leq C_{p}\left(\sum_{n=N}^{M}\left\|u_{n}\right\|^{p}\right)^{1 / p} \tag{1.2.1}
\end{equation*}
$$

where $C_{p}>0$ is some constant depending only on $p$. Therefore, the random series $\sum_{n=-\infty}^{\infty} X_{n} u_{n}$ converges in $L^{1}(\Omega ; E)$, and since $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is a standard Gaussian sequence of independent random variables, $v$ is almost surely well-defined by Theorem 0.5 .4

By Proposition 1.1.4, it remains to show that $\mathbb{P}(v \in O)>0$ for every non-empty open subset $O$ of $E$. It is enough to show this on a base of open subsets of $E$.

So let $\eta>0$ and $y=\sum_{n=-d}^{d} y_{n} u_{n} \in E$. We will prove that $\mathbb{P}\left(v \in B_{\|\cdot\|}(y, \eta)\right)>0$ where $B_{\|\cdot\|}(y, \eta)$ is the open ball centred at $y$ and of radius $\eta$. Let $N \geq d$ be an integer. Define

$$
B:=\left\{\left\|\sum_{n=-N}^{N}\left(X_{n}-y_{n}\right) u_{n}\right\|<\frac{\eta}{2}\right\}, C:=\left\{\left\|\sum_{|n| \geq N+1} X_{n} u_{n}\right\|<\frac{\eta}{2}\right\}
$$

where $y_{n}:=0$ if $d<|n| \leq N$, and let $A:=B \cap C$. By the triangle inequality we get on $A$

$$
\|v-y\| \leq\left\|\sum_{n=-N}^{N}\left(X_{n}-y_{n}\right) u_{n}\right\|+\left\|\sum_{|n| \geq N+1} X_{n} u_{n}\right\|<\frac{\eta}{2}+\frac{\eta}{2}=\eta
$$

This shows that $A \subseteq\left\{v \in B_{\|\cdot\|}(y, \eta)\right\}$. Thus it suffices to prove that $\mathbb{P}(A)>0$. Since $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is i.i.d., we have by Lemma 1.1.3 that

$$
\mathbb{P}(A)=\mathbb{P}(B) \mathbb{P}(C)
$$

Since $X$ has full support and $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is i.i.d., we get $\mathbb{P}(B)>0$. The last step is to show that $\mathbb{P}(C)>0$. The Markov inequality yields

$$
1-\mathbb{P}(C)=\mathbb{P}\left(\left\|\sum_{|n| \geq N+1} X_{n} u_{n}\right\| \geq \eta / 2\right) \leq(\eta / 2)^{-1} \mathbb{E}\left(\left\|\sum_{|n| \geq N+1} X_{n} u_{n}\right\|\right)
$$

It follows from 1.2.1 that if we take $N \geq d$ large enough then $1-\mathbb{P}(C)<1$, i.e. $\mathbb{P}(C)>0$.

Remark 1.2.13. We end this section by noticing that all of our results can be extended, with the same proofs, to an operator $T$ such that there exist finitely many sequences of vectors $\left(u_{n}^{(k)}\right)_{n \in \mathbb{Z}}, 1 \leq k \leq N$, such that $\operatorname{span}\left\{u_{n}^{(k)} \mid n \in \mathbb{Z}, 1 \leq k \leq N\right\}$ is dense in $E$ and $T\left(u_{n}^{(k)}\right)=u_{n-1}^{(k)}$ for all $n \in \mathbb{Z}$ and $1 \leq k \leq N$. In that case, the sequence of random variables is replaced by a family of i.i.d. random variables $\left(X_{n, k}\right)_{n \in \mathbb{Z}, 1 \leq k \leq N}$.

### 1.3 Applications

### 1.3.1 Weighted shifts

We list the applications of Theorem 1.2 .3 and Theorem 1.2 .10 to unilateral and bilateral weighted shifts.

If $T$ is a (unilateral) weighted shift with sequence of weights $\left(w_{n}\right)_{n \geq 1}$, define $\beta_{n}:=w_{1} \ldots w_{n}$ if $n \geq 1$, and $\beta_{0}:=1$. If $T$ is a bilateral weighted shift with sequence of weights $\left(w_{n}\right)_{n \in \mathbb{Z}}$, define $\beta_{n}:=w_{1} \ldots w_{n}$ if $n \geq 1, \beta_{n}:=\left(\prod_{k=-n+1}^{0} w_{k}\right)^{-1}$ if $n \leq-1$, and $\beta_{0}:=1$.

In the first result, let $E$ be a locally bounded or locally convex F-sequence space over $\mathbb{N}$ in which $\operatorname{span}\left\{e_{n} \mid n \in \mathbb{N}\right\}$ is dense. We then apply the results of Section 1.2 to $u_{n}=\frac{e_{n}}{\beta_{n}}$ for $n \geq 0$ and $u_{n}=0$ for $n \leq-1$.

Theorem 1.3.1. Let $T: E \longrightarrow E$ be a weighted shift with sequence of weights $\left(w_{n}\right)_{n \geq 1}$.
(i) Assume that the series $\sum_{n \in \mathbb{N}} \frac{e_{n}}{\beta_{n}}$ is unconditionally convergent. Then there exists a random variable $X$ with full support such that the random vector

$$
\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}
$$

is almost surely well-defined and frequently hypercyclic for the operator $T$, and it induces an exact measure with full support for $T$, where $\left(X_{n}\right)_{n \geq 0}$ is a sequence of i.i.d. copies of $X$.
(ii) If the series $\sum_{n \geq 1} \frac{\sqrt{\log (n)}}{\beta_{n}} e_{n}$ is unconditionally convergent then $X$ can be any subgaussian random variable with full support. In particular, the result holds for every non-constant Gaussian variable.

This generalizes the qualitative parts of [74, Theorem 2.3] and 80. Theorem 1]; their quantitative parts are contained in Theorem 1.1.8.

We next consider a locally bounded or locally convex F-sequence space $E$ over $\mathbb{Z}$ in which $\operatorname{span}\left\{e_{n} \mid n \in \mathbb{Z}\right\}$ is dense. We then apply the results of Section 1.2 to $u_{n}=\frac{e_{n}}{\beta_{n}}, n \in \mathbb{Z}$.

Theorem 1.3.2. Let $T: E \longrightarrow E$ be a bilateral weighted shift with sequence of weights $\left(w_{n}\right)_{n \in \mathbb{Z}}$.
(i) Assume that the series $\sum_{n \in \mathbb{Z}} \frac{e_{n}}{\beta_{n}}$ is unconditionally convergent. Then there exists a random variable $X$ with full support such that the random vector

$$
\sum_{n=-\infty}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}
$$

is almost surely well-defined and frequently hypercyclic for the operator $T$, and it induces a strongly mixing measure with full support for $T$, where $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is a sequence of i.i.d. copies of $X$.
(ii) If the series $\sum_{n \in \mathbb{Z}^{*}} \frac{\sqrt{\log (|n|)}}{\beta_{n}} e_{n}$ is unconditionally convergent then $X$ can be any subgaussian random variable with full support. In particular, the result holds for every non-constant Gaussian variable.

Theorems 1.3.1 and 1.3.2 apply, in particular, to any chaotic unilateral or bilateral weighted shift on a F-sequence space in which $\left(e_{n}\right)_{n}$ is an unconditional basis, see Theorems 0.1 .19 and 0.1 .23 . The existence of an exact or strongly mixing measure with full support has already been proved in $[77$, Corollary 2 and Remark 3]. A different approach has also led to the existence of a strongly mixing measure in 67 , Theorem 1] for a class of weighted shifts on $c_{0}(\mathbb{N})$ or $\ell^{p}(\mathbb{N}), 1 \leq p<\infty$.

It was already known that, in this setting, the unconditional convergence of $\sum_{n} \frac{e_{n}}{\beta_{n}}$ implies the frequent hypercyclicity of the weighted shift, see Propositions 0.1.26 and 0.1 .27 By modifying the coefficients of this series, one can construct periodic points for the shift. This was used to prove that the convergence of $\sum_{n} \frac{e_{n}}{\beta_{n}}$ implies that the shift is chaotic in Theorems 0.1.19 and 0.1.23 see 45 . Theorem 8]. By multiplying the coefficients of this series with random variables, we now get an almost surely frequently hypercyclic random vector that induces an exact or strongly mixing measure. This phenomenon was already known for chaotic weighted shifts on $\ell^{p}, 1 \leq p<\infty$, see [11. Section 7.1], for the so-called Taylor shift, see [75. Theorem 1.3], or for the differentiation operator on $H(\mathbb{C})$, see [80, Theorem 1]. This now holds for very general chaotic weighted shifts.
Remark 1.3.3. The bilateral weighted shift on $\ell^{2}(\mathbb{Z})$ with weights $w_{n}=2, n \geq 1$, and $w_{n}=1 / 2, n \leq 0$, is invertible and satisfies the assumptions of Theorem 1.3.2. On the other hand, no invertible measure preserving transformation can be exact, see [32, p. 86]. Thus the measure induced by the vector $v$ in Theorem 1.1 .8 cannot be exact for all operators $T$.

It might be an interesting fact that on the space $H(\mathbb{C})$ of entire functions or the space $H(D(0, R))$ of holomorphic functions on $D(0, R):=\{z \in \mathbb{C}| | z \mid<R\}$, every chaotic weighted shift satisfies the assumption of the second assertion of Theorem 1.3.1

Theorem 1.3.4. On the space $E=H(\mathbb{C})$ or $H(D(0, R))$ with $R>0$, let $T: E \longrightarrow$ $E$ be a chaotic weighted shift with sequence of weights $\left(w_{n}\right)_{n \geq 1}$. Then for every subgaussian random variable $X$ with full support the random series

$$
\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} z^{n}
$$

is almost surely holomorphic and frequently hypercyclic for the operator $T$, and it induces an exact measure with full support for $T$, where $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is a sequence of i.i.d. copies of $X$. In particular, the result holds for every non-constant Gaussian variable.

Proof. By Theorem 1.3.1 it suffices to show that if $T$ is chaotic on $E$ then the series $\sum_{n \geq 1} \frac{\sqrt{\log (n)}}{\beta_{n}} e_{n}$ is unconditionally convergent in $E$.

On $H(\mathbb{C}), T$ is chaotic if and only if $\lim _{n \rightarrow \infty}\left|\beta_{n}\right|^{1 / n}=\infty$, see Example 0.1.21. Therefore, for any $r \geq 1$ and $0<\rho<1$, there exists $n_{0} \geq 1$ such that for every $n \geq n_{0}$, we have $r^{n} \sqrt{\log (n)} /\left|\beta_{n}\right| \leq \rho^{n}$.

On $H(D(0, R))$, $T$ is chaotic if and only if $\limsup _{n \rightarrow \infty}\left|\beta_{n}\right|^{-1 / n} \leq 1 / R$, see Example 0.1.22. Let $0<r<R$ and $0<\rho<1$ be such that $r<\rho R$, there exists $n_{0} \geq 1$ such that for every $n \geq n_{0}$, we have $\log (n)^{1 /(2 n)}\left|\beta_{n}\right|^{-1 / n} \leq \rho / r$ and hence $r^{n} \sqrt{\log (n)} /\left|\beta_{n}\right| \leq \rho^{n}$.

For the differentiation operator on $H(\mathbb{C})$, this result was proved in the Gaussian case in [11, Remark 2 after Proposition 8.1]. For the Taylor shift on $H(\mathbb{D})=$ $H(D(0,1))$, which is given by the weights $w_{n}=1, n \geq 1$, the frequent hypercyclicity of the random function was proved in the Gaussian case in [75, Theorem 1.3].

One can ask the same question about the spaces $\ell^{p}, 1 \leq p<\infty$. In fact, it is already known that $\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}$ is almost surely well-defined and frequently hypercyclic on those spaces if the random variables $X_{n}, n \geq 0$, are Gaussian and the weighted shift is chaotic, see [10, Section 5.5.2] or [11, Section 7.1]. However, the second assertion of Theorem 1.3.1 cannot be applied to every chaotic weighted shift defined on $\ell^{p}$, $1 \leq p<\infty$. Indeed, consider the sequence $\left(\beta_{n}\right)_{n \geq 1}:=\left(\log (n)^{1 / 2+1 / p} n^{1 / p}\right)_{n \geq 1}$. Then $\sum_{n \geq 0} \sqrt{\log (n)} / \beta_{n} e_{n}$ is not in $\ell^{p}$ but the weighted shift associated with $\left(\beta_{n}\right)_{n \geq 1}$ is chaotic. Note that Theorem 1.2 .12 can be applied to any chaotic weighted shift on $\ell^{p}$, for every $1 \leq p \leq 2$, since $\ell^{p}$ has type $\min (p, 2)$ by [51, Proposition 7.1.4], $1 \leq p<\infty$.

However, on the space of all sequences $\omega:=\mathbb{K}^{\mathbb{N}}$, every shift $T$ is chaotic since $\sum_{n \geq 0} e_{n} / \beta_{n}$ converges, where $\left(\beta_{n}\right)_{n \geq 0}$ is the sequence associated with $T$. If $X$ is a random variable then $\lim _{t \rightarrow \infty} \mathbb{P}(|X|>t)=0$, and there exists a sequence $\left(\delta_{n}\right)_{n \geq 0}$ of positive numbers such that $\sum_{n \geq 0} \mathbb{P}\left(|X|>\delta_{n}\right)$ is finite. Furthermore, $\sum_{n \geq 0} \delta_{n} e_{n} / \beta_{n}$ is unconditionally convergent; recall that $\omega$ is endowed with the coordinatewise convergence, see Example 0.1.4. Therefore, Theorem 1.1.8 implies the next result.
Theorem 1.3.5. Let $T: \omega \longrightarrow \omega$ be a weighted shift with sequence of weights $\left(w_{n}\right)_{n \geq 1}$. Let $X$ be a random variable with full support. Then the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}$ is almost surely well-defined and frequently hypercyclic for the operator $T$, and it induces an exact measure with full support for $T$, where $\left(X_{n}\right)_{n \geq 0}$ is a sequence of i.i.d. copies of $X$.

In their article [74, Mouze and Munnier have also studied some polynomials of a frequently hypercyclic weighted shift on $\ell^{p}, 1 \leq p<\infty$. But their Lemma 4.1 says that certain polynomials of a weighted shift can be seen as a shift with respect to another basis. The proof of this lemma shows the following.

Lemma 1.3.6 ( 74 , Lemma 4.1]). Let $T: \mathbb{K}^{\mathbb{N}} \longrightarrow \mathbb{K}^{\mathbb{N}}$ be a weighted shift. Let $P(z)=$ $\sum_{k=1}^{d} a_{k} z^{k}$ be a polynomial with $a_{1} \neq 0$. Then there exist vectors $u_{n}=\sum_{j=0}^{n} \beta_{j, n} e_{j}$,
$n \geq 0$, such that $\left(u_{n}\right)_{n \geq 0}$ is an algebraic basis of $\mathbb{K}^{\mathbb{N}}$ and $P(T)\left(u_{n}\right)=u_{n-1}$ for every $n \geq 1$.

In fact, this result implies that $\operatorname{span}\left\{e_{n} \mid n \in \mathbb{N}\right\}=\operatorname{span}\left\{u_{n} \mid n \in \mathbb{N}\right\}$. Note also that $P(T)\left(u_{0}\right)=0$. Therefore, together with Theorem 1.2.3 we deduce the following result.

Theorem 1.3.7. Let $E$ be a locally bounded or locally convex $F$-sequence space in which $\operatorname{span}\left\{e_{n} \mid n \in \mathbb{N}\right\}$ is dense. Let $T: E \longrightarrow E$ be a weighted shift and $P(z)=\sum_{k=1}^{d} a_{k} z^{k}$ be a polynomial with $a_{1} \neq 0$. Assume that the series $\sum_{n \geq 0} u_{n}$ is unconditionally convergent in $E$, where $\left(u_{n}\right)_{n \geq 0}$ is given by Lemma 1.3.6. Then there exists a random variable $X$ with full support such that the random vector

$$
v:=\sum_{n=0}^{\infty} X_{n} u_{n}
$$

is almost surely well-defined and frequently hypercyclic for the operator $P(T)$, and it induces an exact measure with full support for $P(T)$, where $\left(X_{n}\right)_{n \geq 0}$ is a sequence of i.i.d. copies of $X$.

This result improves and generalizes the qualitative part of [74. Theorem 4.3]; its quantitative part is contained in Theorem 1.1.8.

### 1.3.2 Operators satisfying the Frequent Hypercyclicity Criterion

In [77, Theorem 1], Murillo-Arcila and Peris proved that every operator satisfying the Frequent Hypercyclicity Criterion, see Theorem 0.1.31 has a strongly mixing invariant measure with full support. They used the Bernoulli shift on a subset of $\mathbb{N}^{\mathbb{Z}}$ to construct such a measure. In [11, Proposition 8.1], it is even shown that such operators admit a strongly mixing Gaussian measure. We will show here the existence of a strongly mixing measure of full support as the distribution of some random vector $\sum_{n \in \mathbb{Z}} X_{n} u_{n}$. We will need Lemma 1.3 .9 . Its proof is contained in the proof of 44 , Lemma 3.2]. In this subsection, $E$ will be again a locally bounded or locally convex separable F-space.

For this subsection, we need a weaker notion than hypercyclicity.
Definition 1.3.8. Let $T$ be an operator on $E$. A vector $x \in E$ is called supercyclic for $T$ if the set

$$
\left\{\lambda T^{n}(x) \mid n \in \mathbb{N}, \lambda \in \mathbb{K}\right\}
$$

is dense in $E$.
Lemma 1.3.9. Let $T$ be an operator on $E$ satisfying the Frequent Hypercyclicity Criterion, and let $S$ and $E_{0}$ be respectively the map and dense set given by that criterion. Let $\left(a_{k}\right)_{k \geq 1}$ be a sequence of non-zero scalars. If $\left(x_{k}\right)_{k \geq 1}$ is a dense sequence in $E_{0}$ then there exists an increasing sequence $\left(n_{k}\right)_{k \geq 1}$ of positive integers such that the vector $x:=\sum_{k \geq 1} a_{k} S^{n_{k}}\left(x_{k}\right)$ is well-defined and supercyclic for $T$.

Proof. By conditions (i) and (ii) of the Frequent Hypercyclicity Criterion, we know that $\left(T^{n}(x)\right)_{n \geq 0}$ and $\left(S^{n}(x)\right)_{n \geq 0}$ converge to 0 for every $x \in E_{0}$. Therefore, together with (iii), one can construct by induction an increasing sequence of positive integers $\left(n_{k}\right)_{k \geq 1}$ such that $\left\|a_{k} S^{n_{k}}\left(x_{k}\right)\right\| \leq \frac{1}{2^{k}}$ for every $k \geq 1$, and

$$
\left\|\frac{1}{a_{l}} T^{n_{l}}\left(\sum_{j=1}^{k} a_{j} S^{n_{j}}\left(x_{j}\right)\right)-x_{l}\right\|<\frac{1}{2^{l}} \text { for every } 1 \leq l \leq k
$$

where $\|\cdot\|$ is an F -norm defining the topology of $E$. The first condition tells us that $\left(\sum_{k=1}^{s} a_{k} S^{n_{k}}\left(x_{k}\right)\right)_{s \geq 1}$ is Cauchy in $E$, hence converges. The second condition tells us that the vector $x:=\sum_{k \geq 1} a_{k} S^{n_{k}}\left(x_{k}\right)$ is supercyclic for $T$.

Theorem 1.3.10. Let $T$ be an operator on E satisfying the Frequent Hypercyclicity Criterion. Then there exists a supercyclic vector $x$ for $T$, a sequence $\left(u_{n}\right)_{n \geq 0}$ in $E$ with $u_{0}=x$ and $T\left(u_{n}\right)=u_{n-1}$ for every $n \geq 1$, and a random variable $X$ with full support such that the random vector

$$
v:=\sum_{n=0}^{\infty} X_{n} T^{n}(x)+\sum_{n=1}^{\infty} X_{-n} u_{n}
$$

is almost surely well-defined and frequently hypercyclic for the operator $T$, and it induces a strongly mixing measure with full support for $T$, where $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is a sequence of i.i.d. copies of $X$.

Proof. Let $S$ be the map and $E_{0}$ be the dense set given by the Frequent Hypercyclicity Criterion and let $\|\cdot\|$ be an F-norm defining the topology of $E$. Let $\left(x_{k}\right)_{k \geq 1}$ be a dense sequence in $E_{0}$.

For each $k \geq 1$, choose a real number $0<a_{k}<1$ such that

$$
\begin{equation*}
\sup _{F \subseteq \mathbb{N}, F \text { finite }}\left\|\sum_{n \in F} a_{k} S^{n}\left(x_{k}\right)\right\| \leq \frac{1}{2^{k}} \tag{1.3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{F \subseteq \mathbb{N}, F}\left\|\sum_{n \in F} a_{k} T^{n}\left(x_{k}\right)\right\| \leq \frac{1}{2^{k}} . \tag{1.3.2}
\end{equation*}
$$

This is possible by (i) and (ii) of the Frequent Hypercyclicity Criterion. Indeed, by unconditional convergence and [57. Theorems 3.3.8 and 3.3.9], there exists $N \geq 1$ such that $\left\|\sum_{n \in F} a_{k} S^{n}\left(x_{k}\right)\right\| \leq 2^{-k-1}$ whenever $\min F \geq N$ and $\left|a_{k}\right| \leq 1$, and by continuity one can choose $a_{k}>0$ small enough to get $\left\|\sum_{n \in F} a_{k} S^{n}\left(x_{k}\right)\right\| \leq 2^{-k-1}$ whenever $\max F \leq N$. The same arguments hold for the second inequality.

Now let $\left(n_{k}\right)_{k \geq 1}$ be the sequence given by Lemma 1.3 .9 and define the vector $x:=\sum_{k \geq 1} a_{k} S^{n_{k}}\left(x_{k}\right)$. If $n \geq 0$, by the triangle inequality and 1.3.1, we have for every $M \geq N \geq 1$ that

$$
\left\|\sum_{k=N}^{M} a_{k} S^{n_{k}+n}\left(x_{k}\right)\right\| \leq \sum_{k=N}^{M}\left\|a_{k} S^{n_{k}+n}\left(x_{k}\right)\right\| \leq \sum_{k=N}^{M} \frac{1}{2^{k}}
$$

and hence

$$
u_{n}:=\sum_{k \geq 1} a_{k} S^{n_{k}+n} x_{k}
$$

$n \geq 0$, is well-defined, where $u_{0}=x$. We also set $u_{n}=T^{-n}(x), n \leq-1$. It is then easy to check that $T\left(u_{n}\right)=u_{n-1}$ for every $n \in \mathbb{Z}$. We will apply Theorem 1.2 .3 to $\left(u_{n}\right)_{n \in \mathbb{Z}}$. For the statement of the theorem, we then replace $\left(X_{n}\right)_{n \in \mathbb{Z}}$ by $\left(X_{-n}\right)_{n \in \mathbb{Z}}$. Note that $\operatorname{span}\left\{u_{n} \mid n \in \mathbb{Z}\right\}$ is dense in $E$ since $x$ is supercyclic for $T$.

Thus it remains to show that $\sum_{n \in \mathbb{Z}} u_{n}$ is unconditionally convergent. Let $\varepsilon>0$ and let $k_{0} \geq 1$ be such that $\sum_{k \geq k_{0}+1} 2^{1-k} \leq \varepsilon$. For each $k \geq 1$, by (i) and (ii) of the Frequent Hypercyclicity Criterion, there exists $N_{k} \geq 1$ such that

$$
\left\|\sum_{n \in F} a_{k} T^{n}\left(x_{k}\right)\right\|<\frac{\varepsilon}{k_{0}} \quad \text { and } \quad\left\|\sum_{n \in F} a_{k} S^{n}\left(x_{k}\right)\right\|<\frac{\varepsilon}{k_{0}}
$$

for every finite set $F \subseteq \mathbb{N}$ with $\min F \geq N_{k}$. Let $F \subseteq \mathbb{N}$ be a finite subset with $\min F \geq \max _{1 \leq k \leq k_{0}}\left(N_{k}+n_{k}\right)$. We have

$$
\begin{aligned}
\sum_{n \in F} u_{-n} & =\sum_{n \in F} \sum_{k \geq 1} a_{k} T^{n} S^{n_{k}}\left(x_{k}\right)=\sum_{k \geq 1} \sum_{n \in F} a_{k} T^{n} S^{n_{k}}\left(x_{k}\right) \\
& =\sum_{k=1}^{k_{0}} \sum_{n \in F} a_{k} T^{n} S^{n_{k}}\left(x_{k}\right)+\sum_{k \geq k_{0}+1} \sum_{n \in F} a_{k} T^{n} S^{n_{k}}\left(x_{k}\right) .
\end{aligned}
$$

The first term is smaller than $\varepsilon$ with respect to $\|\cdot\| \operatorname{since} \min F \geq N_{k}+n_{k}$ for each $1 \leq k \leq k_{0}$. The triangle inequality, condition (iii) of the Frequent Hypercyclicity Criterion and inequalities (1.3.1) and (1.3.2 yield

$$
\begin{aligned}
& \left\|\sum_{k \geq k_{0}+1} \sum_{n \in F} a_{k} T^{n} S^{n_{k}}\left(x_{k}\right)\right\| \leq \sum_{k \geq k_{0}+1}\left\|\sum_{n \in F} a_{k} T^{n} S^{n_{k}}\left(x_{k}\right)\right\| \\
& \quad \leq \sum_{k \geq k_{0}+1}\left(\left\|\sum_{n \in F, n<n_{k}} a_{k} S^{n_{k}-n}\left(x_{k}\right)\right\|+\left\|\sum_{n \in F, n \geq n_{k}} a_{k} T^{n-n_{k}}\left(x_{k}\right)\right\|\right) \\
& \quad \leq \sum_{k \geq k_{0}+1} \frac{2}{2^{k}}
\end{aligned}
$$

By definition of $k_{0}$, we finally get $\left\|\sum_{n \in F} u_{-n}\right\| \leq 2 \varepsilon$. This shows the unconditional convergence of $\sum_{n \leq 0} u_{n}$.

Again by the triangle inequality and (1.3.1), we also have

$$
\begin{aligned}
\left\|\sum_{n \in F} u_{n}\right\| & =\left\|\sum_{n \in F} \sum_{k \geq 1} a_{k} S^{n_{k}+n}\left(x_{k}\right)\right\| \\
& \leq \sum_{k=1}^{k_{0}}\left\|\sum_{n \in F} a_{k} S^{n_{k}+n}\left(x_{k}\right)\right\|+\sum_{k \geq k_{0}+1}\left\|\sum_{n \in F} a_{k} S^{n_{k}+n}\left(x_{k}\right)\right\| \\
& \leq \sum_{k=1}^{k_{0}}\left\|\sum_{n \in F} a_{k} S^{n_{k}+n}\left(x_{k}\right)\right\|+\sum_{k \geq k_{0}+1} \frac{1}{2^{k}} .
\end{aligned}
$$

As before, the first term is smaller than $\varepsilon \operatorname{since} \min F \geq N_{k}$ for each $1 \leq k \leq k_{0}$, and the second term is smaller than $\varepsilon$ by definition of $k_{0}$. This shows the unconditional convergence of $\sum_{n \geq 0} u_{n}$.

Example 1.3.11. Bonilla and Grosse-Erdmann [22, Theorem 4.2] used the Frequent Hypercyclicity Criterion to prove the frequent hypercyclicity of the translation operators $T_{a}: H(\mathbb{C}) \longrightarrow H(\mathbb{C}), f \longrightarrow f(\cdot+a), a \in \mathbb{C} \backslash\{0\}$. Therefore, Theorem 1.3.10 says that each operator $T_{a}, a \in \mathbb{C} \backslash\{0\}$, has an almost surely frequently hypercyclic random vector.

## 1.4 $A$-frequent hypercyclicity

A frequently hypercyclic vector for a given operator $T$ means that this vector visits via $T$ each non-empty open set of the space plenty of times. The number of visits is quantified by the lower density. Quite recently in the literature, other ways of quantifying how often the orbit of a vector visits every region of the space have been studied, see 38 and 39 .

The notions of regular and strongly regular matrices can be found in 23].
Definition 1.4.1. Let $A=\left(a_{i, j}\right)_{i, j \geq 1}$ be an infinite matrix of complex numbers. Then $A$ is
(i) regular if $\sup _{n \geq 1} \sum_{j \geq 1}\left|a_{n, j}\right|<\infty, \lim _{n \rightarrow \infty} a_{n, j}=0$ for every $j \geq 1$, and $\lim _{n \rightarrow \infty} \sum_{j \geq 1} a_{n, j}=1$,
(ii) strongly regular if $A$ is regular and $\lim _{n \rightarrow \infty} \sum_{j \geq 1}\left|a_{n, j}-a_{n, j+1}\right|=0$,
(iii) stochastic if for all $n, j \geq 1$, one has $a_{n, j} \geq 0$ and $\sum_{j \geq 1} a_{n, j}=1$.

Definition 1.4.2. Let $A$ be a regular matrix with non-negative real entries. The lower $A$-density of a set $F \subseteq \mathbb{N}$ is the quantity

$$
d_{A}(F)=\liminf _{n \rightarrow \infty} \sum_{j=1}^{\infty} a_{n, j} \mathbf{1}_{F}(j)
$$

Definition 1.4.3. Let $A$ be a regular matrix with non-negative real entries. Let $E$ be an F-space. An operator $T: E \longrightarrow E$ is $A$-frequently hypercyclic if there exists $x \in E$ such that, for every non-empty open set $U$ of $E$, the set $\left\{n \in \mathbb{N} \mid T^{n}(x) \in U\right\}$ has positive lower $A$-density. Such a vector is called a $A$-frequently hypercyclic vector for $T$.

Example 1.4.4. When the matrix $A$ is given by $a_{n, j}=1 / n$ for $1 \leq j \leq n$ and $a_{n, j}=0$ for $j>n$, $A$-frequent hypercyclicity is the classic frequent hypercyclicity. When $a_{n, j}=1 /(j \log (n+1))$ for $1 \leq j \leq n$ and $a_{n, j}=0$ for $j>n$, $A$-frequent hypercyclicity is the so-called log-frequent hypercyclicity.

The random vector constructed in Theorem 1.1 .8 is frequently hypercyclic. In order to prove that this vector is also $A$-frequently hypercyclic for certain regular matrices $A$, the following generalized Birkhoff ergodic theorem will be needed.

Theorem 1.4.5 ([53, Theorem 8]). Let $(M, \mathcal{B}, \mu)$ be a probability space and $A=$ $\left(a_{i, j}\right)_{i, j \geq 1}$ be a stochastic strongly regular matrix. Let $T: M \longrightarrow M$ be a measurepreserving and ergodic map, and let $f \in L^{1}(M, \mu)$. Then

$$
\lim _{n \rightarrow \infty} \sum_{j=1}^{\infty} a_{n, j}\left(f \circ T^{j-1}\right)=\int_{M} f \mathrm{~d} \mu \mu-a . s .
$$

Theorem 1.4.6. Let $E$ be a locally bounded or locally convex F-space. Let $T: E \longrightarrow$ $E$ be an operator and let $\left(u_{n}\right)_{n \in \mathbb{Z}}$ be a sequence in $E$ such that $T\left(u_{n}\right)=u_{n-1}$ for every $n \in \mathbb{Z}$ and $\operatorname{span}\left\{u_{n} \mid n \in \mathbb{Z}\right\}$ is dense in $E$. Let $X$ be a random variable of full support and let $\left(X_{n}\right)_{n \in \mathbb{Z}}$ be a sequence of i.i.d. copies of $X$. Assume that there exists a sequence of positive numbers $\left(\delta_{n}\right)_{n \in \mathbb{Z}}$ such that

$$
\sum_{n \in \mathbb{Z}} \mathbb{P}\left(|X| \geq \delta_{n}\right)<\infty
$$

and the series $\sum_{n \in \mathbb{Z}} \delta_{n} u_{n}$ is unconditionally convergent in $E$. Then the random vector

$$
v:=\sum_{n=-\infty}^{\infty} X_{n} u_{n}
$$

is almost surely well-defined. Furthermore, let $A$ be a stochastic strongly regular matrix. Then $v$ is almost surely $A$-frequently hypercyclic for $T$.

Proof. The proof is exactly the same as the proof of Theorem 1.1 .8 by using Theorem 1.4.5 instead of the Birkhoff Ergodic Theorem.

Theorem 1.4.5 allows us to recover the result of Ernst and Mouze 39, Theorem 3.9] in the case of iterates of a single operator. They considered the matrix $\widetilde{D}_{s}=$ $\left(a_{n, j}\right)_{n, j \geq 1}$ given by $a_{n, j}:=\alpha_{j} / \sum_{k=k_{0}}^{n} \alpha_{k}$ for $1 \leq j \leq n$ and $a_{n, j}=0$ for $j>n$, where $\alpha_{k}:=e^{k / \log _{s}(k)}$ if $k \geq k_{0}$ and $\alpha_{k}=0$ otherwise. Here, $s \geq 1$ is a positive integer, $\log _{s}$ denotes the logarithm iterates $s$ times and $k_{0}$ is a sufficiently large positive integer such that the sequence $\left(k / \log _{s}(k)\right)_{k \geq k_{0}}$ is increasing. Let us show that the matrix $\widetilde{D}_{s}$ is strongly regular and stochastic.

Lemma 1.4.7. The matrix $\widetilde{D}_{s}$ defined above is strongly regular and stochastic.
Proof. It is trivially checked that $\widetilde{D}_{s}$ is stochastic and regular. Let us show that $\widetilde{D}_{s}$ is strongly regular.

Let $n \geq 1$ be large. Define $S_{n}:=\sum_{k=k_{0}}^{n} \alpha_{k}$. By definition of $\widetilde{D}_{s}$, we have

$$
\lim _{n \rightarrow \infty} \sum_{j=1}^{\infty}\left|a_{n, j}-a_{n, j+1}\right|=\sum_{k=k_{0}}^{n-1} \frac{\alpha_{k+1}-\alpha_{k}}{S_{n}}+\frac{\alpha_{n}}{S_{n}}=\frac{2 \alpha_{n}}{S_{n}}-\frac{\alpha_{k_{0}}}{S_{n}}
$$

We will show that $S_{n} \asymp e^{n / \log _{s}(n)} \log _{s}(n)$, where $a \asymp b$ means $a \leq b$ and $b \leq a$ up to some constants independent of $n \in \mathbb{N}$ or $x>0$, and this will imply that $\lim _{n \rightarrow \infty} \alpha_{n} / S_{n}=0$, thus will conclude the proof.

Define the function

$$
f:\left[k_{0}, \infty\left[\longrightarrow \mathbb{R}, x \longmapsto e^{x / \log _{s}(x)} \log _{s}(x)\right.\right.
$$

For every $x \geq k_{0}$, the derivative of $f$ is given by

$$
\begin{align*}
\partial_{x} f(x) & =e^{x / \log _{s}(x)} \log _{s}(x)\left(\frac{1}{\log _{s}(x)}-\frac{x}{\log _{s}(x)^{2}} \frac{1}{x \prod_{j=1}^{s-1} \log _{j}(x)}\right)+\frac{e^{x / \log _{s}(x)}}{x \prod_{j=1}^{s-1} \log _{j}(x)} \\
& =e^{x / \log _{s}(x)}\left(1+\frac{1}{\prod_{j=1}^{s-1} \log _{j}(x)}\left(\frac{1}{x}-\frac{1}{\log _{s}(x)}\right)\right) \tag{1.4.1}
\end{align*}
$$

From this, it follows that

$$
\begin{equation*}
\partial_{x} f(x) \asymp e^{x / \log _{s}(x)} \tag{1.4.2}
\end{equation*}
$$

The map $x \longmapsto \frac{1}{x}-\frac{1}{\log _{s}(x)}$ is increasing for $x>0$ large. Then the second factor in the right-hand term of $\sqrt{1.4 .1)}$ is positive and increasing, and since the first factor is also positive and increasing for $x$ large, we deduce that the derivative of $f$ is increasing for $x$ large. Therefore, for all $n \geq 1$ large enough, we have

$$
\begin{align*}
f(n) & =\sum_{k=k_{0}}^{n-1}(f(k+1)-f(k))=\sum_{k=k_{0}}^{n-1} \int_{k}^{k+1} \partial_{x} f(x) \mathrm{d} x \\
& \lesssim \sum_{k=k_{0}}^{n-1} \partial_{x} f(k+1) \asymp \sum_{k=k_{0}}^{n} \partial_{x} f(k), \tag{1.4.3}
\end{align*}
$$

and similarly

$$
\begin{equation*}
f(n) \gtrsim \sum_{k=k_{0}}^{n} \partial_{x} f(k)-\partial_{x} f(n) \tag{1.4.4}
\end{equation*}
$$

By using (1.4.3) and 1.4.2, we get

$$
\frac{\partial_{x} f(n)}{\sum_{k=k_{0}}^{n} \partial_{x} f(k)} \lesssim \frac{\partial_{x} f(n)}{f(n)} \asymp \frac{e^{n / \log _{s}(n)}}{e^{n / \log _{s}(n)} \log _{s}(n)}
$$

which converges to 0 when $n$ goes to $\infty$. Then, by 1.4.3, 1.4.4 and 1.4.2, we finally get that $f(n) \asymp S_{n}$.

Corollary 1.4.8. Let $E$ be a locally bounded or locally convex F-space. Let $T$ : $E \longrightarrow E$ be an operator satisfying the Frequent Hypercyclicity Criterion. Then $T$ has a random vector that is almost surely $\widetilde{D}_{s}$-frequently hypercyclic for $T$ for any $s \geq 1$.

Remark 1.4.9. It was already pointed out in [39, Remark 3.10(2)] that [39, Theorem 3.9] can also be proved thanks to ergodic theory arguments via Theorem 1.4.5. Theorem 1.4.6 originates from that remark.

## Chapter 2

## Random vectors and $C_{0}$-semigroups

We investigate in this chapter the case of $C_{0}$-semigroups. Two approaches to finding a frequently hypercyclic vector are presented.

The idea of the first approach is to try to mimic what has been done in Section 1.1 . However, only a result analogous to Proposition 1.1.4 for semigroups will be proved, namely Proposition 2.2.2. The sequence of random variables $\left(X_{n}\right)_{n \in \mathbb{Z}}$ in Proposition 1.1 .4 is replaced by the Brownian motion. This means that for semigroups, we are a priori quite restrictive since only the normal distribution is considered. For a $C_{0^{-}}$ semigroup $\left(T_{t}\right)_{t \geq 0}$ on a separable Fréchet space $E$, we will assume that there exists a family $\left(u_{t}\right)_{t \in \mathbb{R}}$ of vectors of $E$ such that $T_{s}\left(u_{t}\right)=u_{t-s}$ for every $s \geq 0$ and $t \in \mathbb{R}$. Instead of a series as in Proposition 1.1.4, we will integrate this family of vectors with respect to the Brownian motion. It is thus a stochastic integral for functions with values in a Fréchet space. It should be noted that we have not been able to find any examples of this method.

The second approach is inspired by the results of Chakir and El Mourchid [26]. Again, we will construct a frequently hypercyclic random vector via a stochastic integral, see Theorem 2.3.1. The family $\left(u_{t}\right)_{t}$ will consist of eigenvectors of the generator of the semigroup with respect to purely imaginary eigenvalues, hence only complex Fréchet spaces will be considered. This time, we will have three examples of this approach.

The stochastic integral for scalar-valued functions is the well-known Itô integral, see Section 0.4. The case of Fréchet space-valued integrands is more delicate and seems to be quite recent in the literature. We will use the definition of van Neerven and Weis 96 . Their stochastic integral is defined in a Pettis manner for Banach spacevalued functions defined on a bounded interval. Nevertheless, it can be extended for Fréchet space-valued functions defined on an arbitrary interval, and their results still hold with the same proofs.

Recall that by Remark 0.1.44, a $C_{0}$-semigroup $\left(T_{t}\right)_{t \geq 0}$ has the same set of frequently hypercyclic vectors as each $T_{t}, t>0$. Therefore, we could apply Theorem 1.2 .3 to $T_{1}$, but this would not guarantee that the resulting measure is strongly mixing
for the semigroup.
This chapter is divided into three parts. Section 2.1 defines and states some properties of the stochastic integral for Fréchet space-valued functions. Some proofs that differ from [96] are postponed to Section A.3 of the appendix. Sections 2.2 and 2.3 present the first and second approaches, respectively.

For the remainder of the chapter, let $E$ be a separable Fréchet space over $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$, and let $\left(B_{t}\right)_{t \in \mathbb{R}}$ be a Brownian motion over a probability space $(\Omega, \mathcal{A}, \mathbb{P})$. This stochastic process is real (resp. complex) if $E$ is real (resp. complex).

### 2.1 Stochastic integral in Fréchet spaces

This section is devoted to the definition and some properties of the stochastic integral in vector spaces developed by van Neerven and Weis 96 . They defined the integral for functions on a bounded interval and with values in a real Banach space. Nevertheless, it can be defined for functions on an arbitrary interval and with values in a real or complex Fréchet space, and the relevant properties still hold with essentially the same proofs. For measurable functions taking values in a separable Banach space, the definition of the stochastic integral from 96] coincides with that of Rosinski and Suchanecki 86, see Theorem 2.1.6.

Proofs of the results for which modifications in the Fréchet case might not be obvious are given in Section A.3. In the sequel, we will only prove some results that are not in 96 .

For the remainder of this section, let $I \subseteq \mathbb{R}$ be an interval, which can be unbounded. See Section 0.4 for a reminder of the Itô integral.

Definition 2.1.1. Let $\phi: I \longrightarrow E$ be a weakly $L^{2}$ function. Then $\phi$ is called stochastically integrable if for all measurable sets $A \in \mathscr{B}(I)$, there exists a random vector $Y_{A}: \Omega \longrightarrow E$ such that for all $x^{*} \in E^{*}$, one has

$$
x^{*}\left(Y_{A}\right)=\int_{I} \mathbf{1}_{A}(t) x^{*}(\phi(t)) \mathrm{d} B_{t}
$$

almost surely. In that case, we write $Y_{A}=\int_{A} \phi(t) \mathrm{d} B_{t}$.
The random vectors $Y_{A}$ are Gaussian since $x^{*}\left(Y_{A}\right)$ is a Gaussian random variable for any $x^{*} \in E^{*}$. Furthermore, they are uniquely determined almost surely. Indeed, assume that $Y$ is a random vector such that $x^{*}(Y)=0$ almost surely, for any $x^{*} \in$ $E^{*}$. Since $E$ is separable, the topological space $\left(E^{*}, \sigma\left(E^{*}, E\right)\right)$ is also separable by [89, Subsection IV.1.7]. Let $\left(x_{n}^{*}\right)_{n \in \mathbb{N}} \subseteq E^{*}$ be a dense sequence in $\left(E^{*}, \sigma\left(E^{*}, E\right)\right.$ ), which thus separates points of $E$. Then almost surely, $x_{n}^{*}(Y)=0$ for all $n \in \mathbb{N}$, which is equivalent to $Y=0$ almost surely.

By the Fernique theorem, see Theorem 0.5.3 we have $Y_{A} \in L^{p}(\Omega ; E)$ for every $1 \leq p<\infty$. See Section A.1 for the definition of the spaces $L^{p}(\Omega ; E), 1 \leq p<\infty$. Here are two easy consequences of Definition 2.1.1.

Lemma 2.1.2 ([96, pp. 138 and 139]). Let $\phi, \psi: I \longrightarrow E$ be two stochastically integrable functions, let $a, b \in \mathbb{K}$ and $T: E \longrightarrow F$ be a continuous linear map,
where $F$ is another separable Fréchet space. Then the functions $a \phi+b \psi$ and $T \phi$ are stochastically integrable, and we have

$$
\int_{I}(a \phi(t)+b \psi(t)) \mathrm{d} B_{t}=a \int_{I} \phi(t) \mathrm{d} B_{t}+b \int_{I} \psi(t) \mathrm{d} B_{t}
$$

and

$$
\int_{I} T \phi(t) \mathrm{d} B_{t}=T \int_{I} \phi(t) \mathrm{d} B_{t}
$$

In the case of scalar-valued functions, any square-integrable function is stochastically integrable. In a Fréchet space, this is no longer true: for every $1 \leq p<2$, there exists a bounded measurable function defined on $[0,1]$ with values in $\ell^{p}$ that is not stochastically integrable, see [86, Example 3.1].

Definition 2.1.3. Let $\phi: I \longrightarrow E$ be a weakly $L^{2}$ function. We define the conjugatelinear map $I_{\phi}: L^{2}(I) \longrightarrow\left(E^{*}\right)^{\prime}$ by

$$
I_{\phi}(f): E^{*} \longrightarrow \mathbb{K}, x^{*} \longmapsto \int_{I} x^{*}(\phi(t)) \overline{f(t)} \mathrm{d} t
$$

for every $f \in L^{2}(I)$.
Here, $\left(E^{*}\right)^{\prime}$ denotes the algebraic dual of $E^{*}$.
We will say that $I_{\phi}$ is $\gamma$-radonifying if $I_{\phi}$ takes values in $E$ and the linear map $I_{\phi} S$ is $\gamma$-radonifying, where $S: L^{2}(I)^{*} \longrightarrow L^{2}(I)$ is the canonical isometry. This is equivalent to saying that $\sum_{n \geq 0} g_{n} I_{\phi}\left(f_{n}\right)$ converges almost surely in $E$, where $\left(g_{n}\right)_{n \in \mathbb{N}}$ is a sequence of i.i.d. standard Gaussian random variables and $\left(f_{n}\right)_{n \in \mathbb{N}}$ is an orthonormal basis of $L^{2}(I)$. Note that $L^{2}(I)$ is separable by [50, Proposition 1.2.29].

The map associated with a weakly $L^{2}$ function characterizes its stochastic integrability, as the next result says. Its proof is postponed to Section A.3.

Theorem 2.1.4 ([96, Theorem 2.3]). Let $\phi: I \longrightarrow E$ be a weakly $L^{2}$ function. The following assertions are equivalent, where $c=1$ if $\mathbb{K}=\mathbb{R}$ and $c=2$ if $\mathbb{K}=\mathbb{C}$ :
(i) $\phi$ is stochastically integrable,
(ii) there exists a random vector $Y: \Omega \longrightarrow E$ such that for every $x^{*} \in E^{*}$, we have

$$
x^{*}(Y)=\int_{I} x^{*}(\phi(t)) \mathrm{d} B_{t}
$$

almost surely,
(iii) there exists a Gaussian measure $\mu$ on $E$ with covariance operator $Q: E^{*} \longrightarrow E$ such that for every $x^{*} \in E^{*}$,

$$
c \int_{I}\left|x^{*}(\phi(t))\right|^{2} \mathrm{~d} t=x^{*} Q x^{*}
$$

(iv) there exist a separable Hilbert space $H$ and a $\gamma$-radonifying operator $T: H \longrightarrow E$ such that for every $x^{*} \in E^{*}$,

$$
c \int_{I}\left|x^{*}(\phi(t))\right|^{2} \mathrm{~d} t \leq\left\|T^{*}\left(x^{*}\right)\right\|_{H}^{2}
$$

(v) the map $I_{\phi}$ takes values in $E$, and is continuous and $\gamma$-radonifying.

If one of these assertions holds, then $\phi$ is Pettis integrable on every bounded interval included in $I$, and $\mu$ is the distribution of the random vector $\int_{I} \phi(t) \mathrm{d} B_{t}$.

This theorem also shows that if a function is stochastically integrable with respect to some Brownian motion, then it is stochastically integrable with respect to any Brownian motion.

Although the stochastic integral is defined in a Pettis manner, any stochastically integrable function can be approximated by step functions.
Definition 2.1.5. A step function $\phi: I \longrightarrow E$ is a function of the form $\phi=$ $\sum_{i=1}^{n} a_{i} \mathbf{1}_{] t_{i-1}, t_{i}[ }$ where $a_{i} \in E$ for all $1 \leq i \leq n, n \in \mathbb{N}_{0}$ and $t_{0} \leq \cdots \leq t_{n} \in I$.

Remark that every step function is stochastically integrable.
Theorem 2.1.6 ([96, Theorem 2.5]). Let $\phi: I \longrightarrow E$ be a weakly $L^{2}$ function. Then $\phi$ is stochastically integrable if and only if there exists a sequence $\left(\phi_{n}\right)_{n \in \mathbb{N}}$ of step functions such that
(i) for all $x^{*} \in E^{*}, \lim _{n \rightarrow \infty} x^{*} \phi_{n}=x^{*} \phi$ in measure,
(ii) there exists a random vector $Y: \Omega \longrightarrow E$ such that $Y=\lim _{n \rightarrow \infty} \int_{I} \phi_{n}(t) \mathrm{d} B_{t}$ in probability.

In that case, we have $Y=\int_{I} \phi(t) \mathrm{d} B_{t}$, the convergence in (i) is in $L^{2}(I)$, and the convergence in (ii) is in $L^{p}(\Omega ; E)$ for every $1 \leq p<\infty$.

See Section A.3 for the proof of Theorem 2.1.6. This characterization of the stochastic integral has been taken as its definition in 86 for Banach space-valued measurable functions.

The proof of the next result follows the same lines as [96, Corollary 2.8].
Proposition 2.1.7. Let $\phi:[0, \infty[\longrightarrow E$ be stochastically integrable. Then

$$
\lim _{t \rightarrow \infty} \int_{0}^{t} \phi(s) \mathrm{d} B_{s}=\int_{0}^{\infty} \phi(s) \mathrm{d} B_{s}
$$

in $L^{p}(\Omega ; E)$, for every $1 \leq p<\infty$.
Proof. Let $\|\cdot\|$ be a continuous seminorm, and let $1 \leq p<\infty$. Let $\left(t_{n}\right)_{n \geq 0}$ be a sequence of positive numbers converging to $\infty$. Let $n \geq 0$. Denote by $R_{n}$ the covariance operator of the distribution $\nu_{n}$ of $\int_{t_{n}}^{\infty} \phi(s) \mathrm{d} B_{s}$, and let $Q$ be the covariance operator of the distribution $\mu$ of $\int_{0}^{\infty} \phi(s) \mathrm{d} B_{s}$. By Theorem 2.1.4 we get

$$
x^{*} R_{n} x^{*}=c \int_{t_{n}}^{\infty}\left|x^{*} \phi\right|^{2} \mathrm{~d} s \leq c \int_{0}^{\infty}\left|x^{*} \phi\right|^{2} \mathrm{~d} s=x^{*} Q x^{*}
$$

where $c=1$ if $\mathbb{K}=\mathbb{R}$ and $c=2$ if $\mathbb{K}=\mathbb{C}$. By Theorem 0.5.12 this implies that the sequence $\left(\nu_{n}\right)_{n \geq 0}$ is uniformly tight. On the other hand, we also have $\lim _{n \rightarrow \infty} x^{*} R_{n} x^{*}=0$. By Theorem 0.5.7, we deduce that $\lim _{n \rightarrow \infty} \widehat{\nu_{n}}\left(x^{*}\right)=1$ for all $x^{*} \in E^{*}$. Therefore, by 95 , Theorems I.3.6 and IV.3.1], we get that $\lim _{n \rightarrow \infty} \nu_{n}=\delta_{0}$ weakly, where $\delta_{0}$ is the Dirac measure at 0 (that is, $\delta_{0}(A)=1$ if $0 \in A$ and $\delta_{0}(A)=0$ if $0 \notin A$, for all $A \in \mathscr{B}(E))$.

We conclude the proof by using 19 , Corollary 3.8 .8 . We just need to check that

$$
\lim _{R \rightarrow \infty} \sup _{n \in \mathbb{N}} \int_{\left\{x \in E,\|x\|^{p}>R\right\}}\|x\|^{p} \mathrm{~d} \nu_{n}(x)=0
$$

Let $\varepsilon>0$. Since $\left(\nu_{n}\right)_{n \geq 0}$ is uniformly tight, there exists a compact set $K \subseteq E$, thus bounded, such that $\nu_{n}(\bar{K})>1-\varepsilon$. Let $R>0$ be so large that $K \subseteq\left\{x \in E,\|x\|^{p} \leq R\right\}$. For all $n \geq 0$, by the Cauchy-Schwarz inequality and Theorem 0.5 .12 , we get that

$$
\begin{aligned}
\int_{\left\{x \in E,\|x\|^{p}>R\right\}}\|x\|^{p} \mathrm{~d} \nu_{n}(x) & \leq\left(\int_{E}\|x\|^{p} \mathrm{~d} \nu_{n}(x)\right)^{1 / 2}\left(\int_{E} \mathbf{1}_{\left\{x \in E,\|x\|^{p}>R\right\}}^{2} \mathrm{~d} \nu_{n}(x)\right)^{1 / 2} \\
& \leq\left(\int_{E}\|x\|^{p} \mathrm{~d} \mu(x)\right)^{1 / 2} \varepsilon^{1 / 2}
\end{aligned}
$$

We conclude that $\sup _{n \geq 0} \int_{\left\{x \in E,\|x\|^{p}>R\right\}}\|x\|^{p} \mathrm{~d} \nu_{n}(x) \leq M \varepsilon^{1 / 2}$ for some constant $M \geq$ 0 . Since $\varepsilon$ was arbitrary, we are done.

Lemma 2.1.8. Let $\phi: I \longrightarrow E$ be stochastically integrable. Then for any $s \in \mathbb{R}$, $\phi(\cdot-s)$ is stochastically integrable on $I+s$ and the random vectors $\int_{I+s} \phi(t-s) \mathrm{d} B_{t}$ and $\int_{I} \phi(t) \mathrm{d} B_{t}$ are identically distributed.
Proof. For all $x^{*} \in E^{*}$, we have by a change of variables and Theorem 2.1.4 that

$$
c \int_{I+s}\left|x^{*}(\phi(t-s))\right|^{2} \mathrm{~d} t=c \int_{I}\left|x^{*}(\phi(t))\right|^{2} \mathrm{~d} t=x^{*} Q x^{*}
$$

where $c=1$ if $\mathbb{K}=\mathbb{R}$ and $c=2$ if $\mathbb{K}=\mathbb{C}$, and $Q$ is the covariance operator of the distribution $\mu$ of $\int_{I} \phi(t) \mathrm{d} B_{t}$. By Theorem 2.1.4 we deduce that $\phi(\cdot-s)$ is stochastically integrable and $\mu$ is the distribution of $\int_{I+s} \phi(t-s) \mathrm{d} B_{t}$.
Lemma 2.1.9. Let $A, B \in \mathscr{B}(I)$ and $\phi, \varphi: I \longrightarrow E$ be two stochastically integrable functions. If $A$ and $B$ are disjoint then the random vectors $\int_{A} \phi(t) \mathrm{d} B_{t}$ and $\int_{B} \varphi(t) \mathrm{d} B_{t}$ are independent.

Proof. The random vectors $X:=\int_{A} \phi(t) \mathrm{d} B_{t}$ and $Y:=\int_{B} \varphi(t) \mathrm{d} B_{t}$ are independent if and only if $x^{*}(X)$ and $y^{*}(Y)$ are independent for all $x^{*}, y^{*} \in E^{*}$, see [25, p. 23]. By Lemma 2.1.2 and Itô isometry, we have

$$
\begin{aligned}
\left\langle x^{*}(X), y^{*}(Y)\right\rangle_{L^{2}(\Omega)} & =\left\langle\int_{A} x^{*}(\phi(t)) \mathrm{d} B_{t}, \int_{B} y^{*}(\varphi(t)) \mathrm{d} B_{t}\right\rangle_{L^{2}(\Omega)} \\
& =c\left\langle x^{*} \phi, y^{*} \varphi\right\rangle_{L^{2}(I)}=0,
\end{aligned}
$$

where $c=1$ if $\mathbb{K}=\mathbb{R}$ and $c=2$ if $\mathbb{K}=\mathbb{C}$. Since $\left(x^{*}(X), y^{*}(Y)\right)$ is a Gaussian random vector by linearity of the stochastic integral, this implies that $x^{*}(X)$ and $y^{*}(Y)$ are independent by [51, Proposition E.2.12].

We end this section with a result characterizing the stochastically integrable functions with values in a space of functions. This will be useful for concrete examples.

Recall the definition of cotype.
Definition 2.1.10. Let $E$ be a Banach space and $2 \leq q \leq \infty$. Then $E$ has cotype $q$ if there exists $C>0$ such that for all $n \in \mathbb{N}_{0}$ and every $x_{1}, \ldots, x_{n} \in E$, we have

$$
\left\|\left(x_{k}\right)_{k=1}^{n}\right\|_{q} \leq C\left\|\sum_{k=1}^{n} g_{k} x_{k}\right\|_{L^{1}(\Omega, \mathbb{P} ; E)},
$$

where $\left(g_{k}\right)_{k=1}^{n}$ is a sequence of independent standard Gaussian variables.
Every Banach space has cotype $\infty$. The space $c_{0}$ has no finite cotype, see $[51$, Corollary 7.1.10].

Theorem 2.1.11. Let $(S, \mathcal{B}, \mu)$ be a $\sigma$-finite measure space, let $1 \leq p<\infty$, and set $E:=L^{p}(S, \mathcal{B}, \mu)$. Then a measurable function $\phi: I \longrightarrow E$ is stochastically integrable if and only if

$$
\left\|\left(\int_{I}|\phi(t, \cdot)|^{2} \mathrm{~d} t\right)^{1 / 2}\right\|_{E}<\infty
$$

Theorem 2.1.11 is a direct consequence of 96, Corollary 2.10] by noticing that $L^{p}(S, \mathcal{B}, \mu)$ has finite cotype for any $1 \leq p<\infty$, see [51, Proposition 7.1.4].

### 2.2 Random vector: First method

The idea of the first method to get a random vector for semigroups is to reuse the arguments of Section 1.1 for a single operator by replacing series with stochastic integrals. However, we have not been able to prove results analogous to Theorems 1.1 .8 or 1.2 .3 for $C_{0}$-semigroups. Furthermore, we did not find any example of $C_{0^{-}}$ semigroups that satisfies the assumptions of the only result we obtained, Proposition 2.2.2. Nevertheless, this part was left as it might still be interesting.

The final parts of the proofs of the main results of Sections 2.2 and 2.3 are the same, so we put it in a lemma.

Lemma 2.2.1. Let $\left(T_{t}\right)_{t \geq 0}$ be a $C_{0}$-semigroup on $E$. Let $v: \Omega \longrightarrow E$ be a random vector such that its probability distribution is ergodic for $\left(T_{t}\right)_{t>0}$ and $\mathbb{P}(v \in O)>0$ for every non-empty open subset $O$ of $E$. Then $v$ is almost surely frequently hypercyclic for $\left(T_{t}\right)_{t \geq 0}$.

Proof. Let $\mu$ be the probability distribution of $v$. Let $O$ be a non-empty open subset of $E$. The Birkhoff Ergodic Theorem for semigroups, Theorem 0.1.46, can be applied to $T$ and $\mu$ and gives

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{N}\left(\mathbf{1}_{O} \circ T_{t}\right)(x) \mathrm{d} t=\mu(O) \mu \text {-a.s. }
$$

Let $A$ be a Borel subset of $E$ such that $\mu(A)=1$ and the previous equality holds everywhere on $A$. Then, if we set $B:=v^{-1}(A) \subseteq \Omega$, we have $\mathbb{P}(B)=\mathbb{P}\left(v^{-1}(A)\right)=$ $\mu(A)=1$ and

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \int_{0}^{N}\left(\mathbf{1}_{O} \circ T_{t}\right)(v) \mathrm{d} t=\mathbb{P}(v \in O)>0
$$

on $B$. Since $E$ is separable, we can take a countable base of open subsets of $E$ and get that almost surely, the set $\left\{t \geq 0 \mid T_{t}(v) \in O\right\}$ has positive lower density for every non-empty open subset $O$ of $E$. The random vector $v$ is therefore almost surely frequently hypercyclic for $\left(T_{t}\right)_{t \geq 0}$.

The next proposition is the analogous result to Proposition 1.1.4. Their proofs are the same, but we need to use the Birkhoff Ergodic Theorem for semigroups through Lemma 2.2.1, and replace all series with stochastic integrals.

Proposition 2.2.2. Let $\left(T_{t}\right)_{t \geq 0}$ be a $C_{0}$-semigroup on $E$, and let $\left(u_{t}\right)_{t \in \mathbb{R}}$ be a family of vectors in $E$ such that $T_{s}\left(u_{t}\right)=u_{t-s}$ for every $s \geq 0$ and $t \in \mathbb{R}$. Let $\left(B_{t}\right)_{t \in \mathbb{R}}$ be a Brownian motion. Assume that $t \longmapsto u_{t}$ is stochastically integrable, and set

$$
v:=\int_{\mathbb{R}} u_{t} \mathrm{~d} B_{t}
$$

If $\mathbb{P}(v \in O)>0$ for every non-empty open subset $O$ of $E$, then $v$ is almost surely frequently hypercyclic for the $C_{0}$-semigroup $\left(T_{t}\right)_{t \geq 0}$, and it induces a strongly mixing measure with full support for $\left(T_{t}\right)_{t \geq 0}$.

Proof. Define the probability measure

$$
\mu: \mathscr{B}(E) \longrightarrow[0,1], A \longmapsto \mathbb{P}(v \in A) .
$$

Let $s \geq 0$, we first show that $\mu$ is $T_{s}$-invariant. Let $A \in \mathscr{B}(E)$. By the definitions of $\mu$ and $v$ and by Lemmas 2.1.2 and 2.1.8 we have

$$
\mu\left(T_{s}^{-1}(A)\right)=\mathbb{P}\left(T_{s}(v) \in A\right)=\mathbb{P}\left(\int_{\mathbb{R}} u_{t-s} \mathrm{~d} B_{t} \in A\right)=\mathbb{P}\left(\int_{\mathbb{R}} u_{t} \mathrm{~d} B_{t} \in A\right)
$$

We conclude by definitions of $v$ and $\mu$ that $\mu\left(T_{s}^{-1}(A)\right)=\mathbb{P}(v \in A)=\mu(A)$. The measure $\mu$ is thus $T_{s}$-invariant.

Now we claim that $\mu$ is $\left(T_{t}\right)_{t \geq 0}$-strongly mixing. Let $f$ and $g$ be two bounded and continuous real-valued functions defined on $E$. We aim to show that

$$
\lim _{t \rightarrow \infty} \int_{E}\left(f \circ T_{t}\right) g \mathrm{~d} \mu=\int_{E} f \mathrm{~d} \mu \int_{E} g \mathrm{~d} \mu .
$$

Since the set of bounded continuous functions on $E$ is dense in $L^{2}(E, \mu)$ by 31 , Theorem 18.1], this will imply the claim by [31, p. 26]. First, by definition of $\mu$, this is equivalent to showing that

$$
\lim _{t \rightarrow \infty} \int_{\Omega} f\left(T_{t}(v)\right) g(v) \mathrm{d} \mathbb{P}=\int_{\Omega} f(v) \mathrm{d} \mathbb{P} \int_{\Omega} g(v) \mathrm{d} \mathbb{P}
$$

Let $\varepsilon>0$. Since $f$ and $g$ are continuous and bounded, by Proposition 2.1.7. Lemma A.1.3 and the Dominated Convergence Theorem, there exists $N \geq 0$ such that

$$
\begin{equation*}
\left\|g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right)-g(v)\right\|_{L^{1}(\Omega, \mathbb{P})}<\varepsilon \tag{2.2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f\left(\int_{-N}^{\infty} u_{t} \mathrm{~d} B_{t}\right)-f(v)\right\|_{L^{1}(\Omega, \mathbb{P})}<\varepsilon \tag{2.2.2}
\end{equation*}
$$

Let $s>2 N$, write

$$
\begin{align*}
f\left(T_{s}(v)\right) g(v)= & f\left(T_{s}(v)\right) g(v)-f\left(T_{s}(v)\right) g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right) \\
& +f\left(T_{s}(v)\right) g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right)-f\left(\int_{-N+s}^{\infty} u_{t-s} \mathrm{~d} B_{t}\right) g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right) \\
& +f\left(\int_{-N+s}^{\infty} u_{t-s} \mathrm{~d} B_{t}\right) g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right) \tag{2.2.3}
\end{align*}
$$

For the first two terms, using the assumption that $f$ is bounded and the inequality (2.2.1) yield

$$
\begin{aligned}
& \mid \int_{\Omega} f\left(T_{s}(v)\right) g(v) \mathrm{d} \mathbb{P}-\int_{\Omega} f\left(T_{s}(v)\right) g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right) \mathrm{d} \mathbb{P} \mid \\
& \leq\|f\|_{\infty}\left\|g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right)-g(v)\right\|_{L^{1}(\Omega, \mathbb{P})} \leq\|f\|_{\infty} \varepsilon
\end{aligned}
$$

Now, for the third and fourth terms, define the random vectors

$$
X:=\int_{-\infty}^{-N+s} u_{t-s} \mathrm{~d} B_{t}, Y:=\int_{-N+s}^{\infty} u_{t-s} \mathrm{~d} B_{t}, U:=\int_{-\infty}^{-N} u_{t} \mathrm{~d} B_{t}, V:=\int_{-N}^{\infty} u_{t} \mathrm{~d} B_{t}
$$

Then Lemma 2.1.8 implies that $X$ and $U$ are identically distributed, and so are $Y$ and $V$. By Lemma 2.1.9, $X$ and $Y$ are independent, and so are $U$ and $V$. Therefore, the random variables $f(X+Y)-f(Y)$ and $f(U+V)-f(V)$ are identically distributed. Now, by using Lemma 2.1.2, we get that

$$
\begin{aligned}
\mid \int_{\Omega}\left(f\left(T_{s}(v)\right) g( \right. & \left.\left.\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right)-f\left(\int_{-N+s}^{\infty} u_{t-s} \mathrm{~d} B_{t}\right) g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right)\right) \mathrm{d} \mathbb{P} \mid \\
& \leq\|g\|_{\infty}\left\|f\left(\int_{-\infty}^{\infty} u_{t-s} \mathrm{~d} B_{t}\right)-f\left(\int_{-N+s}^{\infty} u_{t-s} \mathrm{~d} B_{t}\right)\right\|_{L^{1}(\Omega, \mathbb{P})} \\
& =\|g\|_{\infty}\left\|f\left(\int_{-\infty}^{\infty} u_{t} \mathrm{~d} B_{t}\right)-f\left(\int_{-N}^{\infty} u_{t} \mathrm{~d} B_{t}\right)\right\|_{L^{1}(\Omega, \mathbb{P})} \\
& \leq\|g\|_{\infty} \varepsilon
\end{aligned}
$$

where we have used $(2.2 .2$ for the last inequality. For the last term of 2.2 .3 , since $s>2 N$ and by using Lemma 2.1.9 and then Lemma 2.1.8, one has

$$
\begin{aligned}
& \int_{\Omega} f\left(\int_{-N+s}^{\infty} u_{t-s} \mathrm{~d} B_{t}\right) g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right) \mathrm{d} \mathbb{P} \\
& =\int_{\Omega} f\left(\int_{-N+s}^{\infty} u_{t-s} \mathrm{~d} B_{t}\right) \mathrm{d} \mathbb{P} \int_{\Omega} g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right) \mathrm{d} \mathbb{P} \\
& =\int_{\Omega} f\left(\int_{-N}^{\infty} u_{t} \mathrm{~d} B_{t}\right) \mathrm{d} \mathbb{P} \int_{\Omega} g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right) \mathrm{d} \mathbb{P}
\end{aligned}
$$

Therefore, using again 2.2 .1 and 2.2 .2 gives

$$
\begin{aligned}
& \left|\int_{\Omega} f\left(\int_{-N+s}^{\infty} u_{t-s} \mathrm{~d} B_{t}\right) g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right) \mathrm{d} \mathbb{P}-\int_{\Omega} f(v) \mathrm{d} \mathbb{P} \int_{\Omega} g(v) \mathrm{d} \mathbb{P}\right| \\
& \quad \leq\|f\|_{\infty}\left\|g\left(\int_{-\infty}^{N} u_{t} \mathrm{~d} B_{t}\right)-g(v)\right\|_{L^{1}(\Omega, \mathbb{P})}+\|g\|_{\infty}\left\|f\left(\int_{-N}^{\infty} u_{t} \mathrm{~d} B_{t}\right)-f(v)\right\|_{L^{1}(\Omega, \mathbb{P})} \\
& \quad \leq\|f\|_{\infty} \varepsilon+\|g\|_{\infty} \varepsilon .
\end{aligned}
$$

We can finally conclude that

$$
\left|\int_{\Omega} f\left(T_{s}(v)\right) g(v) \mathrm{d} \mathbb{P}-\int_{\Omega} f(v) \mathrm{d} \mathbb{P} \int_{\Omega} g(v) \mathrm{d} \mathbb{P}\right| \leq 2\|f\|_{\infty} \varepsilon+2\|g\|_{\infty} \varepsilon
$$

and since $\varepsilon>0$ was arbitrary, we eventually get that $\lim _{t \rightarrow \infty} \int_{\Omega} f\left(T_{t}(v)\right) g(v) \mathrm{d} \mathbb{P}=$ $\int_{\Omega} f(v) \mathrm{d} \mathbb{P} \int_{\Omega} g(v) \mathrm{d} \mathbb{P}$. The measure $\mu$ is thus $\left(T_{t}\right)_{t \geq 0}$-strongly mixing.

The result now follows by Lemma 2.2.1.
In the same spirit as Theorem 1.2 .12 we have the following result.
Theorem 2.2.3. Let $\left(T_{t}\right)_{t \geq 0}$ be a $C_{0}$-semigroup on a separable Banach space $E$ of type 2. Let $\left(u_{t}\right)_{t \in \mathbb{R}}$ be a family of vectors in $E$ such that $T_{s}\left(u_{t}\right)=u_{t-s}$ for every $s \geq 0$ and $t \in \mathbb{R}$, and $\operatorname{span}\left\{u_{t} \mid t \notin A\right\}$ is dense in $E$ for every $A \in \mathscr{B}(\mathbb{R})$ with zero Lebesgue measure. Let $\left(B_{t}\right)_{t \in \mathbb{R}}$ be a Brownian motion. Assume that $t \longmapsto u_{t} \in L^{2}(\mathbb{R} ; E)$. Then the random vector

$$
v:=\int_{\mathbb{R}} u_{t} \mathrm{~d} B_{t} .
$$

is almost surely well-defined and frequently hypercyclic for $\left(T_{t}\right)_{t \geq 0}$, and it induces a strongly mixing measure with full support for $\left(T_{t}\right)_{t \geq 0}$.
Proof. We first prove that $v$ is almost surely well-defined. Define the linear map $J$ : $\phi \longmapsto \int_{\mathbb{R}} \phi(t) \mathrm{d} B_{t}$ defined on the space of $E$-valued step functions. Let $\phi=\sum_{i=1}^{n} a_{i} \mathbf{1}_{A_{i}}$ be a step function. Since $E$ has type 2 and by using properties (ii) to (iv) of Definition 0.4 .1 , we have

$$
\|J(\phi)\|_{L^{2}(\Omega ; E)}^{2} \leq C \sum_{i=1}^{n} \lambda\left(A_{i}\right)\left\|a_{i}\right\|_{E}^{2}=C\|\phi\|_{L^{2}(\mathbb{R} ; E)}^{2}
$$

where $C>0$ is some constant depending only on $E$ and $\lambda$ is the Lebesgue measure on $\mathbb{R}$. Therefore, $J$ is a continuous embedding, and the density of the space of step functions in $L^{2}(\mathbb{R} ; E)$, see [50, Remark 1.2.20], allows us to extend $J$ on $L^{2}(\mathbb{R} ; E)$. Theorem 2.1.6 then implies that $J(\phi)=\int_{\mathbb{R}} \phi \mathrm{d} B_{t}$ for every $\phi \in L^{2}(\mathbb{R} ; E)$. This shows that $v$ is almost surely well-defined since the map $t \longmapsto u_{t}$ belongs to $L^{2}(\mathbb{R} ; E)$.

Let $Q$ be the covariance operator of the probability distribution $\mathbb{P}_{v}$ of $v$. By Proposition 0.5.13, it suffices to show that $Q$ is one-to-one to prove that $\mathbb{P}_{v}$ has full support. Let $x^{*} \in \operatorname{Ker}(Q)$. By definition of $Q$, we have

$$
0=x^{*}\left(Q\left(x^{*}\right)\right)=\int_{E}\left|x^{*}\right|^{2} \mathrm{~d} \mathbb{P}_{v}=\int_{\Omega}\left|x^{*}(v)\right|^{2} \mathrm{~d} \mathbb{P}
$$

implying that $x^{*}(v)=0$ almost surely. By definition of $v$ and Lemma 2.1.2 we get that

$$
0=x^{*}(v)=\int_{\mathbb{R}} x^{*}\left(u_{t}\right) \mathrm{d} B_{t}
$$

almost surely. Therefore, Itô's isometry yields that $x^{*}\left(u_{t}\right)=0$ for every $t \in \mathbb{R}$ outside some set of zero Lebesgue measure. By assumption, we get $x^{*}=0$.

The result now follows by Proposition 2.2 .2
Remark 2.2.4. In the proof of Theorem 2.2.3 in order to show that $v$ is almost surely well-defined, we actually proved that $L^{2}(\mathbb{R} ; E)$ is continuously embedded in the space of stochastically integrable functions. This was already known in 86 Proposition 5.2].

As mentioned above, we have not been able to prove analogous results to Theorems 1.1 .8 or 1.2 .3 for $C_{0}$-semigroups. In the proof of Proposition 2.2.2 the independent and stationary increments of the Brownian motion play a crucial role. The idea was then to prove the existence of a Lévy process with respect to which $t \longmapsto u_{t}$ is stochastically integrable, under some deterministic conditions on $\left(u_{t}\right)_{t \in \mathbb{R}}$. A sought condition was the Pettis integrability of $t \longmapsto u_{t}$. If this plan could work, one would then hope to find another proof of the frequent hypercyclicity criterion for semigroups [78. Theorem 3], as we did for operators.

### 2.3 Random vector: Second method

In our second approach, we will make assumptions close to those of the main result of Chakir and El Mourchid [26. Theorem 3.2]. The semigroup will be defined on a complex Fréchet space since we will consider purely imaginary eigenvalues of the generator.
Theorem 2.3.1. Let $\left(T_{t}\right)_{t \geq 0}$ be a $C_{0}$-semigroup on a separable complex Fréchet space $E$. Let $A$ be the generator of $\left(T_{t}\right)_{t \geq 0}$, and let $\left(u_{t}\right)_{t \in I}$ be a family of vectors in $\operatorname{Dom}(A)$ such that $A\left(u_{t}\right)=$ itu for every $t \in I$, where $I$ is a non-empty interval of $\mathbb{R}$, and $\operatorname{span}\left\{u_{t} \mid t \notin B\right\}$ is dense in $E$ for every $B \in \mathscr{B}(I)$ with zero Lebesgue measure. Let $\left(B_{t}\right)_{t \in I}$ be a complex Brownian motion. Assume that $t \longmapsto u_{t}$ is stochastically integrable, and set

$$
v:=\int_{I} u_{t} \mathrm{~d} B_{t} .
$$

Then $v$ is almost surely frequently hypercyclic for the $C_{0}$-semigroup $\left(T_{t}\right)_{t \geq 0}$, and it induces a strongly mixing measure with full support for $\left(T_{t}\right)_{t \geq 0}$.

Proof. Let $Q$ be the covariance operator of the probability distribution $\mathbb{P}_{v}$ of $v$.
Let $x^{*}, y^{*} \in E^{*}$. By using the definition of $Q$ and Lemmas 2.1.2 and 0.4.7 we have

$$
\begin{align*}
y^{*} Q x^{*} & =\int_{E} y^{*}(x) \overline{x^{*}(x)} \mathrm{d} \mathbb{P}_{v}(x)=\int_{\Omega} y^{*}\left(\int_{I} u_{t} \mathrm{~d} B_{t}\right) \overline{x^{*}\left(\int_{I} u_{t} \mathrm{~d} B_{t}\right)} \mathrm{d} \mathbb{P} \\
& =\mathbb{E}\left(\int_{I} y^{*}\left(u_{t}\right) \mathrm{d} B_{t} \overline{\int_{I} x^{*}\left(u_{t}\right) \mathrm{d} B_{t}}\right)=2 \int_{I} y^{*}\left(u_{t}\right) \overline{x^{*}\left(u_{t}\right)} \mathrm{d} t \tag{2.3.1}
\end{align*}
$$

note that we have used the linearisation of the Itô isometry.
We first prove that $\mathbb{P}_{v}$ is $\left(T_{t}\right)_{t \geq 0}$-invariant. Let $x^{*}, y^{*} \in E^{*}$ and $t \geq 0$. By using 2.3.1 twice, (ii) of Proposition 0.1.36 and the assumption on $\left(u_{s}\right)_{s \in I}$, we have

$$
\begin{aligned}
y^{*} T_{t} Q T_{t}^{*} x^{*} & =T_{t}^{*} y^{*} Q T_{t}^{*} x^{*}=2 \int_{I} T_{t}^{*} y^{*}\left(u_{s}\right) \overline{T_{t}^{*} x^{*}\left(u_{s}\right)} \mathrm{d} s \\
& =2 \int_{I} y^{*} T_{t}\left(u_{s}\right) \overline{x^{*} T_{t}\left(u_{s}\right)} \mathrm{d} t=2 \int_{I} e^{i t s} y^{*}\left(u_{s}\right) e^{-i t s} \overline{x^{*}\left(u_{s}\right)} \mathrm{d} s \\
& =y^{*} Q x^{*}
\end{aligned}
$$

By (i) of Theorem 0.5.14, this shows that $\mathbb{P}_{v}$ is $\left(T_{t}\right)_{t \geq 0}$-invariant.
Now, let us show that $\mathbb{P}_{v}$ is strongly mixing for $\left(T_{t}\right)_{t \geq 0}$. Let $x^{*}, y^{*} \in E^{*}$ and $t \geq 0$. By using (2.3.1), (ii) of Proposition 0.1.36 and the assumption on $\left(u_{t}\right)_{t \in I}$, we have

$$
\begin{aligned}
y^{*} Q T_{t}^{*}\left(x^{*}\right) & =2 \int_{I} y^{*}\left(u_{s}\right) \overline{T_{t}^{*} x^{*}\left(u_{s}\right)} \mathrm{d} s=2 \int_{I} y^{*}\left(u_{s}\right) \overline{x^{*}\left(e^{i t s} u_{s}\right)} \mathrm{d} s \\
& =2 \int_{I} e^{-i t s} y^{*}\left(u_{s}\right) \overline{x^{*}\left(u_{s}\right)} \mathrm{d} s
\end{aligned}
$$

Since $s \longmapsto y^{*}\left(u_{s}\right) \overline{x^{*}\left(u_{s}\right)}$ is integrable, by the Riemann-Lebesgue lemma, see 50 Lemma 2.4.3], we get that $\lim _{t \rightarrow \infty} y^{*} Q T_{t}^{*}\left(x^{*}\right)=0$. We conclude that $\mathbb{P}_{v}$ is strongly mixing for $\left(T_{t}\right)_{t \geq 0}$ by (ii) of Theorem 0.5.14.

Finally, we show that $\mathbb{P}_{v}$ has full support. It suffices to show that $Q$ is one-to-one by Proposition 0.5.13. Let $x^{*} \in \operatorname{Ker}(Q)$. Again by 2.3.1, we have

$$
0=x^{*} Q x^{*}=2 \int_{I}\left|x^{*}\left(u_{s}\right)\right|^{2} \mathrm{~d} s
$$

hence $x^{*}\left(u_{s}\right)=0$ almost everywhere on $I$. Therefore, $x^{*}=0$ by hypothesis and linearity and continuity of $x^{*}$.

We conclude the proof by using Lemma 2.2.1.
As a first application, let us apply Theorem 2.3.1 to the chaotic translation semigroups. See Example 0.1 .37 for the definition. It is shown in [26, Example 4.1] that these semigroups admit a strongly mixing Gaussian measure, by constructing a stochastic process. We reuse their arguments to apply Theorem 2.3.1.

Theorem 2.3.2. Let $1 \leq p<\infty, I \in\{[0, \infty[, \mathbb{R}\}$ and an admissible weight $\rho: I \longrightarrow$ $] 0, \infty\left[\right.$. If the integral $\int_{I} \rho(x) \mathrm{d} x$ is finite, then the random vector

$$
\int_{\mathbb{R}} \frac{e_{t}}{\sqrt{1+t^{2}}} \mathrm{~d} B_{t}
$$

where $e_{t}(x)=e^{i t x}, x \in I, t \in \mathbb{R}$, is almost surely frequently hypercyclic for the translation semigroup $\left(T_{t}\right)_{t \geq 0}$ on $L_{\rho}^{p}(I)$, and it induces a strongly mixing measure with full support for $\left(T_{t}\right)_{t \geq 0}$.

Proof. For every $s \in \mathbb{R}$, define the function $u_{s}: I \longrightarrow \mathbb{C}$ by

$$
u_{s}(x):=\frac{e^{i s x}}{\sqrt{1+s^{2}}}
$$

for all $x \in I$. Since $\int_{I} \rho(x) \mathrm{d} x<\infty$, we get that $u_{s} \in L_{\rho}^{p}(I)$ for all $s \in \mathbb{R}$.
It is clear that $T_{t}\left(u_{s}\right)=e^{i s t} u_{s}$ for every $s \in \mathbb{R}$ and $t \geq 0$. By (ii) of Proposition 0.1 .36 this implies that $u_{s} \in \operatorname{Dom}(A)$ and $A\left(u_{s}\right)=i s u_{s}$ for every $s \in \mathbb{R}$, where $A$ is the generator of the semigroup.

Now, let $\phi \in\left(L_{\rho}^{p}(I)\right)^{*}=L_{\rho^{-q / p}}^{q}(I)$, where $1 / p+1 / q=1$, be such that $\phi\left(u_{s}\right)=0$ for all $s \notin B$, where $B \in \mathscr{B}(\mathbb{R})$ has zero Lebesgue measure. Then

$$
0=\phi\left(u_{s}\right)=\int_{I} \frac{e^{i s x}}{\sqrt{1+s^{2}}} \phi(x) \mathrm{d} x
$$

hence $\int_{I} e^{i s x} \phi(x) \mathrm{d} x=0$ for all $s \notin B$. Since $\phi \in L^{1}(I)$ by the fact that $\int_{I} \rho(x) \mathrm{d} x<\infty$ and Hölder's inequality, we get that $\phi=0$ almost everywhere by [87, Theorem 9.11], and thus $\phi=0$. This shows that $\operatorname{span}\left\{u_{s} \mid s \notin B\right\}$ is dense in $L_{\rho}^{p}(I)$ for any $B \in \mathscr{B}(\mathbb{R})$ with zero Lebesgue measure.

We now prove that

$$
\left\|\left(\int_{\mathbb{R}}\left|u_{s}(\cdot)\right|^{2} \mathrm{~d} s\right)^{1 / 2}\right\|_{L_{\rho}^{p}(I)}<\infty
$$

For any $x \in I$, we have

$$
\int_{\mathbb{R}}\left|u_{s}(x)\right|^{2} \mathrm{~d} s=\int_{\mathbb{R}} \frac{1}{1+s^{2}} \mathrm{~d} s
$$

and thus

$$
\left\|\left(\int_{\mathbb{R}}\left|u_{s}(\cdot)\right|^{2} \mathrm{~d} s\right)^{1 / 2}\right\|_{L_{\rho}^{p}(I)}^{p}=\int_{I}\left(\int_{\mathbb{R}} \frac{1}{1+s^{2}} \mathrm{~d} s\right)^{p / 2} \rho(x) \mathrm{d} x
$$

which is finite since $\int_{I} \rho(x) \mathrm{d} x<\infty$.
By Theorem 2.1.11 the map $s \longmapsto u_{s}$ is stochastically integrable. We conclude the proof by applying Theorem 2.3.1.

Remark 2.3.3. By Example 0.1.43 the translation semigroup on $L_{\rho}^{p}(I)$ is chaotic if and only if $\int_{I} \rho(x) \mathrm{d} x$ is finite. Therefore, by Theorem 2.3 .2 , we have found a frequently hypercyclic random vector for any chaotic translation semigroup.

The second example was studied by El Mourchid and Latrach in 35 , Proposition 3.4], who proved the existence of a strongly mixing Gaussian measure for the semigroup under consideration. It turns out that their arguments are the same to check the assumptions of Theorem 2.3.1.

Theorem 2.3.4. Let $1 \leq p<\infty$ and $A$ be the weighted shift on $\ell^{p}$ with sequence of weights $\left(w_{n}\right)_{n \geq 1}$. Set $\beta_{n}:=w_{1} \ldots w_{n}$ for all $n \geq 1$, and $\beta_{0}:=1$. If the quantity $\limsup _{n \rightarrow \infty}\left(1 /\left|\beta_{n}\right|\right)^{1 / n}$ is finite, then there exists $\eta>0$ such that the random vector

$$
\int_{-\eta}^{\eta}\left(\frac{i^{n} t^{n}}{\beta_{n}}\right)_{n \geq 0} \mathrm{~d} B_{t}
$$

is almost surely frequently hypercyclic for the $C_{0}-\operatorname{semigroup}\left(T_{t}\right)_{t \geq 0}:=\left(e^{t A}\right)_{t \geq 0}$, and it induces a strongly mixing measure with full support for $\left(T_{t}\right)_{t \geq 0}$.

Proof. For all $\lambda \in \mathbb{C}$, define the sequence $v_{\lambda}:=\left(\lambda^{n} / \beta_{n}\right)_{n \geq 0}$. Then $v_{\lambda} \in \ell^{p}$ if and only if $\sum_{n \geq 0}|\lambda|^{n p} /\left|\beta_{n}\right|^{p}<\infty$, and in that case we have $A\left(v_{\lambda}\right)=\left(\lambda^{n+1} / \beta_{n}\right)_{n \geq 0}=$ $\lambda v_{\lambda}$. The power series $\sum_{n \geq 0} \lambda^{n} / \beta_{n}$ has a radius of convergence $R:=1 / \rho$, where $\rho:=\lim \sup _{n \rightarrow \infty}\left(1 /\left|\beta_{n}\right|\right)^{1 / n}<\infty$.

Let $\eta \in] 0, R\left[\right.$, and define $u_{s}:=v_{i s}$ for every $-\eta<s<\eta$. By our previous calculations, we have $u_{s} \in \ell^{p}$ and $A\left(u_{s}\right)=i s u_{s}$ for all $-\eta<s<\eta$.

Let $\phi=\left(\phi_{n}\right)_{n \geq 0} \in\left(\ell^{p}\right)^{*}=\ell^{q}$, where $1 / p+1 / q=1$, be such that $\phi\left(u_{s}\right)=0$ for almost all $-\eta<s<\eta$. Define the analytic function $F: D(0, R) \longrightarrow \mathbb{C}$ by

$$
F(\lambda):=\sum_{n=0}^{\infty} \frac{\lambda^{n} \phi_{n}}{\beta_{n}}=\phi\left(v_{\lambda}\right)
$$

for all $\lambda \in D(0, R)$. Since $F=0$ almost everywhere on $i]-\eta, \eta[$, we conclude that $F=0$ on $D(0, R)$, and $\phi=0$. This means that $\operatorname{span}\left\{u_{t} \mid t \notin B\right\}$ is dense in $\ell^{p}$ for any $B \in \mathscr{B}(]-\eta, \eta[)$ with zero Lebesgue measure.

For all $n \geq 0$, we have

$$
\int_{-\eta}^{\eta}\left|u_{s}(n)\right|^{2} \mathrm{~d} s=\int_{-\eta}^{\eta} \frac{|i s|^{2 n}}{\left|\beta_{n}\right|^{2}} \mathrm{~d} s \leq \frac{2 \eta \eta^{2 n}}{\left|\beta_{n}\right|^{2}}
$$

implying that

$$
\left\|\left(\int_{-\eta}^{\eta}\left|u_{s}(\cdot)\right|^{2} \mathrm{~d} s\right)^{1 / 2}\right\|_{\ell^{p}}^{p} \leq \sum_{n=0}^{\infty} \frac{2^{p / 2} \eta^{p / 2} \eta^{n p}}{\left|\beta_{n}\right|^{p}}
$$

which is finite since $\eta<R$. Therefore, by Theorem 2.1.11 the map $s \longmapsto u_{s}$ is stochastically integrable.

We conclude the proof by applying Theorem 2.3.1.
We now study the translation semigroups on $H(\mathbb{C})$. We will need the notion of Hilbert seminorm: it is a seminorm $p: H(\mathbb{C}) \longrightarrow[0, \infty[$ for which there exists a semi-scalar product $\langle\cdot, \cdot\rangle$ on $H(\mathbb{C})$ such that $p(x)=\langle x, x\rangle$ for all $x \in H(\mathbb{C})$.

Theorem 2.3.5. For each $t \geq 0$, define the translation operator

$$
T_{t}: H(\mathbb{C}) \longrightarrow H(\mathbb{C}), f \longmapsto f(\cdot+t) .
$$

Then the random vector $\int_{0}^{2 \pi} e^{i t z} \mathrm{~d} B_{t}$ is almost surely frequently hypercyclic for the $C_{0}$-semigroup $\left(T_{t}\right)_{t \geq 0}$, and it induces a strongly mixing measure with full support for $\left(T_{t}\right)_{t \geq 0}$.

Proof. It is easy to check that $\left(T_{t}\right)_{t \geq 0}$ is indeed a $C_{0}$-semigroup. Furthermore, its generator is the differentiation operator $D: H(\mathbb{C}) \longrightarrow H(\mathbb{C})$.

For every $s \in[0,2 \pi]$, set $u_{s}(z):=e^{i s z}, z \in \mathbb{C}$. Clearly, $D\left(u_{s}\right)=i s u_{s}$ for any $s \in[0,2 \pi]$. The space $\operatorname{span}\left\{u_{s} \mid s \notin B\right\}$ is dense in $H(\mathbb{C})$ by [47, Lemma 2.34], for any $B \in \mathscr{B}([0,2 \pi])$ with zero Lebesgue measure. Furthermore, the map $s \longmapsto u_{s}$ is weakly $L^{2}$ since $\left\{u_{s} \mid s \in[0,2 \pi]\right\}$ is bounded in $H(\mathbb{C})$. We now show that the map $I_{\phi}$ of Definition 2.1 .3 takes values in $H(\mathbb{C})$ and is $\gamma$-radonifying, where $\phi(s):=u_{s}$, $s \in[0,2 \pi]$.

Let $f \in L^{2}([0,2 \pi])$. Define the function $F: \mathbb{C} \longrightarrow \mathbb{C}$ by

$$
F(z):=\int_{0}^{2 \pi} u_{s}(z) \overline{f(s)} \mathrm{d} s
$$

for every $z \in \mathbb{C}$. It is well-defined since the maps $s \longmapsto u_{s}(z)$ and $f$ are in $L^{2}([0,2 \pi])$, for any $z \in \mathbb{C}$. Let $z, h \in \mathbb{C}$, we have

$$
\frac{F(z+h)-F(z)}{h}=\int_{0}^{2 \pi} \frac{e^{i s(z+h)}-e^{i s z}}{h} \overline{f(s)} \mathrm{d} s
$$

An application of the Dominated Convergence Theorem then shows that

$$
\lim _{h \rightarrow 0} \frac{F(z+h)-F(z)}{h}=\int_{0}^{2 \pi} i s e^{i s z} \overline{f(s)} \mathrm{d} s
$$

and $F$ is holomorphic on $\mathbb{C}$.
Let $x^{*} \in H(\mathbb{C})^{*}$. We show that $x^{*}(F)=\int_{0}^{2 \pi} x^{*}\left(u_{s}\right) \overline{f(s)} \mathrm{d} s=I_{\phi}(f)\left(x^{*}\right)$. Let $N \geq 1$. Then by linearity of $x^{*}$ and the integral, one has

$$
\begin{align*}
x^{*}\left(\sum_{k=0}^{N} \frac{i^{k} z^{k}}{k!} \int_{0}^{2 \pi} s^{k} \overline{f(s)} \mathrm{d} s\right) & =\sum_{k=0}^{N} x^{*}\left(\frac{i^{k} z^{k}}{k!}\right) \int_{0}^{2 \pi} s^{k} \overline{f(s)} \mathrm{d} s \\
& =\int_{0}^{2 \pi} \sum_{k=0}^{N} x^{*}\left(\frac{i^{k} z^{k}}{k!}\right) s^{k} \overline{f(s)} \mathrm{d} s \\
& =\int_{0}^{2 \pi} x^{*}\left(\sum_{k=0}^{N} \frac{i^{k} s^{k} z^{k}}{k!}\right) \overline{f(s)} \mathrm{d} s \tag{2.3.2}
\end{align*}
$$

The right-hand side converges to $\int_{0}^{2 \pi} x^{*}\left(u_{s}\right) \overline{f(s)} \mathrm{d} s$ by the Dominated Convergence Theorem. As for the left-hand side, let us prove that it converges to $x^{*}(F)$ as $N$ goes
to $\infty$. Let $r>0$ be fixed. Then

$$
\begin{aligned}
\left\|\sum_{k=0}^{N} \frac{i^{k} z^{k}}{k!} \int_{0}^{2 \pi} s^{k} \overline{f(s)} \mathrm{d} s-F(z)\right\|_{r} & =\left\|\int_{0}^{2 \pi} \sum_{k=N+1}^{\infty} \frac{i^{k} s^{k} z^{k}}{k!} \overline{f(s)} \mathrm{d} s\right\|_{r} \\
\leq \int_{0}^{2 \pi} \sum_{k=N+1}^{\infty} \frac{s^{k} r^{k}}{k!}|f(s)| \mathrm{d} s & \leq \sum_{k=N+1}^{\infty} \frac{r^{k}}{k!}\left\|s^{k}\right\|_{L^{2}([0,2 \pi])}\|f\|_{L^{2}([0,2 \pi])}
\end{aligned}
$$

where we have used the Cauchy-Schwarz for the last inequality. The right-hand side converges to 0 when $N$ goes to $\infty$. By continuity of $x^{*}$, we conclude that the left-hand side of 2.3.2 converges to $x^{*}(F)$. Therefore, $x^{*}(F)=I_{\phi}(f)\left(x^{*}\right)$, so that $I_{\phi}(f)=F$, and hence $I_{\phi}$ takes values in $H(\mathbb{C})$. The map $I_{\phi}$ is also continuous: for every $r \geq 0$, we have $\left\|I_{\phi}(f)\right\|_{r} \leq \sqrt{2 \pi} e^{2 \pi r}\|f\|_{L^{2}([0,2 \pi])}$.

By Theorem 2.1.4 in order to prove that $t \longmapsto u_{t}$ is stochastically integrable, it remains to show that $I_{\phi}$ is $\gamma$-radonifying. Let $\left(f_{n}\right)_{n \in \mathbb{Z}}=\left(e^{i n s} / \sqrt{2 \pi}\right)_{n \in \mathbb{Z}}$ be the canonical orthonormal basis of $L^{2}([0,2 \pi])$. By $\mid 71$, Examples 28.9(4)] and [71, Lemma 28.1], the space $H(\mathbb{C})$ has a system of Hilbert seminorms generating its topology. Let $\|\cdot\|$ be such a seminorm. Since it is continuous, there exist some $r>0$ and $C>0$ such that $\|\cdot\| \leq C\|\cdot\|_{r}$ Let $\left(g_{n}\right)_{n \in \mathbb{Z}}$ be an i.i.d. Gaussian sequence. Let $0 \leq N \leq M$ be two positive integers; we have, by using the facts that $\|\cdot\|$ is a Hilbert seminorm for the first equality and $g_{n}, n \geq 0$, are independent for the second one,

$$
\begin{aligned}
\mathbb{E}\left(\left\|\sum_{n=N}^{M} g_{n} I_{\phi}\left(f_{n}\right)\right\|^{2}\right) & =\sum_{n, m=N}^{M} \mathbb{E}\left(g_{n} \overline{g_{m}}\right)\left\langle I_{\phi}\left(f_{n}\right), I_{\phi}\left(f_{m}\right)\right\rangle \\
& =\sum_{n=N}^{M}\left\|I_{\phi}\left(f_{n}\right)\right\|^{2} \\
& \leq C \sum_{n=N}^{M}\left\|I_{\phi}\left(f_{n}\right)\right\|_{r}^{2} \\
& =C \sum_{n=N}^{M}\left\|\int_{0}^{2 \pi} e^{i s z} \overline{f_{n}(s)} \mathrm{d} s\right\|_{r}^{2}
\end{aligned}
$$

where $\langle\cdot, \cdot\rangle$ is the semi-scalar product associated to $\|\cdot\|$. For each $n \in \mathbb{N}$ such that $n>r$ and all $z \in \mathbb{C}$ such that $|z|=r$, we have

$$
\int_{0}^{2 \pi} e^{i s z} \overline{f_{n}(s)} \mathrm{d} s=\frac{1}{\sqrt{2 \pi}} \int_{0}^{2 \pi} e^{i s z} e^{-i s n} \mathrm{~d} s=\frac{1}{\sqrt{2 \pi}} \frac{e^{i 2 \pi(z-n)}-1}{i(z-n)}
$$

and then

$$
\mathbb{E}\left(\left\|\sum_{n=N}^{M} g_{n} I_{\phi}\left(f_{n}\right)\right\|^{2}\right) \leq \frac{C}{2 \pi} \sum_{n=N}^{M}\left\|\frac{e^{i 2 \pi(z-n)}-1}{i(z-n)}\right\|_{r}^{2} \leq \frac{C}{2 \pi} \sum_{n=N}^{M} \frac{\left(e^{2 \pi r}+1\right)^{2}}{(n-r)^{2}}
$$

provided that $N>r$. We can conclude that the series

$$
\sum_{n=0}^{\infty} g_{n} I_{\phi}\left(f_{n}\right)
$$

converges in $L^{2}(\Omega ; E)$. The same arguments show that $\sum_{n \leq 0} g_{n} I_{\phi}\left(f_{n}\right)$ also converges in $L^{2}(\Omega ; E)$, hence $I_{\phi}$ is $\gamma$-radonifying by Theorem 0.5.4. By Theorem 2.1.4 the map $s \longmapsto u_{s}$ is thus stochastically integrable.

The result now follows by Theorem 2.3.1
Remark 2.3.6. By Remark 0.1.44, any frequently hypercyclic vector for the semigroup $\left(T_{t}\right)_{t \geq 0}$ is also a frequently hypercyclic for each $T_{t}, t>0$. Therefore, the random vector $\int_{0}^{2 \pi} e^{i t z} \mathrm{~d} B_{t}$ is almost surely frequently hypercyclic for the translation operator $T_{1}: H(\mathbb{C}) \longrightarrow H(\mathbb{C}), f \longmapsto f(\cdot+1)$; see also Example 1.3.11.

We repeat our remark made at the end of Section 2.2. in Theorem 2.3.1, we still assume that the map $t \longmapsto u_{t}$ is stochastically integrable. Then one may ask if we could find a deterministic assumption to get the stochastic integrability of $t \longmapsto u_{t}$, possibly replacing the Brownian motion with another stochastic process.

## Chapter 3

## Rate of growth of random power series

For a given frequently hypercyclic weighted shift defined on the space of entire functions $H(\mathbb{C})$, the rate of growth of the frequently hypercyclic vectors of this shift can be studied. More precisely, an admissible rate of growth for the frequently hypercyclic functions of an operator $T$ on $H(\mathbb{C})$ is a map $g:[0, \infty[\longrightarrow[0, \infty[$ for which there exists a frequently hypercyclic function $f$ for $T$ such that

$$
\sup _{|z|=r}|f(z)| \leq g(r)
$$

for all $r \geq 0$ large enough.
Recall from Chapter 1 that for a given chaotic weighted shift $T$ on the space $H(\mathbb{C})$ with weights $\left(w_{n}\right)_{n \geq 1}$, we have proved in Theorem 1.3.4 that the random vector

$$
\sum_{n=0}^{\infty} \frac{X_{n}}{w_{1} \ldots w_{n}} z^{n}
$$

is almost surely an entire function and frequently hypercyclic for $T$, where the complex random variables $X_{n}, n \geq 0$, are i.i.d. and subgaussian with full support.

In the present chapter, we are interested in the rate of growth of general random series $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ where $\left(e_{n}\right)_{n \in \mathbb{N}}$ is a sequence of polynomials and $f=\sum_{n \geq 0} a_{n} e_{n}$ is entire. We will prove that almost surely, the inequality

$$
\begin{equation*}
\max _{|z|=r}\left|\sum_{n \geq 0} a_{n} X_{n} e_{n}(z)\right| \leq c \sqrt{\log (A(r))} \sqrt{\sum_{n \geq 0}\left|a_{n}\right|^{2} \max _{|z|=r}\left|e_{n}(z)\right|^{2}} \tag{3.0.1}
\end{equation*}
$$

holds for a large amount of $r$ 's, where $A$ is some function and $c>0$ is some constant. Two approaches to the problem are presented. In both approaches, random series on the unit disk $\mathbb{D}$ will also be considered.

The first approach leads to a general result without restrictions on $f$. The rate of growth will be valid for any $r$ outside some set of finite logarithmic measure. This
extends results of Erdốs and Rényi [37] and Kuryliak, Skaskiv and Skaskiv [63], and improves a result of Kuryliak [62, Theorem 3]; see Theorems 3.1.17 and 3.2.10.

The second approach provides an inequality valid for any $r$ large enough, but only for some functions $f$. However, unlike the first method, there will be a single general result, namely Theorem 3.3 .4 for functions defined on $\mathbb{C}$ or $\mathbb{D}$. We obtain, in particular, a generalization of a result of Nikula [80, Proposition 2].

Throughout this chapter, we will use the following notations. Every random variable considered will be defined on the probability space $(\Omega, \mathcal{A}, \mathbb{P})$. If $a$ and $b$ are two positive real numbers, the notation $a \lesssim b$ means that there exists some $C>0$ such that $a \leq C b$ and $C$ does not depend on any current variable such as $n \in \mathbb{N}, r>0$ or $\omega \in \Omega$. For example, $r^{2}-2 r+1 \lesssim r^{2}$ for $r>0$ large enough means that there exist $C>0$ and $r_{0}>0$ such that for every $r \geq r_{0}$, one has $r^{2}-2 r+1 \leq C r^{2}$. The notation $a \asymp b$ means $a \lesssim b$ and $b \lesssim a$. To make the reading easier, $\log _{m}$ means the logarithm iterated $m$ times, and $\log _{0}$ is the identity map. Lastly, if a complex-valued function $f$ is defined on a closed disk centred at the origin and of radius $r>0$ then we define

$$
\|f\|_{r}:=\sup _{|z|=r}|f(z)| .
$$

### 3.1 On $\mathbb{C}$ with an exceptional set

We first study the rate of growth for random power series on $\mathbb{C}$ with subgaussian coefficients, where we accept a certain exceptional set of radii $r$. This is the situation typically encoutered in the Wiman-Valiron theory, see 48 and 49. The main ideas in this section come from Erdôs and Rényi [37], Kuryliak 62] and Steele [92].

In this section, $\left(e_{n}\right)_{n \geq 0}$ will always denote the sequence of monomials i.e., $e_{n}(z)=$ $z^{n}$ for every $z \in \mathbb{C}$ and $n \geq 0$.

First of all, we must make sure that the random vector $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely convergent in $H(\mathbb{C})$. This is a corollary of Lemma 1.2 .9 .

Lemma 3.1.1. Let $f=\sum_{n \geq 0} a_{n} e_{n}$ be an entire function and $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence. Then the random vector $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely an entire function.

Proof. Since $f$ is entire, we have $\lim _{n \rightarrow \infty}\left|a_{n}\right|^{1 / n}=0$. Therefore, for every $r>0$, there exist $0<\rho<1$ and $n_{0} \geq 1$ such that for every $n \geq n_{0}, r^{n} \sqrt{\log (n)}\left|a_{n}\right| \leq \rho^{n}$. This implies that $\sum_{n \geq 1} \sqrt{\log (n)} a_{n} e_{n}$ converges unconditionally in $H(\mathbb{C})$. Lemma 1.2 .9 then assures us that $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely an entire function.

Definition 3.1.2. Let $f=\sum_{n \geq 0} a_{n} e_{n}$ be an entire function. We define the functions $\mu_{f}, S_{f}$ and $G_{f}:[0, \infty[\longrightarrow \mathbb{R}$ for any $r \geq 0$ by

$$
\begin{gathered}
\mu_{f}(r)=\sup _{n \geq 0}\left|a_{n}\right| r^{n}, \\
S_{f}(r)=\sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2} r^{2 n}}
\end{gathered}
$$

$$
G_{f}(r)=\sum_{n=0}^{\infty}\left|a_{n}\right| r^{n}
$$

The function $\mu_{f}$ is called the maximum term of $f$.
The function $\mu_{f}$ is standard in the theory of entire functions. The function $S_{f}$ is less common, but appears in Erdős and Rényi 37 and Steele 92 . Note that $S_{f}(r)=\sqrt{\sum_{n \geq 0}\left|a_{n}\right|^{2} \max _{|z|=r}\left|z^{n}\right|^{2}}$, so that it coincides with the term on the righthand side of (3.0.1).

Since $f$ is an entire function, the maps $\mu_{f}, S_{f}$ and $G_{f}$ are well-defined. If $f$ is not a constant then $\mu_{f}$ converges to $\infty$ as the next result implies.

Lemma 3.1.3. For every entire function $f$, the maximum term $\mu_{f}$ is continuous. If $f$ is not constant then $\lim _{r \rightarrow \infty} \mu_{f}(r)=\infty$.

Proof. For the continuity of $\mu_{f}$, see [52, Satz 4.2]. If $f$ is not constant then there exists $n \geq 1$ such that $a_{n} \neq 0$, and since $\mu_{f}(r) \geq\left|a_{n}\right| r^{n}$ for every $r \geq 0$, the result follows.

Example 3.1.4. Let $f(z):=e^{z}=\sum_{n>0} r^{n} / n!, z \in \mathbb{C}$. By noticing that $r^{n} / n!=$ $r \ldots r /(1 \ldots n)$, it is clear that $\left(r^{n} / n\right)_{n \geq 0}$ reaches its maximum at $\lfloor r\rfloor$. Then Stirling's formula yields

$$
\mu_{f}(r) \asymp \frac{r^{\lfloor r\rfloor} e^{\lfloor r\rfloor}}{\lfloor r\rfloor^{\lfloor r\rfloor} \sqrt{2 \pi\lfloor r\rfloor}}
$$

which implies that $\mu_{f}(r) \asymp e^{r} / \sqrt{r}$.
Let $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence of centred independent random variables and $f=\sum_{n \geq 0} a_{n} e_{n}$ be an entire function. The aim of this section is to prove that there exists a measurable set $E$ of finite logarithmic measure and some constant $c>0$ such that, almost surely, the inequality

$$
\begin{equation*}
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq c \sqrt{\log _{2}\left(\mu_{f}(r)\right)} S_{f}(r) \tag{3.1.1}
\end{equation*}
$$

holds for all $r \notin E$ large enough.
Definition 3.1.5. A measurable set $E \subseteq[0, \infty[$ is of finite logarithmic measure if $\int_{E \cap[1, \infty[ } t^{-1} \mathrm{~d} t$ is finite.

Example 3.1.6. If $E=\bigcup_{n>1}\left[a_{n}, b_{n}\right] \subseteq\left[0, \infty\left[\right.\right.$ with $a_{n}<b_{n}<a_{n+1}$ for all $n \geq 1$, then $E$ is of finite logarithmic measure if and only if $\sum_{n \geq 2}\left(b_{n}-a_{n}\right) / a_{n}<\infty$. Thus, the sets $\bigcup_{n \geq 1}\left[n^{\beta}, n^{\beta}+1 / n^{\alpha}\right], \alpha, \beta>0$ with $\alpha+\beta>1$, and $\bigcup_{n \geq 1}\left[n^{\alpha}, n^{\alpha} e^{1 / n^{\beta}}\right], \alpha>0$, $\beta>1$, are of finite logarithmic measure.
Remark 3.1.7. In order to show that some property holds outside a set of finite logarithmic measure, it suffices to prove that there exists a set of finite logarithmic measure such that the property holds outside this set and for $r$ sufficiently large.

The next two lemmas are inspired by [63, Lemma 3.2 and p. 143].
The first lemma is an application of 49 Lemma 6.15]. For the sake of completeness, we provide the proof.

Lemma 3.1.8. Let $f=\sum_{n>0} a_{n} e_{n}$ be a non-constant entire function. Then for every $\delta>0$ there exists an open set $E \subseteq[0, \infty[$ of finite logarithmic measure such that for every $r \notin E$, one has

$$
\partial_{r} \log \left(G_{f}(r)\right) \leq \frac{1}{r} \log ^{1+\delta}\left(G_{f}(r)\right)
$$

Proof. Let $r_{0}>0$ be such that $G_{f}(r)>1$ for all $r \geq r_{0}$, which is possible since $f$ is non-constant. Let $E \subseteq] r_{0}, \infty[$ be the set where the inequality of the lemma is false. Since both sides of the inequality are continuous, the set $E$ is open. Using the change of variables $x=\log \left(G_{f}(r)\right)$ yields

$$
\int_{E \cap[1, \infty[ } \frac{1}{r} \mathrm{~d} r \leq \int_{E \cap[1, \infty[ } \frac{\partial_{r} \log \left(G_{f}(r)\right)}{\log ^{1+\delta}\left(G_{f}(r)\right)} \mathrm{d} r \leq \int_{1}^{\infty} \frac{1}{x^{1+\delta}} \mathrm{d} x<\infty
$$

so that $E$ is of finite logarithmic measure.
Lemma 3.1.9. Let $f=\sum_{n \geq 0} a_{n} e_{n}$ be a non-constant entire function. Then, for every $\delta>0$, there exists an open set $E$ of finite logarithmic measure such that for any $r \notin E$, one has

$$
\sum_{n=0}^{\infty} n\left|a_{n}\right| r^{n} \leq G_{f}(r) \log ^{1+\delta}\left(G_{f}(r)\right)
$$

Proof. First notice that for every $r>0$, one has $\partial_{r} G_{f}(r)=r^{-1} \sum_{n \geq 0} n\left|a_{n}\right| r^{n}$ and thus

$$
\sum_{n=0}^{\infty} n\left|a_{n}\right| r^{n}=r \partial_{r} G_{f}(r)=r G_{f}(r) \partial_{r} \log \left(G_{f}(r)\right)
$$

Let $E$ be the open set given by Lemma 3.1.8. Then we get for every $r \notin E$

$$
\sum_{n=0}^{\infty} n\left|a_{n}\right| r^{n} \leq r G_{f}(r) \frac{1}{r} \log ^{1+\delta}\left(G_{f}(r)\right)
$$

Lemma 3.1.13 is proved in Kahane [55, Chapter 6, Theorem 2] and will be crucial for our purposes. It will also be used in the next section. For the sake of completeness, we provide its proof. We will need the next three results.

Lemma 3.1.10 ([55, Chapter 6, Theorem 1]). Let (T, $\mu$ ) be a measurable space, where $T$ is a separable topological space and $\mu$ is a finite Borel measure on $T$, and let $B$ be a complex vector space of bounded continuous complex-valued functions defined on $T$ and closed under complex conjugation. Let $\left(X_{n}\right)_{n=1}^{K}$ be a finite subgaussian sequence of centred independent real random variables with constant $\sigma>0$, and $\left(f_{n}\right)_{n=1}^{K}$ be a finite sequence of elements of $B$. Assume that there exists some $\rho>0$ such that, for
every real function $f \in B$, there exists a measurable set $I \subseteq T$ such that $\mu(I) \geq \mu(T) / \rho$ and $|f(t)| \geq\|f\|_{\infty} / 2$ for every $t \in I$. Then for every $s \geq 1 /(2 \rho)$, the random vector $P=\sum_{n=1}^{K} X_{n} f_{n}$ satisfies

$$
\mathbb{P}\left(\|P\|_{\infty}>8 \sigma \sqrt{\log (2 \rho s)} \sqrt{\sum_{n=1}^{K}\left\|f_{n}\right\|_{\infty}^{2}}\right) \leq \frac{2}{s}
$$

where $\|f\|_{\infty}:=\sup _{t \in T}|f(t)|$ for each $f \in B$.
Proof. First assume that for every $1 \leq n \leq K$, the function $f_{n}$ is real and set $r:=$ $\sum_{n=1}^{K}\left\|f_{n}\right\|_{\infty}^{2}$ and $C:=\|P\|_{\infty}$. Assume that $f_{n} \neq 0$ for some $1 \leq n \leq K$. By assumptions on the measurable space $(T, \mu), C$ is measurable. Indeed, since $T$ is separable, there exists a dense countable subset $D \subseteq T$, hence $C=\sup _{t \in D}|P(t)|$ by continuity of $P$. Since each $P(t), t \in D$, is measurable, the random variable $C$ is also measurable.

Let $\lambda>0$. Since the random variables $X_{n}, 1 \leq n \leq K$, are independent, centred and subgaussian, by Lemma 1.2.8, we have for every $t \in T$,

$$
\begin{equation*}
\mathbb{E}\left(e^{\lambda P(t)}\right)=\mathbb{E}\left(\prod_{n=1}^{K} e^{\lambda X_{n} f_{n}(t)}\right)=\prod_{n=1}^{K} \mathbb{E}\left(e^{\lambda X_{n} f_{n}(t)}\right) \leq \prod_{n=1}^{K} e^{\lambda^{2} f_{n}(t)^{2} \sigma^{2}} \leq e^{\lambda^{2} r \sigma^{2}}, \tag{3.1.2}
\end{equation*}
$$

where $\sigma>0$ is the constant associated with $\left(X_{n}\right)_{n=1}^{K}$ in Definition 1.2.6. Without loss of generality, we can assume that $\mu(T)=1$. By assumption, for every $\omega \in \Omega$, there exists a measurable set $I \subseteq T$ depending on $\omega$ such that $\mu(I) \geq 1 / \rho$ and $|P(t)| \geq C / 2$ for every $t \in I$, hence $C / 2 \leq P(t)$ or $C / 2 \leq-P(t)$. This implies that

$$
e^{\lambda C / 2} \leq \rho \int_{I} e^{\lambda C / 2} \mathrm{~d} \mu \leq \rho \int_{T}\left(e^{\lambda P(t)}+e^{-\lambda P(t)}\right) \mathrm{d} \mu
$$

and therefore

$$
\mathbb{E}\left(e^{\lambda C / 2}\right) \leq \rho \mathbb{E}\left(\int_{T}\left(e^{\lambda P(t)}+e^{-\lambda P(t)}\right) \mathrm{d} \mu\right)
$$

By the Fubini theorem and 3.1 .2 , we deduce that $\mathbb{E}\left(e^{\lambda C / 2}\right) \leq 2 \rho e^{\lambda^{2} r \sigma^{2}}$. Therefore, Markov's inequality yields

$$
\mathbb{P}\left(\frac{C}{2} \geq \lambda r \sigma^{2}+\frac{\log (2 \rho s)}{\lambda}\right) \leq \mathbb{E}\left(\exp \left(\frac{\lambda C}{2}-\log (2 \rho s)-\lambda^{2} r \sigma^{2}\right)\right) \leq \frac{1}{s}
$$

By taking $\lambda=\sigma^{-1} \sqrt{\log (2 \rho s)} / \sqrt{r}$ and recalling that $C=\|P\|_{\infty}$, we get

$$
\mathbb{P}\left(\|P\|_{\infty} \geq 4 \sqrt{r} \sigma \sqrt{\log (2 \rho s)}\right) \leq \frac{1}{s}
$$

Now, if $P$ is complex, then by taking the real and imaginary parts of $P$ and applying to them the previous inequality, we get that

$$
\begin{aligned}
\mathbb{P}\left(\|P\|_{\infty} \geq 8 \sqrt{r} \sigma \sqrt{\log (2 \rho s)}\right) \leq & \mathbb{P}\left(\|\operatorname{Re}(P)\|_{\infty} \geq 4 \sqrt{r} \sigma \sqrt{\log (2 \rho s)}\right) \\
& +\mathbb{P}\left(\|\operatorname{Im}(P)\|_{\infty} \geq 4 \sqrt{r} \sigma \sqrt{\log (2 \rho s)}\right) \leq \frac{2}{s}
\end{aligned}
$$

Note that $\operatorname{Re}(P)$ and $\operatorname{Im}(P)$ are in $B$ since $B$ is closed under complex conjugation.

For the proof of Bernstein's inequality, see [66, Chapitre 5, Lemme IV.12]. A map $t \longmapsto \sum_{n=-N}^{N} a_{n} e^{i n t}$ where $a_{n} \in \mathbb{C}$ for all $-N \leq n \leq N$, and $N \geq 1$, is called a complex trigonometric polynomial of degree less than or equal to $N$.

Lemma 3.1.11 (Bernstein inequality). For every complex trigonometric polynomial $p:[0,2 \pi] \longrightarrow \mathbb{C}$ of degree less than or equal to $N \geq 1$, one has $\left\|p^{\prime}\right\|_{\infty} \leq N\|p\|_{\infty}$.

Lemma 3.1.12 (55 Chapter 5, Proposition 5]). For every complex trigonometric polynomial $p:[0,2 \pi] \longrightarrow \mathbb{C}$ of degree less than or equal to $N \geq 1$, there exists a closed set $I \subseteq[0,2 \pi]$ of Lebesgue measure $1 / N$ such that $|p(t)| \geq\|p\|_{\infty} / 2$ for every $t \in I$.
Proof. Since $p$ is continuous, there exists some $t_{0} \in[0,2 \pi]$ such that $\left|p\left(t_{0}\right)\right|=\|p\|_{\infty}$. Extend $p$ periodically to $\mathbb{R}$, and let $t \in \mathbb{R}$. By the Mean Value Theorem, $\left|p(t)-p\left(t_{0}\right)\right| \leq$ $\sup _{s \in[0,2 \pi]}\left|p^{\prime}(s)\right|\left|t-t_{0}\right|$. Then, by Bernstein's inequality, we get $\left|p(t)-p\left(t_{0}\right)\right| \leq$ $N\|p\|_{\infty}\left|t-t_{0}\right|$, hence

$$
|p(t)| \geq\left|p\left(t_{0}\right)\right|-\left|p(t)-p\left(t_{0}\right)\right| \geq\left(1-N\left|t-t_{0}\right|\right)\|p\|_{\infty}
$$

If $t \in I:=\left\{s \bmod 2 \pi \mid s \in\left[t_{0}-1 /(2 N), t_{0}+1 /(2 N)\right]\right\}$ then $|p(t)| \geq\|p\|_{\infty} / 2$. This concludes the proof since $I$ has indeed Lebesgue measure $1 / N$.

Combining the two previous results yields Lemma 3.1.13, with $T=[0,2 \pi]$ endowed with the Lebesgue measure, $B$ the space of complex trigonometric polynomials, $\rho=$ $2 \pi N$ and $s=2 N^{p}$.

In the following results, the random variables $X_{n}$ may be complex: one needs to apply Lemma 3.1 .10 to $\operatorname{Re}\left(X_{n}\right)$ and $\operatorname{Im}\left(X_{n}\right)$.
Lemma 3.1.13 ([55, Chapter 6, Theorem 2]). Let $\left(X_{n}\right)_{n=1}^{K}$ be a subgaussian sequence of centred independent random variables. Let $\left(a_{n}\right)_{n=1}^{K}$ be a finite sequence of complex numbers, $\left(q_{n}\right)_{n=1}^{K}$ be a finite sequence of complex trigonometric polynomials of degree less than or equal to $N \geq 1$ and $p>0$ a real number. Then there exists a constant $c>0$ that depends only on the distribution of $\left(X_{n}\right)_{n=1}^{K}$ and $p$ such that

$$
\mathbb{P}\left(\sup _{\theta \in[0,2 \pi]}\left|\sum_{n=1}^{K} a_{n} X_{n} q_{n}(\theta)\right|>c \sqrt{\log (N)} \sqrt{\sum_{n=1}^{K}\left|a_{n}\right|^{2}\left\|q_{n}\right\|_{\infty}^{2}}\right) \leq \frac{c}{N^{p}}
$$

Lemma 3.1.13 says that the first terms of the random series $\sum_{n>0} a_{n} X_{n} e_{n}$ already give the kind of rate of growth 3.1.1 we are seeking. One may then hope that the rest of the terms are small in some sense.

To get a rate of growth for a random entire function, we will use a deterministic result which gives a link between the maximum modulus of an entire function $f$ i.e., $\|f\|_{r}, r>0$, and its maximum term $\mu_{f}$. This theorem can be proved with the WimanValiron theory, see Hayman [48, Theorem 6] and also [37, p. 48] and [92, p. 550]. This result is due to Rosenbloom [85].
Theorem 3.1.14. Let $f$ be a non-constant entire function. For every $\delta>0$, there exists a set $E \subseteq[0, \infty[$ of finite logarithmic measure such that for every $r \notin E$, one has

$$
\|f\|_{r} \leq \mu_{f}(r) \sqrt{\log \left(\mu_{f}(r)\right)}\left(\log _{2}\left(\mu_{f}(r)\right)\right)^{1+\delta}
$$

Both sides of the inequality given by Theorem 3.1.14 are continuous where they are defined, see Lemma 3.1.3 and [52, Satz 1.1]. Consequently, the set $E$ can be chosen to be open.

Lemma 3.1.15. Let $f=\sum_{n \geq 0} a_{n} e_{n}$ be a non-constant entire function and let $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence of centred independent random variables. Let $0<\alpha<1$ and $\delta>0$. Then the random vector $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely an entire function, and there exist a constant $c>0$ an $\bar{d}$ a set $E \subseteq[0, \infty[$ of finite logarithmic measure such that for any $r \notin E$,

$$
\mathbb{P}\left(\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \geq c \sqrt{\log (N)} S_{f}(r)\right) \lesssim \frac{1}{N^{2 /(1-\alpha)}}
$$

for every $N \geq\left(\log \left(\mu_{f}(r)\right)\right)^{\frac{3}{2}+\delta}$, and $E$ can be chosen to be open.
Proof. The series $\sum_{n>0} a_{n} X_{n} e_{n}$ is almost surely an entire function by Lemma 3.1.1. Take the open set $E \subseteq[0, \infty[$ as the finite union of the open sets of finite logarithmic measure given by Lemma 3.1.9 and Theorem 3.1.14 applied to $z \longmapsto \sum_{n \geq 0}\left|a_{n}\right| z^{n}$ and $\delta / 2>0$, and set $\beta:=1 /(1-\alpha)$.

Define $B_{n}:=\left\{\left|X_{n}\right| \geq n^{\alpha}\right\} \subseteq \Omega$ for each $n \geq 1$. We get that, since $\left(X_{n}\right)_{n \geq 0}$ is a subgaussian sequence,

$$
\mathbb{P}\left(B_{n}\right) \lesssim e^{-n^{2 \alpha} / \tau^{2}} \lesssim \frac{1}{n^{3}}
$$

for every $n \geq 1$ and some $\tau>0$ given by Lemma 1.2.7.
Let $r \notin E$ be large enough and $N \geq\left(\log \left(\mu_{f}(r)\right)\right)^{\frac{3}{2}+\delta}$. Define $B(r):=\bigcup_{n>N^{\beta}} B_{n}$. Then

$$
\begin{equation*}
\mathbb{P}(B(r)) \leq \sum_{n>N^{\beta}} \mathbb{P}\left(B_{n}\right) \lesssim \sum_{n>N^{\beta}} \frac{1}{n^{3}} \lesssim \frac{1}{N^{2 \beta}} \tag{3.1.3}
\end{equation*}
$$

for $r>0$ large enough. On the complement of $B(r)$, we get that

$$
\begin{aligned}
\left\|\sum_{n>N^{\beta}} a_{n} X_{n} e_{n}\right\|_{r} \leq \sum_{n>N^{\beta}}\left|X_{n}\right|\left|a_{n}\right| r^{n} & \leq \sum_{n>N^{\beta}} n^{\alpha}\left|a_{n}\right| r^{n} \\
& \leq N^{-1} \sum_{n>N^{\beta}} n\left|a_{n}\right| r^{n}
\end{aligned}
$$

The last inequality holds because if $n \geq N^{\beta}$ then $n^{\alpha} \leq n / N$. By Lemma 3.1.9 and Theorem 3.1.14 we finally get that

$$
\begin{align*}
\left\|\sum_{n>N^{\beta}} a_{n} X_{n} e_{n}\right\|_{r} & \leq N^{-1} G_{f}(r) \log ^{1+\frac{\delta}{2}}\left(G_{f}(r)\right) \\
& \lesssim N^{-1} \mu_{f}(r) \sqrt{\log \left(\mu_{f}(r)\right)} \log _{2}^{1+\frac{\delta}{2}}\left(\mu_{f}(r)\right) \log ^{1+\frac{\delta}{2}}\left(\mu_{f}(r)\right) \\
& \lesssim N^{-1} \mu_{f}(r) \log ^{\frac{3}{2}+\delta}\left(\mu_{f}(r)\right) \leq \mu_{f}(r) \leq S_{f}(r) . \tag{3.1.4}
\end{align*}
$$

Therefore, there is a constant $\widetilde{c}>0$ such that if $r \notin E$ is large enough then

$$
\mathbb{P}\left(\left\|\sum_{n>N^{\beta}} a_{n} X_{n} e_{n}\right\|_{r}>\widetilde{c} S_{f}(r)\right) \leq \mathbb{P}(B(r)) \lesssim \frac{1}{N^{2 \beta}}
$$

where the first inequality holds by (3.1.4), and the second one holds by (3.1.3).
By Lemma 3.1.13 applied to $q_{n}=r^{n} e^{i n t}, n \geq 0, p=2$ and $K=\left\lfloor N^{\beta}\right\rfloor$, we have on the other hand

$$
\mathbb{P}\left(\left\|\sum_{0 \leq n \leq N^{\beta}} a_{n} X_{n} e_{n}\right\|_{r} \geq c \sqrt{\log (N)} S_{f}(r)\right) \lesssim \frac{1}{N^{2 \beta}}
$$

for some constant $c \geq \widetilde{c}$, and hence

$$
\mathbb{P}\left(\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \geq 2 c \sqrt{\log (N)} S_{f}(r)\right) \lesssim \frac{1}{N^{2 \beta}}+\frac{1}{N^{2 \beta}}
$$

for $r$ large enough, $r \notin E$.
The next lemma is the last result we will need. Versions of it can be found in [37, p. 49], [62, Lemma 8] or [92, p. 555].

Lemma 3.1.16. Let $h:\left[r_{0}, \infty[\longrightarrow[0, \infty[\right.$ be a continuous non-decreasing function such that $\lim _{r \rightarrow \infty} h(r)=\infty$ and $h\left(r_{0}\right) \geq 1$, where $r_{0} \geq 0$. Let $E \subseteq\left[r_{0}, \infty[\right.$ be an open set of finite logarithmic measure. Then there exists a non-decreasing sequence $\left(r_{k}\right)_{k \in J}$, where $J \subseteq \mathbb{N}_{0}$, such that for every $k \in J$,
(i) $r_{k} \notin E$,
(ii) $h\left(r_{k}\right) \geq k$,
(iii) for any $r \notin E$, there exists $k \in J$ such that $r \leq r_{k}$ and $h\left(r_{k}\right) \leq h(r)+1$.

Proof. Define for each $k \geq 1$ the closed, possibly empty, set

$$
U_{k}:=\left\{r \geq r_{0} \mid k \leq h(r) \leq k+1\right\} .
$$

These sets are indeed closed since $h$ is continuous. They are also bounded since $\lim _{r \rightarrow \infty} h(r)=\infty$, and thus they are compact. Define $J:=\left\{k \in \mathbb{N}_{0} \mid U_{k} \backslash E \neq\right.$ $\emptyset\}$. For each $k \in J$, there exists $r_{k} \in U_{k} \backslash E$ such that $r_{k}=\sup \left(U_{k} \backslash E\right)$. Since $\lim _{r \rightarrow \infty} h(r)=\infty$ and $E$ is of finite logarithmic measure, the set $J$ is infinite.

Let $r \geq r_{0}$. Since $h\left(r_{0}\right) \geq 1$, there exists $k \in \mathbb{N}_{0}$ such that $k \leq h(r) \leq k+1$. If $r \notin E$ then $k \in J$, and $r \leq r_{k}$ by definition of $r_{k}$. By definition of $U_{k}$, we also have $h\left(r_{k}\right) \leq h(r)+1$.

Theorem 3.1 .17 is the main result of this section. First, thanks to the BorelCantelli lemma, we will prove the desired inequality for a suitable sequence $\left(r_{n}\right)_{n \geq 1}$ chosen with Lemma 3.1.16. The properties of this sequence and the Maximum Principle will conclude the proof of Theorem 3.1.17.

Theorem 3.1.17. Let $f=\sum_{n \geq 0} a_{n} e_{n}$ be a non-constant entire function and $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence of centred independent random variables. Then the random vector $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely an entire function, and there exist a constant $c>0$ and an open set $E \subseteq[0, \infty[$ of finite logarithmic measure such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq c \sqrt{\log _{2}\left(\mu_{f}(r)\right)} S_{f}(r)
$$

for every $r \geq r_{0}, r \notin E$.
Proof. Take the open set $E \subseteq[0, \infty[$ of finite logarithmic measure as the finite union of the sets given by Lemma 3.1.15 applied to $f, \alpha \in] 0,1[$ and a fixed $\delta>0$, and Theorem 3.1.14 applied to $z \longmapsto \sum_{n>0}\left|a_{n}\right| z^{n}$ and $\delta>0$. By Lemma 3.1.16 applied to $h=\log \left(S_{f}\right)$ and $r_{0} \geq 0$ so large that $\log \left(S_{f}\left(r_{0}\right)\right) \geq 1$, we get a non-decreasing sequence $\left(r_{k}\right)_{k \in J}$ converging to $\infty$, where $J \subseteq \mathbb{N}_{0}$, and satisfying assertions (i) (ii) and (iii) of the lemma.

Set $\beta:=1 /(1-\alpha)$. Define for each $k \in J$ the real number

$$
N_{k}:=\log ^{\frac{3}{2}+\delta}\left(\mu_{f}\left(r_{k}\right)\right)
$$

and the measurable set

$$
A_{k}:=\left\{\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{k}} \geq c \sqrt{\log \left(N_{k}\right)} S_{f}\left(r_{k}\right)\right\} \subseteq \Omega
$$

where $c>0$ is the constant of Lemma 3.1.15. We can assume that $N_{k} \geq 1$ for all $k \in J$. Then (i) of Lemma 3.1.16 Lemma 3.1.15 and the definition of $N_{k}$ imply that

$$
\sum_{k \in J} \mathbb{P}\left(A_{k}\right) \lesssim \sum_{k \in J} \frac{1}{N_{k}^{2 \beta}}=\sum_{k \in J} \frac{1}{\log ^{\beta(3+2 \delta)}\left(\mu_{f}\left(r_{k}\right)\right)}
$$

By Theorem 3.1.14 for every $r \notin E$, we have

$$
\mu_{f}(r) \leq S_{f}(r) \leq \sum_{n \geq 0}\left|a_{n}\right| r^{n} \leq \mu_{f}(r) \sqrt{\log \left(\mu_{f}(r)\right)}\left(\log _{2}\left(\mu_{f}(r)\right)\right)^{1+\delta}
$$

This implies that $\log \left(S_{f}(r)\right) \asymp \log \left(\mu_{f}(r)\right)$ for $r \notin E$. Therefore

$$
\sum_{k \in J} \mathbb{P}\left(A_{k}\right) \lesssim \sum_{k \in J} \frac{1}{\log ^{\beta(3+2 \delta)}\left(S_{f}\left(r_{k}\right)\right)} \lesssim \sum_{k=1}^{\infty} \frac{1}{k^{\beta(3+2 \delta)}}<\infty
$$

by (i) and (ii) of Lemma 3.1.16. This in turn implies by the Borel-Cantelli lemma that for almost surely every $\omega \in \Omega$, there exists $k_{0}(\omega) \in J$ such that for every $k \in J$ with $k \geq k_{0}(\omega)$,

$$
\begin{equation*}
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{k}} \leq c \sqrt{\log \left(N_{k}\right)} S_{f}\left(r_{k}\right) \tag{3.1.5}
\end{equation*}
$$

Let $r \notin E$ be large, and let $k \geq k_{0}(\omega)$ be such that $k \in J$ given by (iii) of Lemma 3.1.16. The Maximum Principle and inequality (3.1.5) yield

$$
\begin{aligned}
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{k}} & \leq c \sqrt{\log \left(N_{k}\right)} S_{f}\left(r_{k}\right) \\
& \lesssim \sqrt{\log _{2}\left(\mu_{f}\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right)
\end{aligned}
$$

Since $\mu_{f} \leq S_{f}$ and $S_{f}\left(r_{k}\right) \leq e S_{f}(r)$ by (iii) of Lemma 3.1.16, we get that

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \lesssim \sqrt{\log _{2}\left(S_{f}\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right) \lesssim \sqrt{\log _{2}\left(S_{f}(r)\right)} S_{f}(r)
$$

We conclude the proof by using the fact that $\log \left(S_{f}(r)\right) \lesssim \log \left(\mu_{f}(r)\right)$ for $r \notin E$. Note that the constant $c$ in 3.1 .5 is possibly replaced by a larger constant $\widetilde{c}$, but independently of $\omega \in \Omega$.

In Kuryliak [62], the sequence $\left(r_{k}\right)_{k \geq 1}$ was constructed from the maximum term $\mu_{f}$. The idea of constructing this sequence from $S_{f}$ instead comes from [37] and [92].

The previous theorem includes the result of Erdős and Rényi [37, Theorem 2] who used Rademacher random variables. Indeed, every bounded random variable is subgaussian. Recall that a Rademacher variable is a random variable $X: \Omega \longrightarrow \mathbb{R}$ such that $\mathbb{P}(X=1)=1 / 2=\mathbb{P}(X=-1)$. In their main result, [37, Theorem 1 , Erdős and Rényi obtained a rate of growth written in terms of the maximum term. The following theorem extends this result to arbitrary centred subgaussian sequences.

Theorem 3.1.18. Let $f=\sum_{n \geq 0} a_{n} e_{n}$ be a non-constant entire function and $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence of centred independent random variables. Then the random vector $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely an entire function and for every $\delta>0$, there exist a constant $c>0$ and an open set $E \subseteq[0, \infty[$ of finite logarithmic measure such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq c \mu_{f}(r)\left(\log \left(\mu_{f}(r)\right)\right)^{1 / 4}\left(\log _{2}\left(\mu_{f}(r)\right)\right)^{1+\delta}
$$

for every $r \geq r_{0}, r \notin E$.
Proof. This result is a direct consequence of Theorem 3.1.17. Let $\delta>0$. Define the open set $E$ as the finite union of the sets given by Theorem 3.1.14 applied to $z \longmapsto \sum_{n \geq 0}\left|a_{n}\right| z^{n}$ and Theorem 3.1.17 applied to $f$. Let $r \notin E$, Theorem 3.1.14 yields

$$
S_{f}^{2}(r) \leq \mu_{f}(r) \sum_{n \geq 0}\left|a_{n}\right| r^{n} \leq \mu_{f}(r) \mu_{f}(r) \sqrt{\log \left(\mu_{f}(r)\right)}\left(\log _{2}\left(\mu_{f}(r)\right)\right)^{1+\delta}
$$

It remains to apply Theorem 3.1.17 to conclude the proof.
This corollary also improves the special case of $\rho=1$ in the result of Kuryliak [62. Theorem 3] since in the article, the exponent of the iterated logarithm is $3 / 2+\delta$.

### 3.2 On the disk with an exceptional set

We now study the rate of growth for random power series on $\mathbb{D}$ with subgaussian coefficients, where we accept a certain exceptional set of radii $r$. Kuryliak, Skaskiv and Skaskiv 63 obtained a result on $\mathbb{D}$ and more generally on a polydisk for uniformly bounded random variables. Theorem 3.2 .10 generalizes 63 , Theorem 2.3] to subgaussian random variables, in the case of holomorphic functions on $\mathbb{D}$. The main ideas in this section come from [63], combined with ideas of the previous section.

Again in this section, $\left(e_{n}\right)_{n \geq 0}$ will always denote the sequence of monomials i.e., $e_{n}(z)=z^{n}$ for every $z \in \mathbb{D}$ and $n \geq 0$.

First of all, we must make sure that the random vector $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely convergent in $H(\mathbb{D})$. Like Lemma 3.1.1. this is a corollary of Lemma 1.2.9.
Lemma 3.2.1. Let $f=\sum_{n \geq 0} a_{n} e_{n} \in H(\mathbb{D})$ and let $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence. Then the random vector $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely a holomorphic function on $\mathbb{D}$.

Proof. Since $f$ is holomorphic on $\mathbb{D}$, we have $\limsup _{n \rightarrow \infty}\left|a_{n}\right|^{1 / n} \leq 1$. Therefore, for every $0<r<1$, there exist $0<\rho<1$ and $n_{0} \geq 1$ such that for every $n \geq n_{0}$, $r^{n} \sqrt{\log (n)}\left|a_{n}\right| \leq \rho^{n}$. This implies that $\sum_{n \geq 1} \sqrt{\log (n)} a_{n} e_{n}$ converges unconditionally in $H(\mathbb{D})$. Lemma 1.2 .9 then ensures that $\sum_{n \geq 0}^{\geq} a_{n} X_{n} e_{n}$ is almost surely a holomorphic function on $\mathbb{D}$.

The aim of this section is to bound the sup-norm of the random power series $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ outside some subset of finite logarithmic measure of $[0,1[$.
Definition 3.2.2. A measurable set $E \subseteq[0,1[$ is of finite logarithmic measure if $\int_{E} \frac{1}{1-t} \mathrm{~d} t$ is finite.
Example 3.2.3. If $E=\bigcup_{n>1}\left[a_{n}, b_{n}\right] \subseteq\left[0, \infty\left[\right.\right.$ with $0<a_{n}<b_{n}<a_{n+1}<1$ for all $n \geq$ 1 , then $E$ is of finite logarithmic measure if and only if $\sum_{n \geq 1}\left(b_{n}-a_{n}\right) /\left(1-b_{n}\right)<\infty$. Thus, the sets $\bigcup_{n \geq 2}\left[1-1 / n^{\alpha}, 1-1 / n^{\alpha}+1 / n^{\beta}\right], \alpha, \beta>0, \beta>1+\alpha$, are of finite logarithmic measure.
Remark 3.2.4. In order to show that some property holds outside a set of finite logarithmic measure, it suffices to prove that there exists a set of finite logarithmic measure such that the property holds outside this set and for $r$ close enough to 1 .

The proof of the main theorem of this section, Theorem 3.2 .10 is similar to the the proof of Theorem 3.1.17. The first term of the series will give the growth we are seeking, and the remaining terms will be smaller than the first ones. Lemma 3.2.8 will be the probabilistic tool needed, and it is again a corollary of Lemma 3.1.13

The maximum term $\mu_{f}$ of a function $f \in H(\mathbb{D})$ and the functions $S_{f}$ and $G_{f}$ are defined exactly in the same way as for entire functions, see Definition 3.1.2.

For the sake of completeness, we provide the proof of the next lemma.
Lemma 3.2.5 ( $\mid 61$, Lemma 1]). Let $f=\sum_{n \geq 0} a_{n} e_{n} \in H(\mathbb{D})$ be non-constant with $\sum_{n \geq 0}\left|a_{n}\right|>1$. Then for every $\delta>0$ there exists an open set $E \subseteq[0,1[$ of finite logarithmic measure such that for every $r \notin E$, one has

$$
\partial_{r} \log \left(G_{f}(r)\right) \leq \frac{1}{1-r} \log ^{1+\delta}\left(G_{f}(r)\right)
$$

Proof. Let $0<r_{0}<1$ and $\varepsilon>0$ be such that $\log \left(G_{f}(r)\right) \geq \varepsilon$ for all $r_{0}<r<1$. Let $E \subseteq] r_{0}, 1[$ be the set where the inequality is false. It is an open set since both sides of the inequality are continuous. Using the change of variables $x=\log \left(G_{f}(r)\right)$ yields

$$
\int_{E} \frac{1}{1-r} \mathrm{~d} r \leq \int_{E} \frac{\partial_{r} \log \left(G_{f}(r)\right)}{\log ^{1+\delta}\left(G_{f}(r)\right)} \mathrm{d} r \leq \int_{\varepsilon}^{1} \frac{1}{x^{1+\delta}} \mathrm{d} x<\infty
$$

Theorem 3.2 .6 will be the analogous deterministic theorem to Theorem 3.1.14 we will need.

Theorem 3.2.6 ([61, Theorem 2]). Let $f=\sum_{n>0} a_{n} e_{n} \in H(\mathbb{D})$ be non-constant. Then for every $\delta>0$ there exists an open set $E \subseteq[0,1[$ of finite logarithmic measure such that

$$
\|f\|_{r} \leq \frac{\mu_{f}(r)}{(1-r)^{1+\delta}} \log ^{\frac{1+\delta}{2}}\left(\frac{\mu_{f}(r)}{1-r}\right)
$$

for every $r \notin E$.
Lemma 3.2.7. Let $f=\sum_{n \geq 0} a_{n} e_{n} \in H(\mathbb{D})$ be non-constant, and let $\delta>0$. There exists an open set $E$ of finite logarithmic measure such that for any $r \notin E$, one has

$$
\sum_{n=0}^{\infty} n\left|a_{n}\right| r^{n} \lesssim \frac{\mu_{f}(r)}{(1-r)^{2+\delta}} \log ^{3(1+\delta) / 2}\left(\frac{\mu_{f}(r)}{1-r}\right)
$$

Proof. By multiplying $f$ with a constant we can assume that $\mu_{f}(r)>1$ if $r$ is sufficiently big, and then also $\sum_{n \geq 0}\left|a_{n}\right|>1$.

First notice that $\sum_{n>0} n\left|\bar{a}_{n}\right| r^{n} \asymp \partial_{r} G_{f}(r)=G_{f}(r) \partial_{r} \log \left(G_{f}(r)\right)$. Take the open set $E \subseteq[0,1[$ as the finite union of the open sets of finite logarithmic measure given by Lemma 3.2 .5 and Theorem 3.2 .6 applied to $z \longmapsto \sum_{n \geq 0}\left|a_{n}\right| z^{n}$ and $\delta>0$. Then we get for every $r \notin E$ close enough to 1 ,

$$
\begin{aligned}
\sum_{n=0}^{\infty} n\left|a_{n}\right| r^{n} \lesssim & \frac{\mu_{f}(r)}{(1-r)^{1+\delta}} \log ^{\frac{1+\delta}{2}}\left(\frac{\mu_{f}(r)}{1-r}\right) \frac{1}{1-r}\left(\log \left(\mu_{f}(r)\right)\right. \\
& \left.+(1+\delta)\left(\log \left(\frac{1}{1-r}\right)+\frac{1}{2} \log _{2}\left(\frac{\mu_{f}(r)}{1-r}\right)\right)\right)^{1+\delta}
\end{aligned}
$$

Thus we get that

$$
\begin{aligned}
\sum_{n=0}^{\infty} n\left|a_{n}\right| r^{n} & \lesssim \frac{\mu_{f}(r)}{(1-r)^{2+\delta}} \log ^{\frac{1+\delta}{2}}\left(\frac{\mu_{f}(r)}{1-r}\right)(1+\delta)^{1+\delta}\left(\frac{3}{2} \log \left(\frac{\mu_{f}(r)}{1-r}\right)\right)^{1+\delta} \\
& =\left(\frac{3}{2}\right)^{1+\delta}(1+\delta)^{1+\delta} \frac{\mu_{f}(r)}{(1-r)^{2+\delta}} \log ^{3(1+\delta) / 2}\left(\frac{\mu_{f}(r)}{1-r}\right)
\end{aligned}
$$

The next lemma is analogous to Lemma 3.1.15.

Lemma 3.2.8. Let $f=\sum_{n \geq 0} a_{n} e_{n} \in H(\mathbb{D})$ be non-constant, and let $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence of centred independent random variables. Let $0<\alpha<1$ and $\delta>0$. Then the random vector $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely a holomorphic function on $\mathbb{D}$, and there exist a constant $c>0$ and an open set $E \subseteq[0,1[$ of finite logarithmic measure such that for any $r \notin E$,

$$
\mathbb{P}\left(\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \geq c \sqrt{\log (N)} \frac{\mu_{f}(r)}{(1-r)^{\frac{1+\delta}{2}}} \log ^{(1+\delta) / 4}\left(\frac{\mu_{f}(r)}{1-r}\right)\right) \lesssim \frac{1}{N^{2 /(1-\alpha)}}
$$

for every $N \geq \frac{1}{(1-r)^{2+\delta}}\left(\log \left(\frac{\mu_{f}(r)}{1-r}\right)\right)^{3(1+\delta) / 2}$.
Proof. The series $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely holomorphic on $\mathbb{D}$ by Lemma 3.2.1. Take the open set $E \subseteq[0,1[$ as the finite union of the open sets of finite logarithmic measure given by Theorem 3.2.6 and Lemma 3.2.7 applied to $\delta>0$, and set $\beta:=$ $1 /(1-\alpha)$.

Define $B_{n}:=\left\{\left|X_{n}\right| \geq n^{\alpha}\right\} \subseteq \Omega$ for each $n \geq 1$. We get that, since $\left(X_{n}\right)_{n \geq 0}$ is a subgaussian sequence,

$$
\mathbb{P}\left(B_{n}\right) \lesssim e^{-n^{2 \alpha} / \tau^{2}} \lesssim \frac{1}{n^{3}}
$$

for every $n \geq 1$ and some $\tau>0$ given by Lemma 1.2.7.
Let $r \notin E$ be close enough to 1 and $N \geq(1-r)^{-(2+\delta)}\left(\log \left(\mu_{f}(r) /(1-r)\right)\right)^{3(1+\delta) / 2}$. Define now $B(r):=\bigcup_{n>N^{\beta}} B_{n}$. Then

$$
\begin{equation*}
\mathbb{P}(B(r)) \leq \sum_{n>N^{\beta}} \mathbb{P}\left(B_{n}\right) \lesssim \sum_{n>N^{\beta}} \frac{1}{n^{3}} \lesssim \frac{1}{N^{2 \beta}} \tag{3.2.1}
\end{equation*}
$$

On the complement of $B(r)$, we get that

$$
\begin{aligned}
\left\|\sum_{n>N^{\beta}} a_{n} X_{n} e_{n}\right\|_{r} \leq \sum_{n>N^{\beta}}\left|X_{n} \| a_{n}\right| r^{n} & \leq \sum_{n>N^{\beta}} n^{\alpha}\left|a_{n}\right| r^{n} \\
& \leq \frac{1}{N} \sum_{n>N^{\beta}} n\left|a_{n}\right| r^{n}
\end{aligned}
$$

The last inequality holds because if $n \geq N^{\beta}$ then $n^{\alpha} \leq n / N$. By Lemma 3.2.7. we finally get that

$$
\begin{equation*}
\left\|\sum_{n>N^{\beta}} a_{n} X_{n} e_{n}\right\|_{r} \lesssim \frac{1}{N} \frac{\mu_{f}(r)}{(1-r)^{2+\delta}} \log ^{3(1+\delta) / 2}\left(\frac{\mu_{f}(r)}{1-r}\right) \leq \mu_{f}(r) \tag{3.2.2}
\end{equation*}
$$

for $r \notin E$. Therefore, there is a constant $\widetilde{c}>0$ such that if $r \notin E$ is close enough to 1 then

$$
\begin{aligned}
\mathbb{P}\left(\left\|\sum_{n>N^{\beta}} a_{n} X_{n} e_{n}\right\|_{r}>\widetilde{c} \sqrt{\log (N)} \frac{\mu_{f}(r)}{(1-r)^{\frac{1+\delta}{2}}} \log ^{(1+\delta) / 4}\left(\frac{\mu_{f}(r)}{1-r}\right)\right) & \leq \mathbb{P}(B(r)) \\
& \lesssim \frac{1}{N^{2 \beta}}
\end{aligned}
$$

where the first inequality holds by (3.2.2), and the second one holds by (3.2.1).
By Lemma 3.1.13 applied to $q_{n}=r^{n} e^{i n t}, n \geq 0, p=2$ and $K=\left\lfloor N^{\beta}\right\rfloor$, we have on the other hand

$$
\mathbb{P}\left(\left\|\sum_{0 \leq n \leq N^{\beta}} a_{n} X_{n} e_{n}\right\|_{r} \geq c \sqrt{\log (N)} S_{f}(r)\right) \lesssim \frac{1}{N^{2 \beta}}
$$

for some constant $c \geq \widetilde{c}$. Furthermore, we get by Theorem 3.2.6

$$
S_{f}^{2}(r) \leq \mu_{f}(r) \sum_{n=0}^{\infty}\left|a_{n}\right| r^{n} \leq \frac{\mu_{f}(r)^{2}}{(1-r)^{1+\delta}} \log ^{(1+\delta) / 2}\left(\frac{\mu_{f}(r)}{1-r}\right)
$$

and hence

$$
\mathbb{P}\left(\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \geq 2 c \sqrt{\log (N)} \frac{\mu_{f}(r)}{(1-r)^{\frac{1+\delta}{2}}} \log ^{(1+\delta) / 4}\left(\frac{\mu_{f}(r)}{1-r}\right)\right) \lesssim \frac{1}{N^{2 \beta}}+\frac{1}{N^{2 \beta}}
$$

for $r$ close enough to $1, r \notin E$.
Lemma 3.2.9. Let $h, g:\left[r_{0}, 1[\longrightarrow[0, \infty[\right.$ be two continuous non-decreasing functions such that $\lim _{r \rightarrow \infty} h(r)=\infty, h\left(r_{0}\right) \geq 1$ and $g\left(r_{0}\right) \geq 1$, where $0 \leq r_{0}<1$. Let $E \subseteq\left[r_{0}, 1[\right.$ be an open set of finite logarithmic measure. Then there exists a family $\left(r_{l, k}\right)_{(l, k) \in J} \subseteq\left[r_{0}, 1\left[\right.\right.$, where $J \subseteq \mathbb{N}_{0}^{2}$, such that for every $(l, k) \in J$,
(i) $r_{l, k} \notin E$,
(ii) $h\left(r_{l, k}\right) \geq k$ and $g\left(r_{l, k}\right) \geq l$,
(iii) for any $r \notin E$, there exists $(l, k) \in J$ such that $r \leq r_{l, k}, h\left(r_{l, k}\right) \leq h(r)+1$ and $g\left(r_{l, k}\right) \leq g(r)+1$.

Proof. Define for each $k, l \geq 1$ the closed, possibly empty, set

$$
U_{l, k}:=\left\{r_{0} \leq r<1 \mid k \leq h(r) \leq k+1 \text { and } l \leq g(r) \leq l+1\right\}
$$

These sets are indeed closed since $h$ and $g$ are continuous. They are also bounded since $\lim _{r \rightarrow 1} h(r)=\infty$, and thus they are compact. Define $J:=\left\{(l, k) \in \mathbb{N}_{0}^{2} \mid U_{l, k} \backslash E \neq \emptyset\right\}$. For each $(l, k) \in J$, there exists $r_{l, k} \in U_{l, k} \backslash E \operatorname{such}$ that $r_{l, k}=\sup \left(U_{l, k} \backslash E\right)$.

Let $r_{0} \leq r<1$. Since $h\left(r_{0}\right) \geq 1$ and $g\left(r_{0}\right) \geq 1$, there exists $(l, k) \in \mathbb{N}_{0}^{2}$ such that $k \leq h(r) \leq k+1$ and $l \leq g(r) \leq l+1$. If $r \notin E$ then $(l, k) \in J$, and $r \leq r_{l, k}$ by definition of $r_{l, k}$. By definition of $U_{l, k}$, we also have $h\left(r_{l, k}\right) \leq h(r)+1$ and $g\left(r_{l, k}\right) \leq g(r)+1$.

Theorem 3.2.10 is the main result of this section.
Theorem 3.2.10. Let $f=\sum_{n \geq 0} a_{n} e_{n} \in H(\mathbb{D})$ be non-constant, and let $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence of centred independent random variables. Then the random vector $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ is almost surely a holomorphic function on $\mathbb{D}$, and for every
$\delta>0$, there exist a constant $c>0$ and an open set $E \subseteq[0,1[$ of finite logarithmic measure such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq c \frac{\mu_{f}(r)}{(1-r)^{\frac{1+\delta}{2}}} \log \frac{1+\delta}{4}\left(\frac{\mu_{f}(r)}{1-r}\right)
$$

for every $r_{0} \leq r<1, r \notin E$.
Proof. Without loss of generality, we can assume that $\mu_{f}(r)>e$ for every $0<r<1$ close enough to 1 since $f$ is not a constant. Pick $0<\alpha<1$ and set $\beta:=1 /(1-\alpha)$. Take the open set $E \subseteq[0,1[$ of finite logarithmic measure given by Lemma 3.2.8 applied to $\alpha$ and $\delta>0$.

Let $\left(r_{l, k}\right)_{l, k \in J}$, where $J \subseteq \mathbb{N}_{0}^{2}$, be the family given by Lemma 3.2.9 applied to $h(r)=\log (1 /(1-r)), g=\log \left(\mu_{f}\right)$ and $0 \leq r_{0}<1$ so large that $h\left(r_{0}\right) \geq 1$ and $g\left(r_{0}\right) \geq 1$. Define for each $(l, k) \in J$ the real number

$$
N_{l, k}:=\frac{1}{\left(1-r_{l, k}\right)^{2+\delta}} \log ^{3(1+\delta) / 2}\left(\frac{\mu_{f}\left(r_{l, k}\right)}{1-r_{l, k}}\right) \geq 1
$$

and the measurable set

$$
A_{l, k}:=\left\{\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{l, k}} \geq c \sqrt{\log \left(N_{l, k}\right)} \frac{\mu_{f}\left(r_{l, k}\right)}{\left(1-r_{l, k}\right)^{\frac{1+\delta}{2}}} \log \frac{1+\delta}{4}\left(\frac{\mu_{f}\left(r_{l, k}\right)}{1-r_{l, k}}\right)\right\}
$$

where $c>0$ is the constant of Lemma 3.2.8. We can assume that $N_{l, k} \geq 1$ for all $(l, k) \in J$. Then Lemma 3.2.8, the definition of $N_{l, k}$ and (i) and (ii) of Lemma 3.2.9 imply that

$$
\begin{aligned}
\sum_{(l, k) \in J} \mathbb{P}\left(A_{l, k}\right) \lesssim \sum_{(l, k) \in J} \frac{1}{N_{l, k}^{2 \beta}} & =\sum_{(l, k) \in J} \frac{\left(1-r_{l, k}\right)^{2 \beta(2+\delta)}}{\log ^{3 \beta(1+\delta)}\left(\frac{\mu_{f}\left(r_{l, k}\right)}{1-r_{l, k}}\right)} \\
& \leq \sum_{(l, k) \in J} \frac{1}{e^{k 2 \beta(2+\delta)}(l+k)^{3 \beta(1+\delta)}}
\end{aligned}
$$

Therefore $\sum_{(l, k) \in J} \mathbb{P}\left(A_{l, k}\right)<\infty$ and by the Borel-Cantelli lemma, we have that for almost surely every $\omega \in \Omega$, there exist $l_{0}(\omega), k_{0}(\omega) \geq 1$ such that for every $l \geq l_{0}(\omega)$ and $k \geq k_{0}(\omega)$ such that $(l, k) \in J$, one has

$$
\begin{equation*}
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{l, k}} \leq c \sqrt{\log \left(N_{l, k}\right)} \frac{\mu_{f}\left(r_{l, k}\right)}{\left(1-r_{l, k}\right)^{\frac{1+\delta}{2}}} \log \frac{1+\delta}{4}\left(\frac{\mu_{f}\left(r_{l, k}\right)}{1-r_{l, k}}\right) \tag{3.2.3}
\end{equation*}
$$

Let $r \notin E$ be such that $r \geq r_{l_{0}(\omega), k(\omega)}$. By (iii) of Lemma 3.2.9 there exist $l \geq l_{0}(\omega)$ and $k \geq k_{0}(\omega)$ such that $(l, k) \in J$ and $r \leq r_{l, k}$. Let $\varepsilon>0$. The Maximum

Principle and inequality 3.2.3 yield

$$
\begin{aligned}
&\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{l, k}} \\
& \leq c \sqrt{\log \left(N_{l, k}\right)} \frac{\mu_{f}\left(r_{l, k}\right)}{\left(1-r_{l, k}\right)^{\frac{1+\delta}{2}}} \log \frac{1+\delta}{4} \\
&\left(\frac{\mu_{f}\left(r_{l, k}\right)}{1-r_{l, k}}\right) \\
& \lesssim \frac{\mu_{f}\left(r_{l, k}\right)}{\left(1-r_{l, k}\right)^{\frac{1+\delta}{2}+\varepsilon}} \log \frac{1+\delta}{4}+\varepsilon \\
&\left(\frac{\mu_{f}\left(r_{l, k}\right)}{1-r_{l, k}}\right)
\end{aligned}
$$

the last inequality holds if $r$ is close enough to 1 , and then also $r_{l, k}$. By (iii) of Lemma 3.2 .9 we finally get that

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \lesssim \frac{\mu_{f}(r)}{(1-r)^{\frac{1+\delta}{2}+\varepsilon}} \log \frac{1+\delta}{4}+\varepsilon\left(\frac{\mu_{f}(r)}{1-r}\right)
$$

Note that the constant $c$ in 3.2 .3 is possibly replaced by a larger constant $\widetilde{c}$, but independently of $\omega \in \Omega$.

### 3.3 Without an exceptional set

We now present the second approach. This method yields a rate of growth valid without an exceptional set of finite logarithmic measure. In addition, it can be applied to random entire functions or to random functions defined on the unit disk $\mathbb{D}$.

For the rest of this section, let $E$ be the space $H(\mathbb{C})$ or $H(\mathbb{D})$ and let $w=\infty$ if $E=H(\mathbb{C})$, or $w=1$ if $E=H(\mathbb{D})$. Assume that the random vector $\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}$ is almost surely well-defined on the Fréchet space $E$, where $\left(X_{n}\right)_{n \geq 0}$ is a subgaussian sequence of centred independent random variables and $f=\sum_{n \geq 0} a_{n} e_{n} \in E$. We want to prove that

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \lesssim \sqrt{\log (A(r))} \sqrt{\sum_{n \geq 0}\left|a_{n}\right|^{2}\left\|e_{n}\right\|_{r}^{2}}
$$

holds for $r>0$ large enough almost surely, under some conditions on the function $A$. Note that here, $\left(e_{n}\right)_{n \geq 0}$ is no longer necessarily the sequence of monomials.

Definition 3.3.1. Let $\left(e_{n}\right)_{n \geq 0}$ be a sequence in $E$ and $f=\sum_{n \geq 0} a_{n} e_{n} \in E$. We define the function $S_{f}:[0, \infty[\longrightarrow[0, \infty]$ for any $r \geq 0$ by

$$
\begin{equation*}
S_{f}(r)=\sqrt{\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}\left\|e_{n}\right\|_{r}^{2}} \tag{3.3.1}
\end{equation*}
$$

Proposition 3.3.2. Let $f=\sum_{n \geq 0} a_{n} e_{n} \in E$ where $\left(e_{n}\right)_{n \geq 0}$ is a sequence of polynomials in $E$ such that for every $n \geq 0$, the degree of $e_{n}$ is at most $n$. Let $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence of centred independent random variables and $\left(r_{k}\right)_{k \geq 1}$ be a
sequence of positive numbers converging to $w$. Assume that there exists a sequence of positive integers $\left(A\left(r_{k}\right)\right)_{k \geq 1}$ such that $\left(A\left(r_{k}\right)^{-1}\right)_{k \geq 1}$ is p-summable for some $p>0$. Then there exists $c>0$ such that almost surely, there exists $k_{0} \geq 1$ such that for every $k \geq k_{0}$,

$$
\left\|\sum_{n=0}^{A\left(r_{k}\right)} a_{n} X_{n} e_{n}\right\|_{r_{k}} \leq c \sqrt{\log \left(A\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right)
$$

Proof. Lemma 3.1.13 gives, for every $k \geq 1$,

$$
\mathbb{P}\left(\left\|\sum_{n=0}^{A\left(r_{k}\right)} a_{n} X_{n} e_{n}\right\|_{r_{k}}>c \sqrt{\log \left(A\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right)\right) \leq \frac{c}{A\left(r_{k}\right)^{p}}
$$

for some constant $c>0$. The result follows by the Borel-Cantelli lemma.
To show that $\sqrt{\log (A)} S_{f}$ bounds the sup-norm of $v:=\sum_{n \geq 0} a_{n} X_{n} e_{n}$ along the sequence $\left(r_{k}\right)_{k \geq 1}$, that is, $\|v\|_{r_{k}} \lesssim \sqrt{\log \left(A\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right)$ holds for every $k \geq 1$ large enough almost surely, it remains to estimate $\left\|\sum_{n \geq A\left(r_{k}\right)+1} a_{n} X_{n} e_{n}\right\|_{r_{k}}$ for each $k \geq 1$. Note that $\liminf _{k \rightarrow \infty} S_{f}\left(r_{k}\right)>0$ as soon as there exists $n \geq 0$ such that $a_{n} e_{n} \neq 0$.

Proposition 3.3.3. Let $f=\sum_{n>0} a_{n} e_{n} \in E$ where $\left(e_{n}\right)_{n \geq 0}$ is a sequence of polynomials such that for every $n \geq 0$, the degree of $e_{n}$ is at most $n$. Let $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence of centred independent random variables such that $\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}$ is almost surely convergent and let $\left(r_{k}\right)_{k \geq 1}$ be a sequence of positive numbers converging to $w$. Assume that there exists a sequence $\left(A\left(r_{k}\right)\right)_{k \geq 1}$ of positive integers such that $\left(A\left(r_{k}\right)^{-1}\right)_{k \geq 1}$ is p-summable for some $p>0$ and that, almost surely, the sequence $\left(\left\|\sum_{n \geq A\left(r_{k}\right)+1} a_{n} X_{n} e_{n}\right\|_{r_{k}}\right)_{k \geq 1}$ is bounded. Then there exists $c>0$ such that almost surely, there exists $k_{0} \geq 1$ such that for every $k \geq k_{0}$,

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{k}} \leq c \sqrt{\log \left(A\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right)
$$

Proof. By Proposition 3.3.2, there is some $c>0$ such that, almost surely, there exist $M>0$ and $k_{1} \geq 1$ such that for every $k \geq k_{1}$,

$$
\begin{aligned}
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{k}} & \leq\left\|\sum_{n=0}^{A\left(r_{k}\right)} a_{n} X_{n} e_{n}\right\|_{r_{k}}+\left\|\sum_{n \geq A\left(r_{k}\right)+1} a_{n} X_{n} e_{n}\right\|_{r_{k}} \\
& \leq c \sqrt{\log \left(A\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right)+M
\end{aligned}
$$

where $M>0$ is some constant that depends on $\omega \in \Omega$. If $f=0$ there is nothing to prove. Assume that $f \neq 0$. Since $\liminf _{k \rightarrow \infty} S_{f}\left(r_{k}\right)>0$ and $\lim _{k \rightarrow \infty} A\left(r_{k}\right)=\infty$, we deduce that there exists $k_{0} \geq k_{1}$ such that for every $k \geq k_{0}$,

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{k}} \leq 2 c \sqrt{\log \left(A\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right)
$$

Now we give conditions when the function $\sqrt{\log (A)} S_{f}$ is actually a rate of growth for $v$. This is the main result of this section. The proof uses ideas of the work of Nikula 80, Proposition 2].
Theorem 3.3.4. Let $f=\sum_{n \geq 0} a_{n} e_{n} \in E$ where $\left(e_{n}\right)_{n \geq 0}$ is a sequence of polynomials such that for every $n \geq 0$, the $\bar{d}$ egree of $e_{n}$ is at most $n$. Let $\left(X_{n}\right)_{n \geq 0}$ be a subgaussian sequence of centred independent random variables such that $\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}$ is almost surely convergent, and let $\left(A_{j}\right)_{j \geq 1}$ be a non-decreasing sequence of positive functions defined on $] 0, w\left[\right.$ such that $A_{1}$ is non-decreasing. Assume that the following conditions hold:
(i) the series

$$
\sum_{j \geq 1} \sqrt{\log \left(A_{j+1}(r)\right)} \sqrt{\sum_{n \geq A_{j}(r)+1}\left|a_{n}\right|^{2}\left\|e_{n}\right\|_{r}^{2}}
$$

is bounded in $\delta<r<w$ for some $0<\delta<w$,
(ii) there exists an increasing sequence of positive numbers $\left(r_{k}\right)_{k \geq 1}$ converging to $w$ such that the family $\left(A_{j}\left(r_{k}\right)^{-1}\right)_{j, k \geq 1}$ is well-defined and $p$-summable for some $p>0$.

Then there exists $c>0$ such that almost surely, there exists $k_{0} \geq 1$ such that for every $k \geq k_{0}$,

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{k}} \leq c \sqrt{\log \left(A_{1}\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right)
$$

Furthermore, if the condition
(iii) the sequences $\left(\log \left(A_{1}\left(r_{k+1}\right)\right) / \log \left(A_{1}\left(r_{k}\right)\right)\right)_{k \geq 1}$ and $\left(S_{f}\left(r_{k+1}\right) / S_{f}\left(r_{k}\right)\right)_{k \geq 1}$ are bounded
holds then there exists $c>0$ such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq c \sqrt{\log \left(A_{1}(r)\right)} S_{f}(r)
$$

for every $r_{0} \leq r<w$.
Proof. We can assume that the functions $A_{j}, j \geq 1$, take integer values greater than or equal to 2. Indeed, the assumptions (i) to (iii) still hold for the sequence $\left(\left\lceil A_{j}\right\rceil+2\right)_{j \geq 1}$.

Lemma 3.1.13 gives, for every $k, j \geq 1$,
$\mathbb{P}\left(\left\|\sum_{n=A_{j}\left(r_{k}\right)+1}^{A_{j+1}\left(r_{k}\right)} a_{n} X_{n} e_{n}\right\|_{r_{k}}>c \sqrt{\log \left(A_{j+1}\left(r_{k}\right)\right)} \sqrt{\sum_{n \geq A_{j}\left(r_{k}\right)+1}\left|a_{n}\right|^{2}\left\|e_{n}\right\|_{r_{k}}^{2}}\right) \leq \frac{c}{A_{j+1}\left(r_{k}\right)^{p}}$
for some constant $c>0$, and hence almost surely for every $k \geq 1$ and $j \geq 1$ with $k$ large enough, we get that

$$
\left\|\sum_{n=A_{j}\left(r_{k}\right)+1}^{A_{j+1}\left(r_{k}\right)} a_{n} X_{n} e_{n}\right\|_{r_{k}} \leq c \sqrt{\log \left(A_{j+1}\left(r_{k}\right)\right)} \sqrt{\sum_{n \geq A_{j}\left(r_{k}\right)+1}\left|a_{n}\right|^{2}\left\|e_{n}\right\|_{r_{k}}^{2}}
$$

by the Borel-Cantelli lemma since the family $\left(A_{j}\left(r_{k}\right)^{-1}\right)_{j, k \geq 1}$ is $p$-summable by (ii) Then the sequence $\left(\left\|\sum_{n \geq A_{1}\left(r_{k}\right)+1} a_{n} X_{n} e_{n}\right\|_{r_{k}}\right)_{k \geq 1}$ is almost surely bounded by (i) hence Proposition 3.3 .3 gives almost surely the inequality

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{k}} \leq c \sqrt{\log \left(A_{1}\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right)
$$

for every $k \geq 1$ large enough, where $c>0$ is a constant. This proves the first part of the theorem.

Assume that (iii) holds. Let $k \geq 1$ and let $r_{k} \leq r<r_{k+1}$. By assumption (iii) and the Maximum Principle, we get for almost surely every $\omega \in \Omega$ and if $k$ is large enough that

$$
\begin{aligned}
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} & \leq\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{k+1}} \leq c \sqrt{\log \left(A_{1}\left(r_{k+1}\right)\right)} S_{f}\left(r_{k+1}\right) \\
& =c \sqrt{\frac{\log \left(A_{1}\left(r_{k+1}\right)\right)}{\log \left(A_{1}\left(r_{k}\right)\right)}} \frac{S_{f}\left(r_{k+1}\right)}{S_{f}\left(r_{k}\right)} \sqrt{\log \left(A_{1}\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right) \\
& \leq C \sqrt{\log \left(A_{1}\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right) \leq C \sqrt{\log \left(A_{1}(r)\right)} S_{f}(r)
\end{aligned}
$$

where $C>0$ is a constant. This concludes the proof.

We point out the following fact.
Lemma 3.3.5. Let $f=\sum_{n \geq 0} a_{n} e_{n}$ and $g=\sum_{n \geq 0} b_{n} e_{n}$ be elements of $E$ where $\left(e_{n}\right)_{n \geq 0}$ is a sequence of polynomials such that for every $n \geq 0$, the degree of $e_{n}$ is at most $n$. Suppose that there exist some $C_{1}, C_{2}>0$ such that $C_{1} a_{n} \leq b_{n} \leq C_{2} a_{n}$ for all $n \geq 0$. If $f$ satisfies the assumptions of Theorem 3.3.4 for some sequences $\left(A_{j}\right)_{j \geq 1}$ and $\left(r_{k}\right)_{k \geq 1}$ then $g$ satisfies the assumptions of Theorem 3.3.4 with the same sequences $\left(A_{j}\right)_{j \geq 1}$ and $\left(r_{k}\right)_{k \geq 1}$.

Proof. If the series in (i) of Theorem 3.3.4 is bounded for $f$, it also bounded for $g$ by assumption. Condition (ii) depends only on the sequences $\left(A_{j}\right)_{j \geq 1}$ and $\left(r_{k}\right)_{k \geq 1}$, and condition (iii) is again satisfied by assumption on the coefficients of the series defining $f$ and $g$.

Without the assumptions (ii) and (iii) of Theorem 3.3.4, we can prove that the function $\sqrt{\log \left(A_{1}\right)} S_{f}$ bounds the expectation of the sup-norm of the random series $\sum_{n>0} a_{n} X_{n} e_{n}$. The main argument comes from [10, Section 5.5.4].

We first prove two lemmas, the second one being a consequence of the OrliczJensen inequality.

Lemma 3.3.6. Let $X_{1}, \ldots, X_{N}$ be independent real subgaussian random variables with constants $M=1$ and $\sigma>0$ in Definition 1.2.6, and let $a_{1}, \ldots, a_{n}$ be real numbers. Then $\sum_{n=1}^{N} a_{n} X_{n}$ is subgaussian with constants $M=1$ and $\sigma \sqrt{\sum_{n=1}^{N}\left|a_{n}\right|^{2}}$.

Proof. Let $\lambda \in \mathbb{R}$. By independence, we have

$$
\mathbb{E}\left(e^{\lambda \sum_{n=1}^{N} a_{n} X_{n}}\right)=\prod_{n=1}^{N} \mathbb{E}\left(e^{\lambda a_{n} X_{n}}\right) \leq \prod_{n=1}^{N} e^{\lambda^{2} \sigma^{2}\left|a_{n}\right|^{2}}=e^{\lambda^{2} \sigma^{2} \sum_{n=1}^{N}\left|a_{n}\right|^{2}}
$$

hence $\sum_{n=1}^{N} a_{n} X_{n}$ is subgaussian with constants $M=1$ and $\sigma \sqrt{\sum_{n=1}^{N}\left|a_{n}\right|^{2}}$
Remark 3.3.7. Let $X_{1}, \ldots, X_{N}$ be complex subgaussian random variables such that the real variables $\operatorname{Re}\left(X_{1}\right), \ldots, \operatorname{Re}\left(X_{N}\right), \operatorname{Im}\left(X_{1}\right), \ldots, \operatorname{Im}\left(X_{N}\right)$ are independent. Then Lemma 3.3.6 still holds with the same proof and a little more calculations, with $X_{1}, \ldots, X_{N}$ and complex numbers $a_{1}, \ldots, a_{N}$. This means that the real and imaginary parts of $\sum_{n=1}^{N} a_{n} X_{n}$ are subgaussian with constants $M=1$ and $\sigma \sqrt{\sum_{n=1}^{N}\left|a_{n}\right|^{2}}$.
Lemma 3.3.8. Let $X_{1}, \ldots, X_{N}$ be real subgaussian random variables with constants $K>0$ and $\tau>0$ as in Lemma 1.2.7 Then

$$
\mathbb{E}\left(\max \left(\left|X_{1}\right|, \ldots,\left|X_{N}\right|\right)\right) \leq \sqrt{\log (N+1)} \sqrt{K+1} \tau
$$

Proof. Define the function $\psi_{2}:\left[0, \infty\left[\longrightarrow\left[0, \infty\left[, x \longmapsto e^{x^{2}}-1\right.\right.\right.\right.$, and

$$
\|X\|_{\psi_{2}}:=\inf \left\{a>0 \left\lvert\, \mathbb{E}\left(\psi_{2}\left(\frac{|X|}{a}\right)\right) \leq 1\right.\right\} \in[0, \infty]
$$

for any random variable $X$. For any subgaussian random variable $X$ with constants $K>0$ and $\tau>0$ in Lemma 1.2.7, we have that for any $a>\sqrt{K+1} \tau$, using the formula $\mathbb{E}(f(Y))=f(0)+\int_{0}^{\infty} \frac{f^{\prime}(t) \mathbb{P}(Y>t) \mathrm{d} t \text { for any positive random variable } Y}{}$ and any continuously differentiable function $f:[0, \infty[\longrightarrow[0, \infty[$, see 66, Chapitre 0 , Proposition IV.2],

$$
\begin{aligned}
\mathbb{E}\left(\psi_{2}\left(\frac{|X|}{a}\right)\right) & =\int_{0}^{\infty} \frac{2 t}{a^{2}} e^{t^{2} / a^{2}} \mathbb{P}(|X|>t) \mathrm{d} t \leq \frac{K}{a^{2}} \int_{0}^{\infty} 2 t e^{t^{2} / a^{2}} e^{-t^{2} / \tau^{2}} \mathrm{~d} t \\
& =\frac{K}{a^{2}} \int_{0}^{\infty} e^{\left(1 / a^{2}-1 / \tau^{2}\right) t} \mathrm{~d} t=K \frac{\tau^{2}}{a^{2}-\tau^{2}} \leq 1
\end{aligned}
$$

thus $\|X\|_{\psi_{2}} \leq \sqrt{K+1} \tau$. Therefore, the Orlicz-Jensen inequality (see 66, Chapitre 0 , Proposition IV.3]) yields

$$
\mathbb{E}\left(\max \left(\left|X_{1}\right|, \ldots,\left|X_{N}\right|\right)\right) \leq \sqrt{\log (N+1)} \max _{1 \leq n \leq N}\left\|X_{n}\right\|_{\psi_{2}} \leq \sqrt{\log (N+1)} \sqrt{K+1} \tau
$$

Theorem 3.3.9. If the hypotheses and the assumption (i) of Theorem 3.3.4 hold and if $\liminf _{r \rightarrow w} A_{1}(r)>1$, then there exists $c>0$ such that

$$
\mathbb{E}\left(\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r}\right) \leq c \sqrt{\log \left(A_{1}(r)\right)} S_{f}(r)
$$

for every $\delta<r<w$, where $\delta>0$ is given by assumption (i) of Theorem 3.3.4.

Proof. By the triangle inequality, we can assume that the random variables $X_{n}, n \geq 0$, are real and $a_{n}, n \geq 0$, are real numbers.

We may assume again that the functions $A_{j}, j \geq 1$, take integer values greater than or equal to 2 .

Let $\delta<r<w$. Let $M \geq N \geq 0$. For a fixed $\omega \in \Omega$, let $P_{\omega}$ be the polynomial $P_{\omega}(t):=\sum_{n=N}^{M} a_{n} X_{n}(\omega) e_{n}\left(r e^{i t}\right), \overline{0} \leq t \leq 2 \pi$. By the Mean Value Theorem and then by Bernstein's inequality, see Lemma 3.1.11 we have

$$
\left|P_{\omega}(t)-P_{\omega}(s)\right| \leq\left\|P_{\omega}^{\prime}\right\|_{\infty}|t-s| \leq M\left\|P_{\omega}\right\|_{\infty}|t-s|
$$

for every $0 \leq t, s \leq 2 \pi$. Let $c>1$, define $\varepsilon:=(c-1) /(c M)$ and let $\Gamma$ be a finite $\varepsilon$-net of the compact interval $[0,2 \pi]$ whose size is of order $M$. This implies that $\left\|P_{\omega}\right\|_{\infty} \leq c \sup _{s \in \Gamma}\left|P_{\omega}(s)\right|$.

Now, Lemma 3.3.6 ensures that for any $s \in \Gamma, \sum_{n=N}^{M} a_{n} X_{n} e_{n}\left(r e^{i s}\right)$ is subgaussian with constants $M=1$ and $\sigma \sqrt{\sum_{n=N}^{M}\left|a_{n}\right|^{2}\left\|e_{n}\right\|_{r}^{2}}$. Notice that in the proof of Lemma 1.2.7. one can easily see that $K=2$ and $\tau=2 \sigma \sqrt{\sum_{n=N}^{M}\left|a_{n}\right|^{2}\left\|e_{n}\right\|_{r}^{2}}$. Therefore, Lemma 3.3.8 yields that

$$
\begin{aligned}
\mathbb{E}\left(\left\|\sum_{n=N}^{M} a_{n} X_{n} e_{n}\right\|_{r}\right) & \leq c \mathbb{E}\left(\sup _{s \in \Gamma}\left|\sum_{n=N}^{M} a_{n} X_{n} e_{n}\left(r e^{i s}\right)\right|\right) \\
& \lesssim \sqrt{\log (M)} \sqrt{\sum_{n=N}^{M}\left|a_{n}\right|^{2}\left\|e_{n}\right\|_{r}^{2}}
\end{aligned}
$$

Applying the previous inequality gives

$$
\begin{aligned}
\mathbb{E}\left(\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r}\right) \leq \mathbb{E}\left(\left\|\sum_{n=0}^{A_{1}(r)} a_{n} X_{n} e_{n}\right\|_{r}\right)+\sum_{j \geq 1} \mathbb{E}\left(\left\|\sum_{n=A_{j}(r)+1}^{A_{j+1}(r)} a_{n} X_{n} e_{n}\right\|_{r}\right) \\
\lesssim \sqrt{\log \left(A_{1}(r)\right)} S_{f}(r)+\sum_{j \geq 1} \sqrt{\log \left(A_{j+1}(r)\right)} \sqrt{\sum_{n \geq A_{j}(r)+1}\left|a_{n}\right|^{2}\left\|e_{n}\right\|_{r}^{2}}
\end{aligned}
$$

and this yields the result since, by assumption (i) of Theorem 3.3.4 the second term is bounded.

The proofs of Theorem 3.1.17 and 3.3.4 share the same ideas. The first terms of the random series are more relevant than the tail, and the desired rate of growth is proved to hold along some sequence $\left(r_{k}\right)_{k \geq 1}$. Then, by using the Maximum Principle, the inequality still holds for large $r>0$.

Functions of finite order. As an application of Theorem 3.3.4 to end this section, let $f=\sum_{n \geq 0} a_{n} e_{n}$ be an entire function, where $\left(e_{n}\right)_{n \geq 0}$ is the sequence of monomials. If $f$ is of finite order and satisfies the Assumption 3.3 .14 below then we can obtain an admissible rate of growth for the random entire function $\sum_{n \geq 0} a_{n} X_{n} e_{n}$ valid for any large $r>0$. Note that here, this random series is almost surely convergent by Lemma 3.1.1.

Definition 3.3.10. Let $f$ be a non-constant entire function. The order of $f$, written $\rho_{f}$, is the quantity

$$
\rho_{f}=\limsup _{r \rightarrow \infty} \frac{\log _{2}\left(\|f\|_{r}\right)}{\log (r)}
$$

In other words, $\rho_{f}$ is the least constant such that, for every $\varepsilon>0$, there is some $c>0$ such that, for all $r>0$, one has $\|f\|_{r} \leq c e^{r^{\rho_{f}+\varepsilon}}$.

The maximum term can also be used to compute the order as the next result says.
Theorem 3.3.11 ( $\boxed{52}$, Satz 4.5]). Let $f$ be a non-constant entire function. Then we have the equality

$$
\rho_{f}=\limsup _{r \rightarrow \infty} \frac{\log _{2}\left(\mu_{f}(r)\right)}{\log (r)} .
$$

Note that $\lim _{r \rightarrow \infty} \mu_{f}(r)=\infty$ by Lemma 3.1.3, and the limit in the theorem is well-defined.

When the order of an entire function is finite, its growth is related to its maximum term. For a proof of the next theorem, see [52, Satz 4.6].

Theorem 3.3.12. Let $f$ be a non-constant entire function of finite order. Then $\log \left(\|f\|_{r}\right) \asymp \log \left(\mu_{f}(r)\right)$.
Definition 3.3.13. Let $f=\sum_{n \geq 0} a_{n} e_{n}$ be a non-constant entire function. Define the function $N_{f}:[0, \infty[\longrightarrow \mathbb{R}$ by

$$
N_{f}(r):=\inf \left\{n_{0} \geq 1\left|\forall n \geq n_{0},\left|a_{n}\right| r^{n}<1\right\}\right.
$$

for all $r \geq 0$.
We will assume the following on the function $N_{f}$.
Assumption 3.3.14. There exist $\varepsilon>0$, an integer $m \in\{0,1\}$ and a real number $b>0$ such that for every $r>0$ large enough,

$$
N_{f}\left(r e^{\varepsilon}\right) \lesssim\left(\log _{m}\left(S_{f}(r)\right)\right)^{b}
$$

The function $N_{f}$ will be needed to check assumption (i) of Theorem 3.3.4. Then, Assumption 3.3 .14 will serve to get the growth written only with $S_{f}$, and to ensure that (iii) of Theorem 3.3 .4 is satisfied.

The next result is an application of Theorem 3.3.4.
Theorem 3.3.15. Let $f=\sum_{n \geq 0} a_{n} e_{n}$ be a non-constant entire function satisfying Assumption 3.3.14, where $\left(e_{n}\right)_{n \geq 0}$ is the sequence of monomials, and let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of independent centred subgaussian random variables. Then the random vector $\sum_{n>0} a_{n} X_{n} e_{n}$ is almost surely an entire function, and there exists a constant $c>0$ such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq c \sqrt{\log _{m+1}\left(S_{f}(r)\right)} S_{f}(r)
$$

for every $r \geq r_{0}$.

Proof. Let $\varepsilon>0$ and $m \in\{0,1\}$ be given by Assumption 3.3.14 and define the function $\left.\mathcal{M}_{f}:\right] 0, \infty[\longrightarrow \mathbb{R}$ by

$$
\mathcal{M}_{f}(r)=\max \left(N_{f}\left(r e^{\varepsilon}\right), \log _{m}\left(S_{f}(r)\right)\right)
$$

for every $r>0$. Since the function $S_{f}$ is continuous and $\lim _{r \rightarrow \infty} S_{f}(r)=\infty$, there exists an increasing sequence $\left(r_{k}\right)_{k \geq 1}$ of positive real numbers converging to $\infty$ such that $\log _{m}\left(S_{f}\left(r_{k+1}\right)\right)=\log _{m}\left(S_{f}\left(r_{k}\right)\right)+1$ and $\log _{m}\left(S_{f}\left(r_{k}\right)\right) \geq k$ for each $k \geq 1$. Take a real number $p>1$. We prove that $f$ satisfies the assumptions of Theorem 3.3.4 with $A_{j}:=j \mathcal{M}_{f}, j \geq 1$.

Let us check condition (i). Let $j \geq 1$ and $r>0$ be large enough. By definitions of $\mathcal{M}_{f}$ and $N_{f}$, we have $\left|a_{n}\right| r^{n} \leq e^{-\varepsilon n}$ for every $n \geq A_{1}(r)$, and thus

$$
\sum_{n \geq A_{j}(r)+1}\left|a_{n}\right|^{2} r^{2 n} \leq \sum_{n \geq A_{j}(r)+1} e^{-2 \varepsilon n} \leq \int_{A_{j}(r)}^{\infty} e^{-2 \varepsilon x} \mathrm{~d} x=2^{-1} \varepsilon^{-1} e^{-2 \varepsilon A_{j}(r)}
$$

In order to verify (i) we will show that

$$
\begin{equation*}
\sum_{j \geq 1} \sqrt{\log \left(A_{j+1}(r)\right)} e^{-\varepsilon A_{j}(r)}=\sum_{j \geq 1} \sqrt{\log \left((j+1) A_{1}(r)\right)} e^{-\varepsilon A_{1}(r) j} \tag{3.3.2}
\end{equation*}
$$

converges to 0 when $r$ goes to $\infty$; note that the series converges for all $r$ sufficiently large. The idea is to use the Dominated Convergence Theorem. It is enough to show that for every $j \geq 1$, the function

$$
\left.f_{j}:\right] 1, \infty\left[\longrightarrow \mathbb{R}, x \longmapsto \log ((j+1) x) e^{-2 \varepsilon j x}\right.
$$

is non-increasing for $x$ sufficiently large, uniformly in $j$, and that it converges to 0 when $x$ goes to $\infty$. Indeed, denoting by $\mu$ the counting measure on $\mathbb{N}_{0}$, we have

$$
\sum_{j \geq 1} \sqrt{\log \left((j+1) A_{1}(r)\right)} e^{-\varepsilon A_{1}(r) j}=\int_{\mathbb{N}_{0}} \sqrt{f_{j}\left(A_{1}(r)\right)} \mathrm{d} \mu(j)
$$

Since $\lim _{r \rightarrow \infty} A_{1}(r)=\infty$ and $A_{1}$ is increasing, let $r_{0} \geq 1$ be such that $f_{j} \circ A_{1}$ is non-increasing on $\left[r_{0}, \infty\left[\right.\right.$ for all $j \geq 1$. Then $\left(f_{j} \circ A_{1}\right)(r) \leq\left(f_{j} \circ A_{1}\right)\left(r_{0}\right)$ for every $j \geq 1$ and $r \geq r_{0}$, and the series $(3.3 .2$ converges to 0 when $x$ goes to $\infty$ by the Dominated Convergence Theorem.

First, it is clear that $\lim _{x \rightarrow \infty} f_{j}(x)=0$. For every $x>1$, the derivative of $f_{j}$ is given by

$$
\partial_{x} f_{j}(x)=-2 \varepsilon j \log ((j+1) x) e^{-2 \varepsilon j x}+\frac{e^{-2 \varepsilon j x}}{x}
$$

which is negative if and only if $1<2 \varepsilon j x \log ((j+1) x)$. But this holds for every $x>0$ large enough, uniformly in $j$, since the right-hand side of the inequality converges to $\infty$ when $x$ goes to $\infty$. Thus $f_{j}$ is decreasing for $x$ large enough, uniformly in $j \geq 1$.

By definition of $\mathcal{M}_{f}$ and construction of the sequence $\left(r_{k}\right)_{k \geq 1}$, we have

$$
\sum_{k=1}^{\infty} \frac{1}{\mathcal{M}_{f}\left(r_{k}\right)^{p}} \leq \sum_{k=1}^{\infty} \frac{1}{\log _{m}\left(S_{f}\left(r_{k}\right)\right)^{p}} \leq \sum_{k=1}^{\infty} \frac{1}{k^{p}}<\infty
$$

Therefore, assumption (ii) of Theorem 3.3.4 is satisfied.
By construction of $\left(r_{k}\right)_{k \geq 1}$, the sequence $\left(S_{f}\left(r_{k+1}\right) / S_{f}\left(r_{k}\right)\right)_{k \geq 1}$ is bounded. This implies in turn that the sequence

$$
\left(\frac{\log \left(\mathcal{M}_{f}\left(r_{k+1}\right)\right)}{\log \left(\mathcal{M}_{f}\left(r_{k}\right)\right)}\right)_{k \geq 1}
$$

is bounded. Indeed, by Assumption 3.3 .14 and definition of $\mathcal{M}_{f}$, we have

$$
\frac{\log \left(\mathcal{M}_{f}\left(r_{k+1}\right)\right)}{\log \left(\mathcal{M}_{f}\left(r_{k}\right)\right)} \lesssim \frac{\log _{m+1}\left(S_{f}\left(r_{k+1}\right)\right)}{\log _{m+1}\left(S_{f}\left(r_{k}\right)\right)}
$$

if $k$ is sufficiently large. Therefore, assumption (iii) of Theorem 3.3.4 is satisfied, and we get that there exists $c>0$ such that, almost surely, there exists $r_{0}>0$ such that for every $r \geq r_{0}$,

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq c \sqrt{\log \left(\mathcal{M}_{f}(r)\right)} S_{f}(r)
$$

Using again Assumption 3.3.14 concludes the proof.
Remark 3.3.16. Let $f=\sum_{n \geq 0} a_{n} e_{n}$ be a non-constant entire function satisfying Assumption 3.3.14 where $\left(e_{n}\right)_{n \geq 0}$ is the sequence of monomials. Let $g=\sum_{n \geq 0} b_{n} e_{n}$ be another entire function and assume that there are some $C_{1}, C_{2}>0$ such that $C_{1} a_{n} \leq b_{n} \leq C_{2} a_{n}$ for all $n \geq 0$. Then the conclusion of Theorem 3.3.15 also applies to $g$ by Lemma 3.3.5.

We now apply Theorem 3.3.15 to functions of finite order.
Theorem 3.3.17. Let $f=\sum_{n>0} a_{n} e_{n}$ be a non-constant entire function of finite order satisfying Assumption 3.3.14, where $\left(e_{n}\right)_{n \geq 0}$ is the sequence of monomials, and let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of independent centred subgaussian random variables. Then the random vector $\sum_{n>0} a_{n} X_{n} e_{n}$ is almost surely an entire function, and there exists a constant $c>0$ such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq c \sqrt{\log _{m+1}\left(\mu_{f}(r)\right)} S_{f}(r)
$$

for every $r \geq r_{0}$.
Proof. Since $f$ is of finite order, the entire function $z \longmapsto \sum_{n \geq 0}\left|a_{n}\right| z^{n}$ is also of finite order by Theorem 3.3.11. By Theorem 3.3 .12 applied to $z \longmapsto \sum_{n \geq 0}\left|a_{n}\right| z^{n}$, we have

$$
\log \left(S_{f}(r)\right) \leq \log \left(\sum_{n=0}^{\infty}\left|a_{n}\right| r^{n}\right) \lesssim \log \left(\mu_{f}(r)\right)
$$

Since $\mu_{f}(r) \leq S_{f}(r)$ for all $r \geq 0$, this also implies that $\log \left(S_{f}(r)\right) \asymp \log \left(\mu_{f}(r)\right)$, and in turn $\log _{m+1}\left(S_{f}(r)\right) \asymp \log _{m+1}\left(\mu_{f}(r)\right)$. The result follows from Theorem 3.3.15.

Remark 3.3.18. Remark 3.3.16 still holds for a function $f$ of finite order satisfying Assumption 3.3.14.

Theorems 3.3.4 and 3.3.17 give a rate of growth valid without an exceptional set of finite logarithmic measure, in contrast to Theorems 3.1.17 and 3.2.10 but only for some functions. Nevertheless, these results will be sufficient to obtain a generalization of the works of Nikula 80] and Mouze and Munnier 75 in Chapter 4 and to consider some other operators.
Example 3.3.19. If $f(z)=e^{z}=\sum_{n>0} z^{n} / n$ !, then it is not difficult to show that $S_{f}(r) \asymp e^{r} / r^{1 / 4}, \log \left(\mu_{f}(r)\right) \asymp r$, and $N_{f}(r) \lesssim r$, see Example 3.1.4 and Lemmas 4.1.6 and 4.1.8. Thus Theorem 3.3.17 gives the upper bound

$$
\left\|\sum_{n=0}^{\infty} \frac{X_{n}}{n!} z^{n}\right\|_{r} \leq c \sqrt{\log (r)} \frac{e^{r}}{r^{1 / 4}}
$$

which confirms the result obtained by Nikula [80 Proposition 2].

## Chapter 4

## Rate of growth for operators

Theorem 1.3 .4 from Chapter 1 says that the random series

$$
\sum_{n=0}^{\infty} \frac{X_{n}}{w_{1} \ldots w_{n}} z^{n}
$$

is almost surely holomorphic and frequently hypercyclic for a given chaotic weighted shift $T$ on $H(\mathbb{C})($ resp. $H(\mathbb{D}))$ with sequence of weights $\left(w_{n}\right)_{n \in \mathbb{N}_{0}}$, and the complex random variables $X_{n}, n \in \mathbb{N}$, are i.i.d. and subgaussian with full support. As discussed in the introduction of Chapter 3 the present chapter aims to find an upper bound for the maximum modulus of this random vector, which then gives an admissible rate of growth for the frequently hypercyclic functions of $T$.

When applied to chaotic weighted shifts on $H(\mathbb{C})$ or $H(\mathbb{D})$, Theorems 3.1.17 and 3.3 .4 will extend the works of Nikula 80 , Bernal-González and Bonilla 15 and Mouze and Munnier $\sqrt{75]}$, see Theorems 4.1.9 4.1.14 and 4.2.7 respectively.

We will also consider the differential operators on the space of harmonic functions on the plane and chaotic weighted shifts on Köthe sequence spaces in Sections 4.3 and 4.4. respectively.

In Section 4.5, we will discuss the possible optimality of the rate of growth found in the previous sections.

Throughout this chapter, we will use the same notations as in Chapter 3 that we recall here. Every random variable considered will be defined on the probability space $(\Omega, \mathcal{A}, \mathbb{P})$. If $a$ and $b$ are two positive real numbers, the notation $a \lesssim b$ means that there exists some $C>0$ such that $a \leq C b$ and $C$ does not depend on any current variable such as $n \in \mathbb{N}, r>0$ or $\omega \in \Omega$. The notation $a \asymp b$ means $a \lesssim b$ and $b \lesssim a$. To make the reading easier, $\log _{m}$ means the logarithm iterated $m$ times. Lastly, if a complex-valued function $f$ is defined on a disk centred at the origin and of radius $r>0$, then we define

$$
\|f\|_{r}:=\sup _{|z|=r}|f(z)|
$$

### 4.1 Entire functions

In this section, we consider weighted shifts defined on the Fréchet space $H(\mathbb{C})$. Theorem 0.1.19 combined with Theorem 3.1.17 applied to $f(z)=\sum_{n>0} z^{n} / \beta_{n}$ immediately yields an admissible rate of growth for each chaotic weighted shift, where the sequence $\left(\beta_{n}\right)_{n \geq 0}$ is defined in Subsection 1.3.1. However, it is only valid outside a set of finite logarithmic measure.

Theorem 4.1.1. Let $T$ be a chaotic weighted shift on $H(\mathbb{C})$ with respect to the basis of monomials $\left(e_{n}\right)_{n \geq 0}$ and with sequence of weights $\left(w_{n}\right)_{n \geq 1}$. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables with full support. Then the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}$ is almost surely an entire function, is frequently hypercyclic for $T$ and there exist a constant $c>0$ and an open set $E \subseteq[0, \infty[$ of finite logarithmic measure such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}\right\|_{r} \leq c \sqrt{\log _{2}\left(\mu_{f}(r)\right)} \sqrt{\sum_{n=0}^{\infty} \frac{r^{2 n}}{\left|\beta_{n}\right|^{2}}}
$$

for every $r \geq r_{0}, r \notin E$, where $f:=\sum_{n \geq 0} e_{n} / \beta_{n}$.
The frequent hypercyclicity of the random vector is obtained by Theorem 1.3.4
In Section 3.3, another approach for finding a rate of growth for random sums valid for any $r$ large enough was presented. We will see that the first assumptions (i) and (ii) of Theorem 3.3.4 are satisfied for every chaotic weighted with respect to the basis of monomials. Unfortunately, we are in general not able to construct a suitable sequence $\left(r_{k}\right)_{k \geq 1}$ in order to obtain the rate of growth valid for any $r$ large enough.

Proposition 4.1.2. Let $T$ be a chaotic weighted shift on $H(\mathbb{C})$ with respect to the basis of monomials $\left(e_{n}\right)_{n \geq 0}$ and with sequence of weights $\left(w_{n}\right)_{n \geq 1}$. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables with full support. Then the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}$ is almost surely an entire function, is frequently hypercyclic for $T$ and satisfies, for every $\alpha>3 / 2$, the assumption (i) of Theorem 3.3.4 with $A_{j}(r):=\max \left\{n \geq 0| | \beta_{n} \mid \leq r^{n} n^{\alpha}\right\} \cdot j, j \geq 1, r>0$.

Proof. By Theorem 1.3 .4 the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}$ is almost surely entire and frequently hypercyclic for $T$.

First, since $T$ is chaotic on $H(\mathbb{C})$, which is equivalent to $\lim _{n \rightarrow \infty}\left|\beta_{n}\right|^{1 / n}=\infty$, see Example 0.1.21, the function $A_{1}$ is well-defined. Furthermore, we have that $\lim _{r \rightarrow \infty} A_{1}(r)=\infty$. Indeed, let $n \geq 1$ be an integer and $r>\left|\beta_{n}\right|^{1 / n} / n^{\alpha / n}$. Then $A_{1}(r) \geq n$ and since $n$ was arbitrary, $\lim _{x \rightarrow \infty} A_{1}(x)=\infty$.

Let us check assumption (i) of Theorem 3.3.4. Let $j \geq 1$ and $r>0$. By definition of $A_{j}$, we have $r^{n} /\left|\beta_{n}\right| \leq 1 / n^{\alpha}$ for every $n \geq A_{j}(r)+1$ and thus

$$
\sum_{n \geq A_{j}(r)+1} \frac{r^{2 n}}{\left|\beta_{n}\right|^{2}} \leq \sum_{n \geq A_{j}(r)+1} \frac{1}{n^{2 \alpha}} \leq \int_{A_{j}(r)}^{\infty} \frac{1}{x^{2 \alpha}} \mathrm{~d} x=(2 \alpha-1)^{-1} A_{j}(r)^{1-2 \alpha}
$$

In order to verify assertion (i) of Theorem 3.3.4 we will show that

$$
\begin{equation*}
\sum_{j \geq 1} \sqrt{\log \left(A_{j+1}(r)\right)} A_{j}(r)^{1 / 2-\alpha}=\sum_{j \geq 1} \sqrt{\log \left(A_{1}(r)(j+1)\right)}\left(A_{1}(r) j\right)^{1 / 2-\alpha} \tag{4.1.1}
\end{equation*}
$$

converges to 0 when $r$ goes to $\infty$. The idea is to use the Dominated Convergence Theorem, as in the proof of Theorem 3.3.15. It is enough to show for every $j \geq 1$ that the function

$$
\left.f_{j}:\right] 0, \infty\left[\longrightarrow \mathbb{R}, x \longmapsto \log (x j)(x j)^{1-2 \alpha}\right.
$$

is non-increasing and converges to 0 when $x$ goes to $\infty$. First, it is clear that $\lim _{x \rightarrow \infty} f_{j}(x)=0$. For every $x>0$, the derivative of $f_{j}$ is given by

$$
\partial_{x} f_{j}(x)=\log (x j)(1-2 \alpha) \frac{j}{(x j)^{2 \alpha}}+\frac{j}{(x j)^{2 \alpha}}
$$

which is negative if and only if $1<(2 \alpha-1) \log (x j)$. But this holds for every $x>0$ large enough, uniformly in $j \geq 1$, since the right-hand side of the inequality converges to $\infty$ when $x$ goes to $\infty$. Thus $f_{j}$ is decreasing away from 0 , uniformly in $j \geq 1$. Note that $j \longmapsto \sqrt{f_{j}(r)}$ is integrable on $\mathbb{N}$ with respect to the counting measure for every $r>0$ since $\alpha>3 / 2$, which allows us to use the Dominated Convergence Theorem and conclude that 4.1.1 converges to 0 when $r$ goes to $\infty$. This concludes the proof.

Observe that, once it is proved that a weighted shift satisfies the first two assumptions of Theorem 3.3.4 then other weighted shifts still satisfy those assumptions.

Lemma 4.1.3. Let $\left(w_{n}\right)_{n \geq 1}$ be a weight sequence such that the assumptions of Theorem 3.3.4 are satisfied for $a_{n}=w_{1}^{-1} \ldots w_{n}^{-1}, n \geq 0$, with some sequence $\left(A_{j}\right)_{j \geq 1}$. Let $\left(\widetilde{w}_{n}\right)_{n \geq 1}$ be a weight sequence such that there exists $c>0$ such that $\left|\widetilde{w}_{1} \ldots \widetilde{w}_{n}\right| \geq$ $c\left|w_{1} \ldots w_{n}\right|$ for every $n \geq 1$. Then the assumptions (i) and (ii) of Theorem 3.3.4 still hold for $a_{n}=\widetilde{w}_{1}^{-1} \ldots \widetilde{w}_{n}^{-1}, n \geq 0$, with the same sequence $\left(A_{j}\right)_{j \geq 1}$.

Condition (ii) of Theorem 3.3 .4 can always be satisfied with the functions $A_{j}$ in Proposition 4.1.2 since $\lim _{r \rightarrow \infty} A_{1}(r)=\infty$, such a sequence $\left(r_{k}\right)_{k \geq 1}$ must exist. This allows us to get the first two assumptions of the theorem.

To fully apply Theorem 3.3 .4 , we have to choose a sequence $\left(r_{k}\right)_{k \geq 0}$ satisfying both assumptions (ii) and (iii) of the theorem. We do not know whether it is possible to achieve this for any weighted shift on $H(\mathbb{C})$ with the choice of the functions $A_{j}$, $j \geq 1$, of Proposition 4.1.2. However, by choosing a slightly different function $A_{1}$, and for some weighted shifts, we can fully apply Theorem 3.3.4 through Theorem 3.3.17. This will be the content of the next subsections. It turns out that for those examples, one can apply Proposition 4.1.2. We will only compute the function $A_{1}$ of Proposition 4.1.2for the differentiation operator below. Since we still need to estimate the associated series in (3.3.1) in order to check assumption (iii) of Theorem 3.3.4 we will instead apply Theorem 3.3 .17 to the examples in the following subsections. The advantage of this method is that we do not need to estimate the series (3.3.1), although we will be able to do so for some of our examples.

Lemma 4.1.4. Let $T$ be the differentiation operator on $H(\mathbb{C})$. Then $A_{1}(r) \lesssim r$ and $\log (r) \lesssim \log \left(A_{1}(r)\right)$ where $A_{1}$ is defined in Proposition 4.1.2.

Proof. Let $\alpha>3 / 2$. Let $r>0$ be large and set $n:=A_{1}(r)$. Then $n!\leq r^{n} n^{\alpha}$, which implies

$$
n \log (n)-(n-1)=\int_{1}^{n} \log (x) \mathrm{d} x \leq \sum_{k=1}^{n} \log (k)=\log (n!) \leq n \log (r)+\alpha \log (n)
$$

Thus

$$
\log (n) \leq \log (r)+\alpha \frac{\log (n)}{n}+\frac{n-1}{n}
$$

which yields $A_{1}(r) \lesssim r$. The other inequality is similarly proved.
The following result will be used to estimate the series in the formula for the rate of growth of frequently hypercyclic functions.

Theorem 4.1.5 ([33, Theorem IV.2.5]). Let $-\infty \leq a<b \leq \infty$ and $g, h:] a, b[\longrightarrow \mathbb{R}$ be two twice continuously differentiable functions. Assume that
(i) the integral $\int_{a}^{b}|g(t)| e^{h(t)} \mathrm{d} t$ is finite,
(ii) there exists a unique $a<c<b$ such that $\partial_{t}^{2} h(c)<0, h^{\prime}$ changes sign only at $c$, $h$ reaches a maximum at $c$ and $g(c) \neq 0$.

Then for every $x>0$ large enough, one has

$$
\int_{a}^{b} g(t) e^{x h(t)} \mathrm{d} t \asymp \frac{e^{x h(c)}}{\sqrt{x}}
$$

### 4.1.1 Operators with weights $n^{\alpha}$

We consider on the space $H(\mathbb{C})$ the weighted shift with respect to the basis of monomials $\left(e_{n}\right)_{n \geq 0}$ of $H(\mathbb{C})$ and with weights $w_{n}=n^{\alpha}, n \geq 1$, where $\alpha>0$ is a parameter. We have $\beta_{n}=n!^{\alpha}$ for all $n \geq 1$. It is easy to check that $\lim _{n \rightarrow \infty} w_{n}^{1 / n}=1$, hence this operator is well-defined on $H(\mathbb{C})$, and $\lim _{n \rightarrow \infty} \beta_{n}^{1 / n}=\infty$, hence it is also chaotic on $H(\mathbb{C})$; see Example 0.1.21.

We will apply Theorem 3.3 .17 to the entire function $f:=\sum_{n \geq 0} e_{n} / n!^{\alpha}$. To check that $f$ satisfies Assumption 3.3.14, we will estimate its maximum term and the function $N_{f}$ in Definition 3.3.13.

Lemma 4.1.6. For any $r>0$ large enough, we have

$$
\log (r) \alpha^{-1} \lesssim \log \left(N_{f}(r)\right) \text { and } N_{f}(r) \lesssim r^{1 / \alpha}
$$

Proof. By definition of $N_{f}$, if $n=N_{f}(r)-1$ then $r^{n} / n!^{\alpha} \geq 1$. This implies

$$
\int_{1}^{n} \log (x) \mathrm{d} x=\sum_{k=2}^{n} \int_{k-1}^{k} \log (x) \mathrm{d} x \leq \sum_{k=1}^{n} \log (k)=\log (n!) \leq \alpha^{-1} n \log (r)
$$

and then

$$
\log (n) \leq \frac{\log (r)}{\alpha}+\frac{n-1}{n} \leq \log \left(r^{1 / \alpha}\right)+1
$$

We conclude that $N_{f}(r) \lesssim r^{1 / \alpha}$.
If $n=N_{f}(r)$ then $r^{n} \leq n!^{\alpha}$, and

$$
\int_{1}^{n+1} \log (x) \mathrm{d} x=\sum_{k=1}^{n} \int_{k}^{k+1} \log (x) \mathrm{d} x \geq \sum_{k=1}^{n} \log (k) \geq \alpha^{-1} n \log (r)
$$

which implies

$$
\frac{n \log (r)}{(n+1) \alpha}+\frac{n}{n+1} \leq \log (n+1)
$$

hence $\log (r) \alpha^{-1} \lesssim \log \left(N_{f}(r)\right)$.
Lemma 4.1.7. For any $r>0$, we have

$$
\mu_{f}(r) \asymp \frac{e^{\alpha r^{1 / \alpha}}}{\sqrt{r}}
$$

Proof. By noticing that

$$
\frac{r^{n}}{n!^{\alpha}}=\frac{r}{1^{\alpha}} \ldots \frac{r}{n^{\alpha}}
$$

we easily get by using Stirling's formula

$$
\mu_{f}(r)=\frac{r^{\left\lfloor r^{1 / \alpha}\right\rfloor}}{\left\lfloor r^{1 / \alpha}\right\rfloor!^{\alpha}} \asymp \frac{r^{\left\lfloor r^{1 / \alpha}\right\rfloor} e^{\left\lfloor r^{1 / \alpha}\right\rfloor \alpha}}{\left\lfloor r^{1 / \alpha}\right\rfloor^{\alpha\left\lfloor r^{1 / \alpha}\right\rfloor}\left\lfloor r^{1 / \alpha}\right\rfloor \alpha / 2}
$$

Thanks to the estimates

$$
\frac{e^{\left\lfloor r^{1 / \alpha}\right\rfloor \alpha}}{e^{r^{1 / \alpha} \alpha}} \asymp 1, \quad \frac{\left\lfloor r^{1 / \alpha}\right\rfloor}{r^{1 / \alpha}} \asymp 1 \quad \text { and } \quad \frac{r^{\left\lfloor r^{1 / \alpha}\right\rfloor}}{\left\lfloor r^{1 / \alpha}\right\rfloor^{\alpha\left\lfloor r^{1 / \alpha}\right\rfloor}} \asymp 1
$$

we get the estimate of the lemma.
Before concluding, we will use Theorem 4.1 .5 to estimate the series $S_{f}^{2}$ of Theorem 3.3.17 in the following lemma, whose proof is somewhat technical.

Lemma 4.1.8. Let $\beta>0$ be a positive real number. Then for every $r>0$ large enough, one has

$$
\sum_{n=0}^{\infty} \frac{r^{n}}{n!^{\beta}} \asymp r^{\frac{1}{2 \beta}-\frac{1}{2}} e^{\beta r^{1 / \beta}}
$$

Proof. The proof is divided into two steps. First, we use a comparison series-integral, and then apply Theorem 4.1.5 to conclude.

Let $r>0$ be large. By Stirling's formula, we have

$$
\sum_{n=1}^{\infty} \frac{r^{n}}{n!^{\beta}} \asymp \sum_{n=1}^{\infty} \frac{r^{n} e^{n \beta}}{n^{\beta(n+1 / 2)}}
$$

Define the function

$$
G_{r}:\left[1, \infty\left[\longrightarrow \mathbb{R}, t \longmapsto t \log \left(r e^{\beta}\right)-\beta\left(t+\frac{1}{2}\right) \log (t)\right.\right.
$$

Its derivative is given by

$$
\partial_{t} G_{r}(t)=\log \left(r e^{\beta}\right)-\beta\left(1+\frac{1}{2 t}+\log (t)\right)
$$

for every $t>1$. Then $\partial_{t} G_{r}(t)>0$ if and only if $\frac{\log (r)}{\beta}>\frac{1}{2 t}+\log (t)$. The function $t \longmapsto 1 /(2 t)+\log (t)$ has a unique minimum at $1 / 2$ and converges to $\infty$ when $t$ goes to $\infty$. We deduce that for $r$ large enough, there exists a unique $x=x(r) \geq 1 / 2$ that maximises $G_{r}$ and

$$
\begin{equation*}
\frac{\log (r)}{\beta}=\frac{1}{2 x}+\log (x) \tag{4.1.2}
\end{equation*}
$$

Notice that $\lim _{r \rightarrow \infty} x(r)=\infty$. We can now write

$$
\begin{aligned}
\sum_{n=1}^{\infty} \frac{r^{n}}{n!^{\beta}} & \gtrsim \sum_{2 \leq n \leq\lfloor x\rfloor} \int_{n-1}^{n} e^{G_{r}(t)} \mathrm{d} t+\sum_{n>\lfloor x\rfloor} \int_{n}^{n+1} e^{G_{r}(t)} \\
& =\int_{1}^{\infty} e^{G_{r}(t)} \mathrm{d} t-\int_{\lfloor x\rfloor}^{\lfloor x\rfloor+1} e^{G_{r}(t)} \mathrm{d} t \\
& \geq \int_{1}^{\infty} e^{G_{r}(t)} \mathrm{d} t-e^{G_{r}(x)}
\end{aligned}
$$

Similarly, one shows that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{r^{n}}{n!^{\beta}} \lesssim \int_{1}^{\infty} e^{G_{r}(t)} \mathrm{d} t+e^{G_{r}(x)} \tag{4.1.3}
\end{equation*}
$$

We begin by estimating the integral in 4.1.3. For all $y \geq 1 / x$, one has

$$
\begin{aligned}
\frac{G_{r}(x y)}{\beta} & =x y\left(1+\frac{1}{2 x}+\log (x)\right)-\left(x y+\frac{1}{2}\right) \log (x y) \\
& =x y+\frac{y}{2}+x y \log (x)-x y \log (x y)-\frac{\log (x y)}{2} \\
& =x(y-y \log (y))+\frac{y}{2}-\frac{\log (y)}{2}-\frac{\log (x)}{2}
\end{aligned}
$$

The change of variables $t=x y$ then yields

$$
\int_{1}^{\infty} e^{G_{r}(t)} \mathrm{d} t=\int_{1 / x}^{\infty} x \frac{e^{\beta x(y-y \log (y))}}{x^{\beta / 2}} \frac{e^{\beta y / 2}}{y^{\beta / 2}} \mathrm{~d} y
$$

Pick $0<\delta<\beta$. Let $0<\varepsilon<1$ be such that $\beta y(1-\log (y))<\delta$ for all $0<y<\varepsilon$. We can now apply Theorem 4.1.5 to $h: y \longmapsto \beta y(1-\log (y))$ and $g: y \longmapsto e^{\beta y / 2} / y^{\beta / 2}$ with $c=1$, and we get

$$
\int_{\varepsilon}^{\infty} x e^{x h(y)} g(y) \mathrm{d} y \asymp x^{\frac{1}{2}-\frac{\beta}{2}} e^{\beta x}
$$

By 4.1.2, we have

$$
\begin{equation*}
r^{1 / \beta}=e^{1 /(2 x)} x=x\left(1+\frac{1}{2 x}+o\left(\frac{1}{x}\right)\right) \tag{4.1.4}
\end{equation*}
$$

and we get

$$
\int_{\varepsilon}^{\infty} x e^{x h(y)} g(y) \mathrm{d} y \asymp r^{\frac{1}{2 \beta}-\frac{1}{2}} e^{\beta r^{1 / \beta}}
$$

Recalling the definition of $\varepsilon$, we also have

$$
\int_{1 / x}^{\varepsilon} x e^{G_{r}(x y)} \mathrm{d} y \leq e^{\beta \varepsilon / 2} x \int_{1 / x}^{\varepsilon} e^{x \delta} \mathrm{~d} y \leq \varepsilon e^{\beta \varepsilon / 2} x e^{x \delta}
$$

which is negligible compared to $x^{1 / 2-\beta / 2} e^{\beta x}$ since $\delta<\beta$. In conclusion, the integral in 4.1.3 is estimated by

$$
\int_{1}^{\infty} e^{G_{r}(t)} \mathrm{d} t \asymp r^{\frac{1}{2 \beta}-\frac{1}{2}} e^{\beta r^{1 / \beta}}
$$

We now show that the second term of the right-hand side of (4.1.3) is bounded by $e^{\beta r^{1 / \beta}} / \sqrt{r}$, which will finish the proof. By 4.1.4, we can write

$$
\begin{equation*}
r^{1 / \beta}=x(1+g(x)+G(x)) \tag{4.1.5}
\end{equation*}
$$

where $g:] 0, \infty[\longrightarrow \mathbb{R}$ and $G:] 0, \infty[\longrightarrow \mathbb{R}$ are such that

$$
\begin{equation*}
\lim _{y \rightarrow \infty} y g(y)=\frac{1}{2} \quad \text { and } \quad \lim _{y \rightarrow \infty} \frac{G(y)}{g(y)}=0 \tag{4.1.6}
\end{equation*}
$$

(a) Let us show that $\lim _{r \rightarrow \infty} r^{x} / x^{\beta x}=e^{-1 / 2}$. By passing to the logarithm and using 4.1.5, we have

$$
\begin{aligned}
x & \log (r)-x \beta \log (x)=\log (r)\left(r^{1 / \beta}-x g(x)-x G(x)\right) \\
& \quad-\beta\left(r^{1 / \beta}-x g(x)-x G(x)\right) \log \left(r^{1 / \beta}-x g(x)-x G(x)\right) \\
= & \log (r) r^{1 / \beta}-\log (r)(x g(x)+x G(x)) \\
& -\beta\left(r^{1 / \beta}-x g(x)-x G(x)\right)\left(\log \left(r^{1 / \beta}\right)+\log \left(1-\frac{x g(x)+x G(x)}{r^{1 / \beta}}\right)\right) \\
= & \log (r) r^{1 / \beta}-\log (r)(x g(x)+x G(x))-\beta r^{1 / \beta} \log \left(r^{1 / \beta}\right) \\
& +\beta(x g(x)+x G(x)) \log \left(r^{1 / \beta}\right)+\beta(x g(x)+x G(x)) \log \left(1-\frac{x g(x)+x G(x)}{r^{1 / \beta}}\right) \\
& -\beta r^{1 / \beta} \log \left(1-\frac{x g(x)+x G(x)}{r^{1 / \beta}}\right) \\
= & \beta(x g(x)+x G(x)) \log \left(1-\frac{x g(x)+x G(x)}{r^{1 / \beta}}\right)-\beta r^{1 / \beta} \log \left(1-\frac{x g(x)+x G(x)}{r^{1 / \beta}}\right)
\end{aligned}
$$

The first term of the right-hand side converges to 0 when $r$ goes to $\infty$ by 4.1.6. As for the second term, we have

$$
r^{1 / \beta} \log \left(1-\frac{x g(x)+x G(x)}{r^{1 / \beta}}\right)=r^{1 / \beta}\left(-\frac{x g(x)+x G(x)}{r^{1 / \beta}}+o\left(\frac{x g(x)+x G(x)}{r^{1 / \beta}}\right)\right)
$$

which converges to $-1 / 2$ when $r$ goes to $\infty$. We conclude that $\lim _{r \rightarrow \infty}(x \log (r)-$ $x \beta \log (x))=-1 / 2$.
(b) By 4.1.5), we get

$$
e^{x \beta}=e^{\beta r^{1 / \beta}} e^{-\beta x g(x)} e^{-\beta x G(x)} \asymp e^{\beta r^{1 / \beta}}
$$

and

$$
x^{\beta / 2}=\left(r^{1 / \beta}-x g(x)-x G(x)\right)^{\beta / 2} \asymp r^{1 / 2}
$$

These three assertions imply that the second term in 4.1.3) is bounded by the quantity $e^{\beta r^{1 / \beta}} / \sqrt{r}$, concluding the proof.

Theorem 3.3 .17 then yields the following result.
Theorem 4.1.9. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables with full support, $\alpha>0$ and let $\left(e_{n}\right)_{n \geq 0}$ be the sequence of monomials. Then the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{n!\alpha} e_{n}$ is almost surely an entire function, is frequently hypercyclic for the weighted shift associated with the sequence of weights $\left(n^{\alpha}\right)_{n \geq 1}$ and there exists $c>0$ such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} \frac{X_{n}}{n!^{\alpha}} e_{n}\right\|_{r} \leq c \sqrt{\log (r)} r^{\frac{1}{4 \alpha}-\frac{1}{2}} e^{\alpha r^{1 / \alpha}}
$$

for every $r \geq r_{0}$.
Proof. First, the random vector $\sum_{n \geq 0} X_{n} / n!^{\alpha} e_{n}$ is almost surely entire and frequently hypercyclic for the weighted shift by Theorem 1.3.4. By using Lemma 4.1.7 and Theorem 3.3.11 we get that $f=\sum_{n \geq 0} e_{n} / n!^{\alpha}$ is of finite order. Noticing that $\log \left(\mu_{f}\right) \leq \log \left(S_{f}\right)$, by Lemmas 4.1.6 and 4.1.7. we see that Assumption 3.3.14 is satisfied with $b=1, m=1$ and any $\varepsilon>0$. We conclude by applying Theorem 3.3.17. The series $S_{f}^{2}$ is estimated by Lemma 4.1.8 applied to $\beta=2 \alpha$.

The case $\alpha=1$ corresponds to the differentiation operator.
Theorem 4.1.10. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables and let $\left(e_{n}\right)_{n \geq 0}$ be the sequence of monomials. Then the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{n!} e_{n}$ is almost surely an entire function, is frequently hypercyclic for the differentiation operator and there exists $c>0$ such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} \frac{X_{n}}{n!} e_{n}\right\|_{r} \leq c \sqrt{\log (r)} \frac{e^{r}}{r^{1 / 4}}
$$

for every $r \geq r_{0}$.
This result have already been obtained by Nikula [80, Proposition 2]. By Drasin and Saksman 34 , Theorem 1.1], it is already known that $r \longmapsto e^{r} / r^{1 / 4}$ is the optimal growth for the differentiation operator.

### 4.1.2 Dunkl operator

Another example of a weighted shift on $H(\mathbb{C})$ is the Dunkl operator. The product of its first $n$ weights is given by

$$
\beta_{n}:=2^{n}\left(\left\lfloor\frac{n}{2}\right\rfloor!\right) \Gamma\left(\left\lfloor\frac{n+1}{2}\right\rfloor+\alpha+1\right) \Gamma(\alpha+1)^{-1}
$$

$n \geq 1$, where $\alpha>-1 / 2$ and $\Gamma$ is the gamma function, see [33, Exemple III.9.9].
We have the estimate

$$
\beta_{n} \asymp(n+\alpha+1)^{n+\alpha+1} e^{-(n+\alpha+1)}
$$

by [15 Lemma 1]. Therefore, we have $\lim _{n \rightarrow \infty} \beta_{n}^{1 / n}=\infty$, and the operator is chaotic, see Example 0.1.21. We will apply Theorem 3.3.17 to the entire function $f:=\sum_{n \geq 0} e_{n} / \alpha_{n}$ where $\alpha_{n}:=(n+\alpha+1)^{n+\alpha+1} e^{-(n+\alpha+1)}, n \geq 1$. Since $\alpha_{n} \asymp \beta_{n}$, $f$ satisfies the assumptions of Theorem 3.3 .4 if and only if $\sum_{n>0} e_{n} / \beta_{n}$ does so by Remark 3.3.18. Therefore, we just need to show that Theorem 3.3.17 can be applied to $f$.

As in the previous section, we must check that Assumption 3.3.14 is satisfied for $f$. We begin by estimating the function $N_{f}$.

Lemma 4.1.11. For every $0<\varepsilon<1$, there exists $r_{0}>0$ such that for every $r \geq r_{0}$, we have

$$
(1-\varepsilon) \log (r) \leq \log \left(N_{f}(r)\right) \leq(1+\varepsilon) \log (r)
$$

Proof. If $n=N_{f}(r)-1$ then

$$
\log (n+\alpha+1) \leq \frac{n \log (r)}{n+\alpha+1}+1
$$

which proves the second inequality.
If $n=N_{f}(r)$ then $\log (r) \frac{n}{n+\alpha+1}+1<\log (n+\alpha+1)$. Let $\delta>0$, there exists $r_{0}>0$ such that for every $r \geq r_{0}$,

$$
(1-\delta) \log (r) \leq \log (r) \frac{n}{n+\alpha+1}+1<\log (n+\alpha+1) \leq(1+\delta) \log (n)
$$

Now choose $\delta>0$ such that $(1-\delta)(1+\delta)^{-1}=1-\varepsilon$, we then have $(1-\varepsilon) \log (r) \leq$ $\log \left(N_{f}(r)\right)$.

Lemma 4.1.12. For any $r>0$ large enough, we have

$$
\log \left(\mu_{f}(r)\right) \asymp r
$$

Proof. By definition of $\mu_{f}$,

$$
\mu_{f}(r)=\max _{n \geq 0} \frac{r^{n} e^{n+\alpha+1}}{(n+\alpha+1)^{n+\alpha+1}}=\max _{n \geq 0}\left(\frac{r e}{n+\alpha+1}\right)^{n+\alpha+1} r^{-(\alpha+1)}
$$

Define the function $g:] 0, \infty[\longrightarrow \mathbb{R}$ by $g(x)=(x+\alpha+1)(\log (r e)-\log (x+\alpha+1))$ for every $x>0$. Its derivative is given by

$$
\partial_{x} g(x)=\log (r e)-\log (x+\alpha+1)+(x+\alpha+1)\left(-(x+\alpha+1)^{-1}\right)
$$

and is positive if and only if $x<r-\alpha-1$. Therefore, $\mu_{f}(r)$ is attained at either $\nu_{f}(r)=\lceil r-\alpha-1\rceil$ or $\nu_{f}(r)=\lfloor r-\alpha-1\rfloor$.

We then have

$$
\frac{\log \left(\mu_{f}(r)\right)}{r}=\frac{\nu_{f}(r)+\alpha+1}{r} \log \left(\frac{r e}{\nu_{f}(r)+\alpha+1}\right)-(\alpha+1) \frac{\log (r)}{r}
$$

which converges to 1 when $r$ goes to infinity since $\lim _{r \rightarrow \infty}\left(\nu_{f}(r)+\alpha+1\right) / r=1$.
Before making the conclusion, we will use Theorem 4.1.5 to estimate the series $S_{f}{ }^{2}$ of Theorem 3.3 .17 in the following lemma, whose proof is a little bit technical.

Lemma 4.1.13. Let $\alpha>-1 / 2$ be a real number. Then for every $r>0$ large enough, one has

$$
\sum_{n=0}^{\infty} \frac{r^{2 n} e^{2(n+\alpha+1)}}{(n+\alpha+1)^{2(n+\alpha+1)}} \asymp \frac{e^{2 r}}{r^{2(\alpha+3 / 4)}}
$$

Proof. The result is equivalent to

$$
\sum_{n=0}^{\infty}\left(\frac{r e}{n+\alpha+1}\right)^{2(n+\alpha+1)} \asymp \sqrt{r} e^{2 r}
$$

Let $r>0$ be large, and define the function

$$
\left.f_{r}:\right] 0, \infty[\longrightarrow \mathbb{R}, x \longmapsto 2(x+\alpha+1)(\log (r e)-\log (x+\alpha+1))
$$

For each $x>0$, we have $\partial_{x} f_{r}(x)>0$ if and only if $\log (r e)-\log (x+\alpha+1)-1>0$ if and only if $r-\alpha-1>x$. Therefore, the derivative of $f_{r}$ only vanishes at $x:=r-\alpha-1$. We can then write

$$
\begin{aligned}
\sum_{n=0}^{\infty}( & \left.\frac{r e}{n+\alpha+1}\right)^{2(n+\alpha+1)} \geq\left(\frac{r e}{\alpha+1}\right)^{2(\alpha+1)} \\
& \quad+\sum_{1 \leq n \leq\lfloor x\rfloor} \int_{n-1}^{n}\left(\frac{r e}{t+\alpha+1}\right)^{2(t+\alpha+1)} \mathrm{d} t+\sum_{n>\lfloor x\rfloor} \int_{n}^{n+1}\left(\frac{r e}{t+\alpha+1}\right)^{2(t+\alpha+1)} \mathrm{d} t \\
\geq & \int_{0}^{\infty}\left(\frac{r e}{t+\alpha+1}\right)^{2(t+\alpha+1)} \mathrm{d} t-e^{f_{r}(x)}
\end{aligned}
$$

Similarly, we have

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left(\frac{r e}{n+\alpha+1}\right)^{2(n+\alpha+1)} \leq \int_{0}^{\infty}\left(\frac{r e}{t+\alpha+1}\right)^{2(t+\alpha+1)} \mathrm{d} t+2 e^{f_{r}(x)} \tag{4.1.7}
\end{equation*}
$$

Recalling that $x=r-\alpha-1$, the second term of the right-hand side of (4.1.7) is

$$
e^{f_{r}(x)}=\left(\frac{r e}{x+\alpha+1}\right)^{2(x+\alpha+1)}=e^{2 r}
$$

We now estimate the integral of the right-hand side of 4.1.7). First, we have for $r$ large such that $r e /(\alpha+1)>1$,

$$
\int_{0}^{1}\left(\frac{r e}{t+\alpha+1}\right)^{2(t+\alpha+1)} \mathrm{d} t \leq \frac{(r e)^{2(2+\alpha)}}{(\alpha+1)^{2(2+\alpha)}} \lesssim \sqrt{r} e^{2 r}
$$

Therefore, we just need to estimate the integral on $[1, \infty[$ instead on $[0, \infty[$. By the change of variables $t=s+\alpha+1$ and setting $a:=2+\alpha$, we get that

$$
\int_{1}^{\infty}\left(\frac{r e}{s+\alpha+1}\right)^{2(s+\alpha+1)} \mathrm{d} s=\int_{a}^{\infty} \frac{(r e)^{2 t}}{t^{2 t}} \mathrm{~d} t=\int_{a}^{\infty} e^{2 t \log (r e)-2 t \log (t)} \mathrm{d} t
$$

Define the function

$$
\left.G_{r}:\right] 0, \infty[\longrightarrow \mathbb{R}, t \longmapsto 2 t \log (r e)-2 t \log (t)
$$

Its derivative is given by

$$
\partial_{t} G_{r}(t)=2 \log (r)-2 \log (t)
$$

for every $t>0$. The derivative of $G_{r}$ only vanishes at $r$. Now, we make the change of variables $t=r y$ to get that

$$
\begin{aligned}
\int_{1}^{\infty}\left(\frac{r e}{s+\alpha+1}\right)^{2(s+\alpha+1)} \mathrm{d} s & =\int_{a / r}^{\infty} r e^{2 r y \log (r e)-2 r y \log (r y)} \mathrm{d} y \\
& =\int_{a / r}^{\infty} r e^{2 r y(1-\log (y))} \mathrm{d} y
\end{aligned}
$$

Pick $0<\delta<1$. Let $0<\varepsilon<1$ be such that $y(1-\log (y))<\delta$ for all $0<y<\varepsilon$. We can now apply Theorem 4.1.5 to $h: y \longmapsto 2 y(1-\log (y))$ and $g: y \longmapsto 1$ with $c=1$ to get

$$
\int_{\varepsilon}^{\infty} r e^{2 r y(1-\log (y))} \mathrm{d} y \asymp \sqrt{r} e^{2 r}
$$

By definition of $\varepsilon>0$, we also have

$$
\int_{a / r}^{\varepsilon} r e^{2 r y(1-\log (y))} \leq \varepsilon r e^{2 r \delta}
$$

the right-hand term being negligible compared to $\sqrt{r} e^{2 r}$ since $\delta<1$. In conclusion, the integral of the right-hand side of 4.1 .7 is estimated by $\sqrt{r} e^{2 r}$, concluding the proof.

Theorem 3.3.17 then yields the following result.

Theorem 4.1.14. Let $\left(\beta_{n}\right)_{n \geq 0}$ be the product of the weights associated with the Dunkl operator. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables and let $\left(e_{n}\right)_{n \geq 0}$ be the sequence of monomials. Then the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}$ is almost surely an entire function, is frequently hypercyclic for the Dunkl operator and there exists $c>0$ such that almost surely, there exists $r_{0}>0$ such that

$$
\begin{equation*}
\left\|\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}\right\|_{r} \leq c \sqrt{\log (r)} \frac{e^{r}}{r^{\alpha+3 / 4}} \tag{4.1.8}
\end{equation*}
$$

for every $r \geq r_{0}$.
Proof. First, the random vector $\sum_{n \geq 0} X_{n} / \beta_{n} e_{n}$ is almost surely entire and frequently hypercyclic for the Dunkl operator by Theorem 1.3.4. By Lemmas 4.1.11 and 4.1.12, if $\delta>0$ is fixed and for every $r>0$ large enough and $0<\varepsilon<1$, we have

$$
\log \left(N_{f}\left(r e^{\delta}\right)\right) \leq(1+\varepsilon) \log \left(r e^{\delta}\right) \lesssim(1+\varepsilon) \log _{2}\left(\mu_{f}(r)\right)
$$

hence $N_{f}\left(r e^{\delta}\right) \leq \log \left(\mu_{f}(r)\right)^{C}$ for some $C>0$. Furthermore, Lemma 4.1.12 and Theorem 3.3.11 tell us that $\sum_{n \geq 0} e_{n} / \alpha_{n}$ is of finite order, hence Assumption 3.3.14 is satisfied with $b=C$ and $m=1$; notice that $\log \left(\mu_{f}\right) \leq \log \left(S_{f}\right)$. We conclude that Theorem 3.3.17 can be applied to $f$, and hence to $\sum_{n \geq 0} e_{n} / \beta_{n}$ by Remark 3.3.18. Finally, the series $S_{f}^{2}$ is estimated by Lemma 4.1.13.

Therefore, 4.1.8 gives a better rate of growth than the one found by BernalGonzález and Bonilla [15, Theorem 5]. By their Theorem 6, this could even be the optimal growth. However, their bound works for any function $\varphi$ tending to infinity instead of $\sqrt{\log (\cdot)}$, but see the discussion in Section 4.6 .

### 4.1.3 Aron-Markose operators

As a last example, we consider the operators $T_{\lambda, b}$ introduced by Aron and Markose [4]. They are defined by $T_{\lambda, b}(f)=f^{\prime}(\lambda z+b), f \in H(\mathbb{C})$, where the parameters $\lambda$ and $b$ are complex. If $\lambda \in \mathbb{C} \backslash\{0,1\}$, we know that these operators are weighted shifts with respect to the basis $\left((z-a)^{n}\right)_{n \geq 0}$.

Lemma 4.1.15 ( 65 , Proposition 2.1]). Let $\lambda \in \mathbb{C} \backslash\{0,1\}$ and $b \in \mathbb{C}$. Then the operator $T_{\lambda, b}(f)$ is a weighted shift with respect to the basis $\left((z-a)^{n}\right)_{n \geq 0}$ with $a:=$ $b /(1-\lambda)$, and its weight sequence is $\left(w_{n}\right)_{n \geq 1}=\left(n \lambda^{n-1}\right)_{n \geq 1}$.

Proof. Define for each $n \in \mathbb{N}$ the map $e_{n}(z)=(z-a)^{n}, z \in \mathbb{C}$. Then for every $n \geq 1$ and $z \in \mathbb{C}$, we have

$$
T_{\lambda, b}\left(e_{n}\right)(z)=n(\lambda z+b-a)^{n-1}=n \lambda^{n-1}\left(z+\frac{b-a}{\lambda}\right)^{n-1}=n \lambda^{n-1} e_{n-1}(z)
$$

and $T_{\lambda, b}\left(e_{0}\right)=0$.

It is easy to see that $T_{\lambda, b}$ is chaotic on $H(\mathbb{C})$ if and only if $|\lambda| \geq 1$. Indeed, we only need to show that $\lim _{n \rightarrow \infty}\left|\beta_{n}\right|^{1 / n}=\infty$, where $\beta_{n}:=n!\lambda^{n(n-1) / 2}, n \geq 1$, see Theorem 0.1.19 and Example 0.1.21. A comparison series-integral allows us to write

$$
\begin{aligned}
\log \left(\left|\beta_{n}\right|^{1 / n}\right) & \asymp n^{-1} \int_{1}^{n} \log (x) \mathrm{d} x+(n-1) \frac{\log (|\lambda|)}{2} \\
& =\log (n)-\frac{n-1}{n}+(n-1) \frac{\log (|\lambda|)}{2} .
\end{aligned}
$$

The right-hand side converges to $\infty$ if $|\lambda| \geq 1$ and to $-\infty$ otherwise, hence the claim.
We will show that the entire function $f(z):=\sum_{n>0} z^{n} / \beta_{n}, z \in \mathbb{C}$, is of finite order and satisfies Assumption 3.3.14. We can assume without loss of generality that $\lambda>1$. Indeed, only the modulus of $\lambda$ matters and if $|\lambda|=1$, then $N_{f}$ and $\mu_{f}$ are the same as for the differentiation operator, see Lemmas 4.1.6 and 4.1.7.
Lemma 4.1.16. For every $0<\varepsilon<1$, there exists $r_{0}>0$ such that for every $r \geq r_{0}$, we have

$$
(1-\varepsilon) \log (r) \leq \frac{\log (\lambda)}{2} N_{f}(r) \leq(1+\varepsilon) \log (r)
$$

Proof. If $n=N_{f}(r)-1$ then

$$
\begin{aligned}
\log (r) n \geq \log (n!)+n(n-1) \frac{\log (\lambda)}{2} & \geq \sum_{k=2}^{n} \int_{k-1}^{k} \log (x) \mathrm{d} x+n(n-1) \frac{\log (\lambda)}{2} \\
& =n \log (n)-(n-1)+n(n-1) \frac{\log (\lambda)}{2}
\end{aligned}
$$

Therefore

$$
\log (r)+\frac{n-1}{n} \geq(n+1) \frac{\log (\lambda)}{2}\left(\frac{2 \log (n)}{(n+1) \log (\lambda)}+\frac{n-1}{n+1}\right)
$$

Let $0<\delta<1$, if $r$ is large enough then we have

$$
(1+\delta) \log (r) \geq \frac{\log (\lambda)}{2} N_{f}(r)(1-\delta)
$$

Now choose $\delta>0$ such that $(1+\delta)(1-\delta)^{-1}=1+\varepsilon$, we then have

$$
(1+\varepsilon) \log (r) \geq \frac{\log (\lambda)}{2} N_{f}(r)
$$

A similar argument shows the other inequality of the lemma.
Lemma 4.1.17. For any $r>0$ large enough, we have

$$
\log \left(\mu_{f}(r)\right) \asymp \log (r)^{2}
$$

Proof. By definition of $\mu_{f}$ and Stirling's formula,

$$
\mu_{f}(r) \asymp(r e)^{-1 / 2} \max _{n \geq 0}\left(\left(\frac{r e}{n+1 / 2}\right)^{n+1 / 2} \frac{1}{\lambda^{n(n-1) / 2}}\right)
$$

Let $r>0$. Define the function $\left.g_{r}:\right] 0, \infty[\longrightarrow \mathbb{R}$ by

$$
g_{r}(x)=(x+1 / 2)(\log (r e)-\log (x+1 / 2))-\frac{x(x-1)}{2} \log (\lambda)
$$

for every $x>0$. Its derivative is given by

$$
\partial_{x} g_{r}(x)=\log (r e)-\log (x+1 / 2)-1-\frac{2 x-1}{2} \log (\lambda)
$$

and is positive if and only if

$$
x\left(1+\frac{\log (x+1 / 2)}{x \log (\lambda)}\right)<\frac{\log (r)}{\log (\lambda)}+\frac{1}{2}
$$

Let $x_{\max }(r)$ be the value of $x$ where $g_{r}$ reaches its maximum. Therefore, $\mu_{f}(r)$ is attained at either $\nu_{f}(r)=\left\lceil x_{\max }(r)\right\rceil$ or $\nu_{f}(r)=\left\lfloor x_{\max }(r)\right\rfloor$. Furthermore, $x_{\max }(r)$ is such that, for every $0<\varepsilon<1$, there exists $r_{0} \geq 1$ such that for every $r \geq r_{0}$, one has

$$
(1-\varepsilon)\left(\frac{\log (r)}{\log (\lambda)}+\frac{1}{2}\right) \leq x_{\max }(r) \leq \frac{\log (r)}{\log (\lambda)}+\frac{1}{2}
$$

If $\nu_{f}(r)=\left\lceil x_{\max }(r)\right\rceil$, then

$$
\begin{aligned}
& \log \left(\mu_{f}(r)\right) \gtrsim-\frac{\log (r e)}{2}-\frac{\log (\lambda)}{2}\left(\frac{\log (r)}{\log (\lambda)}+\frac{1}{2}+1\right)\left(\frac{\log (r)}{\log (\lambda)}+\frac{1}{2}+1-1\right) \\
& \quad+\left(\left(\frac{\log (r)}{\log (\lambda)}+\frac{1}{2}\right)(1-\varepsilon)+\frac{1}{2}\right)\left(\log (r e)-\log \left(\frac{\log (r)}{\log (\lambda)}+\frac{1}{2}+1+\frac{1}{2}\right)\right) \\
& =\log (r)^{2}\left(-\frac{\log (r e)}{2 \log (r)^{2}}-\frac{\log (\lambda)}{2}\left(\frac{1}{\log (\lambda)}+\frac{3}{2 \log (r)}\right)\left(\frac{1}{\log (\lambda)}+\frac{1}{2 \log (r)}\right)\right. \\
& \quad+\left(\left(\frac{1}{\log (\lambda)}+\frac{1}{2 \log (r)}\right)(1-\varepsilon)+\frac{1}{2 \log (r)}\right) \\
& \left.\quad \cdot\left(\frac{\log (r e)}{\log (r)}-\log (r)^{-1} \log \left(\frac{\log (r)}{\log (\lambda)}+2\right)\right)\right) .
\end{aligned}
$$

The terms in the largest brackets of the right-hand side of the equality converge to

$$
-2^{-1} \log (\lambda)^{-1}+\log (\lambda)^{-1}(1-\varepsilon)
$$

when $r$ goes to $\infty$, which is positive if $\varepsilon$ is small enough. Therefore, $\log \left(\mu_{f}(r)\right) \gtrsim$ $\log (r)^{2}$. Similarly, one can prove that $\log \left(\mu_{f}(r)\right) \lesssim \log (r)^{2}$, and that $\log \left(\mu_{f}(r)\right) \asymp$ $\log (r)^{2}$ if $\nu_{f}(r)=\left\lfloor x_{\max }(r)\right\rfloor$.

Theorem 4.1.18. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables with full support, $\left(e_{n}\right)_{n \geq 0}=\left((z-a)^{n}\right)_{n \geq 0}$, and let $b \in \mathbb{C}$ and $\lambda \in \mathbb{C} \backslash\{1\}$ such that $|\lambda| \geq 1$. Then the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{n!\lambda^{n(n-1) / 2}} e_{n}$ is almost surely an
entire function, is frequently hypercyclic for $T_{\lambda, b}$ and there exists $c>0$ such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} \frac{X_{n}}{n!\lambda^{n(n-1) / 2}} e_{n}\right\|_{r} \leq c \sqrt{\log (\mu(r))} \sqrt{\sum_{n=0}^{\infty} \frac{(r+|a|)^{2 n}}{n!^{2}|\lambda|^{n(n-1)}}}
$$

for every $r \geq r_{0}$, where $a:=b /(1-\lambda)$ and for each $r \geq 1, \mu(r):=\log (r)$ if $|\lambda|>1$ and $\mu(r):=r$ otherwise.

Proof. The random vector $\sum_{n>0} X_{n} /\left(n!\lambda^{n(n-1) / 2}\right) e_{n}$ is almost surely an entire function and frequently hypercyclic for the weighted shift by Theorem 1.3.4 note that its proof carries over verbatim to weighted shifts on $H(\mathbb{C})$ with respect to the basis $\left(e_{n}\right)_{n \geq 0}$.

Assume that $|\lambda|>1$. Let $\varepsilon>0$ and $\delta>0$. By Lemmas 4.1.16 and 4.1.17, for every $r>0$ large enough, we have

$$
2^{-1} \log (|\lambda|) N_{f}\left(r e^{\delta}\right) \leq(1+\varepsilon) \log \left(r e^{\delta}\right) \lesssim(1+\varepsilon) \sqrt{\log \left(\mu_{f}(r)\right)}
$$

hence $N_{f}\left(r e^{\delta}\right) \lesssim \log \left(\mu_{f}(r)\right)^{1 / 2}$ for $r>0$ large enough. Furthermore, Lemma 4.1.17 and Theorem 3.3.11tell us that $f$ is of finite order, hence Assumption 3.3.14 is satisfied with $b=1 / 2$ and $m=1$; notice that $\log \left(\mu_{f}\right) \leq \log \left(S_{f}\right)$. If $|\lambda|=1$ then Lemmas 4.1.6 and 4.1.7 yield the same conclusion with $b=1$. By applying Theorem 3.3.17, we can conclude that almost surely, for $r$ large enough,

$$
\|v\|_{r} \lesssim \sqrt{\log (\mu(r))} \sqrt{\sum_{n \geq 0} \frac{r^{2 n}}{n!^{2}|\lambda|^{n(n-1)}}}
$$

where $v(z):=\sum_{n \geq 0} X_{n} / \beta_{n} z^{n}, z \in \mathbb{C}$. Noticing that

$$
\|u\|_{r}=\sup _{|z|=r}|v(z-a)| \leq \sup _{|z| \leq r+|a|}|v(z)|=\|v\|_{r+|a|}
$$

where $u:=\sum_{n \geq 0} X_{n} / \beta_{n} e_{n}$, we get almost surely the inequality

$$
\|u\|_{r} \lesssim \sqrt{\log \left(\mu_{f}(r+|a|)\right)} \sqrt{\sum_{n \geq 0} \frac{(r+|a|)^{2 n}}{n!^{2}|\lambda|^{n(n-1)}}}
$$

for any $r>0$ large enough. This concludes the proof.
Note that the series in the rate of growth obtained in Theorem 4.1.18 is the series $\sum_{n \geq 0}\left\|e_{n}\right\|_{r}^{2} /\left|\beta_{n}\right|^{2}$ associated with the fixed point $\sum_{n \geq 0} e_{n} / \beta_{n}$ of $T_{\lambda, b}$ that appears in Theorem 3.3.4. Indeed, we have $\left\|e_{n}\right\|_{r}=(r+|a|)^{n}$ for every $r>0$ and integer $n \geq 0$. It is enough to show this for $n=1$. Let $r>0$. By definition of $\|\cdot\|_{r}$ and assuming $a=\rho e^{i \varphi} \neq 0$, we get

$$
\sup _{0 \leq \theta \leq 2 \pi}\left|e^{i \theta} r-a\right|=\sup _{0 \leq \theta \leq 2 \pi} \rho\left|e^{i(\theta-\varphi)} \frac{r}{\rho}-1\right|=\rho \sup _{0 \leq \theta \leq 2 \pi}\left|e^{i \theta} \frac{r}{\rho}-1\right|
$$

Define the function $f:[0,2 \pi] \longrightarrow\left[0, \infty\left[\right.\right.$ by $f(\theta):=\left|e^{i \theta} \frac{r}{\rho}-1\right|^{2}, \theta \in[0,2 \pi]$. A simple study of function shows that $f$ reaches its maximum at $\theta=\pi$ and $f(\pi)=(r / \rho+1)^{2}$. Therefore, $\left\|e_{1}\right\|_{r}=(r+|a|)$ for every $r>0$.
Remark 4.1.19. Recall that by Theorem 1.3.1 the probability distribution of the frequently hypercyclic random vector in Theorem 4.1.18 is strongly mixing. It was already known that the Aron-Markose operators are strongly mixing with respect to some Gaussian measure of full support, see [79, Proposition 2.3] and its proof.

We point out that more generally, one can consider the weights $w_{n}=n^{\alpha} \lambda^{n-1}$, $n \geq 1$, where $\lambda \in \mathbb{C}$ is such that $|\lambda| \geq 1$, and $\alpha>0$. The computations for these weights are similar. In the same vein, Theorem 3.3.17 can be applied to the weights defined by $\beta_{n}=(n+\alpha+1)^{n+\alpha+1} e^{-(n+\alpha+1)} \lambda^{n(n-1) / 2}, n \geq 1$, where $\alpha>-1 / 2$ and $\lambda \in \mathbb{C}$ is such that $|\lambda| \geq 1$.

### 4.2 Functions on an open disk

In this section, we consider weighted shifts defined on the Fréchet space $H(\mathbb{D})$. Theorem 0.1.19 combined with Theorem 3.2.10 applied to $f(z)=\sum_{n \geq 0} z^{n} / \beta_{n}$ immediately yields an admissible rate of growth for each chaotic weighted shift, where the sequence $\left(\beta_{n}\right)_{n \geq 0}$ is defined in Subsection 1.3.1. However, it is only valid outside a set of finite logarithmic measure.

Theorem 4.2.1. Let $T$ be a chaotic weighted shift on $H(\mathbb{D})$ with respect to the basis of monomials $\left(e_{n}\right)_{n \geq 0}$ and with sequence of weights $\left(w_{n}\right)_{n \geq 1}$. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables with full support. Then the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}$ is almost surely holomorphic on $\mathbb{D}$, is frequently hypercyclic for $T$ and there exist a constant $c>0$ and an open set $E \subseteq[0, \infty[$ of finite logarithmic measure such that almost surely, there exists $0<r_{0}<1$ such that

$$
\left\|\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}\right\|_{r} \leq c \frac{\mu_{f}(r)}{(1-r)^{\frac{1+\delta}{2}}} \log \frac{1+\delta}{4}\left(\frac{\mu_{f}(r)}{1-r}\right)
$$

for every $r_{0} \leq r<1, r \notin E$.
The frequent hypercyclicity of the random vector is obtained by Theorem 1.3.4
As in the previous section, we will show that Theorem 3.3 .4 can always be partially applied to chaotic weighted shifts on $H(\mathbb{D})$. Unlike the corresponding result for the space $H(\mathbb{C})$, we distinguish two cases. The only difference lies in the choice of the function $A_{1}$ in order to ensure that $\lim _{r \rightarrow 1} A_{1}(r)=\infty$, but the proof is actually the same as that of Proposition 4.1.2.

Proposition 4.2.2. Let $T$ be a chaotic weighted shift on $H(\mathbb{D})$ with respect to the basis of monomials $\left(e_{n}\right)_{n \geq 0}$ and with sequence of weights $\left(w_{n}\right)_{n \geq 1}$. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables with full support. Assume that there exists $\alpha>3 / 2$ such that for every $n_{0} \geq 1, \inf _{n \geq n_{0}}\left|\beta_{n}\right| / n^{\alpha}<1$. Then the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}$ is almost surely holomorphic on $\mathbb{D}$, is frequently hypercyclic
for $T$ and satisfies the assumption (i) of Theorem 3.3.4 with

$$
A_{j}(r):=\max \left\{n \geq 0| | \beta_{n} \mid \leq r^{n} n^{\alpha}\right\} \cdot j
$$

for all $0 \leq r<1$ and $j \geq 1$.
Proof. The proof is exactly the same as that of Proposition 4.1.2. First note that $A_{1}$ is well-defined since $T$ is chaotic, which is equivalent to $\left.\lim _{\inf }^{n \rightarrow \infty}| | \beta_{n}\right|^{1 / n} \geq 1$ by 0.1 .22 . We just need to show that $\lim _{r \rightarrow 1} A_{1}(r)=\infty$. Let $n_{0} \geq 1$; by assumption, there exists $n \geq n_{0}$ such that $\left|\beta_{n}\right|<n^{\alpha}$. This is equivalent to $\left|\beta_{n}\right|^{1 / n} / n^{\alpha / n}<1$, thus for every $\left|\beta_{n}\right|^{1 / n} / n^{\alpha / n}<r<1$, we have $A_{1}(r) \geq n \geq n_{0}$. Since $n_{0}$ was arbitrary, $\lim _{r \rightarrow 1} A_{1}(r)=\infty$.

The proof of the next result is also exactly the same as that of Proposition 4.1.2.
Proposition 4.2.3. Let $T$ be a chaotic weighted shift on $H(\mathbb{D})$ with respect to the basis of monomials $\left(e_{n}\right)_{n \geq 0}$ and with sequence of weights $\left(w_{n}\right)_{n \geq 1}$. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables with full support. Assume that there exist $\alpha>3 / 2$ and an integer $n_{0} \geq 1$ such that for every $n \geq n_{0},\left|\beta_{n}\right| \geq n^{\alpha}$. Then the random vector $\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}$ is almost surely holomorphic on $\mathbb{D}$, is frequently hypercyclic for $T$ and satisfies the assumption (i) of Theorem 3.3 .4 with $A_{j}=A . j$, $j \geq 1$, where $A:\left[0,1\left[\longrightarrow\left[0, \infty\left[\right.\right.\right.\right.$ is any function such that $\lim _{r \rightarrow 1} A(r)=\infty$.
Remark 4.2.4. Notice that Lemma 4.1.3 still holds for operators on $H(\mathbb{D})$.
Condition (ii) of Theorem 3.3.4 can always be satisfied with the function $A_{1}$ in Propositions 4.2.2 or 4.2.3: since $\lim _{r \rightarrow \infty} A_{1}(r)=\infty$, such a sequence $\left(r_{k}\right)_{k \geq 1}$ must exist. This allows us to get assumptions (i) and (ii) of the theorem.

As in the previous section, in order to fully apply Theorem 3.3.4 we have to choose a sequence $\left(r_{k}\right)_{k \geq 0}$ satisfying both assumptions (ii) and (iii) of the theorem. Again, we do not know if it is possible to achieve this for any weighted shift on $H(\mathbb{D})$ with the choice of the function $A_{1}$ in Propositions 4.2.2 or 4.2.3. However, by choosing a slightly different function $A_{1}$, and for some weighted shifts, we can fully apply Theorem 3.3.4. This will be the content of the next subsections. In Subsection 4.2.1. we will first prove an analogous result to [46, Theorem 1].

Let us compute the function $A_{1}$ of Proposition 4.2.2 only for the so-called Taylor shift.
Lemma 4.2.5. Let $T: H(\mathbb{D}) \longrightarrow H(\mathbb{D})$ be the Taylor shift, that is, $T\left(z^{n}\right)=z^{n-1}$ for any $n \geq 1$, and $T(1)=0$. Then $\log \left(A_{1}(r)\right) \asymp-\log (1-r)$ where $A_{1}$ is defined in Proposition 4.2.2.
Proof. Let $\alpha>3 / 2$. Let $0<r<1$ be close enough to 1 and set $n:=A_{1}(r)$. Then $1 \leq r^{n} n^{\alpha}$, which is equivalent to

$$
0 \leq n \log (r)+\alpha \log (n)
$$

Thus

$$
\frac{n}{\log (n)} \leq \frac{\alpha}{-\log (r)}
$$

which yields $\log \left(A_{1}(r)\right) \lesssim-\log (-\log (r))$. A Taylor development at 1 of the logarithm yields the inequality $A_{1}(r) \lesssim-\log (1-r)$. The other inequality is similarly proved.

### 4.2.1 Rate of growth of hypercyclic functions

We begin by proving in this short subsection an analogous result of [46, Theorem 1] on the growth of hypercyclic functions for chaotic weighted shifts on $H(\mathbb{D})$. Its proof is the same as the one of [46. Theorem 1]. As usual, the quantity $\beta_{n}, n \geq 0$, stands for the product of the first $n$ weights of the shift, see Subsection 1.3.1.

Theorem 4.2.6. Let $T: H(\mathbb{D}) \longrightarrow H(\mathbb{D})$ be a chaotic weighted shift. Let $\phi:[0,1[\longrightarrow$ $\left[0, \infty\left[\right.\right.$ be such that $\lim _{r \rightarrow 1} \phi(r)=\infty$. Then there exists a hypercyclic function $f \in$ $H(\mathbb{D})$ for $T$ such that $\|f\|_{r} \lesssim \phi(r) \mu(r)$ for all $0<r<1$ close enough to 1 , where $\mu(r):=\max _{n \geq 0} r^{n} /\left|\beta_{n}\right|$.
Proof. Without loss of generality, we can assume that $\inf _{0 \leq r<1} \phi(r)>0$. For $f=$ $\sum_{n=0}^{\infty} a_{n} z^{n} \in H(\mathbb{D})$ and all $n \geq 0$, define

$$
p_{n}(f):=\sup _{0<r<1} \frac{\left\|\sum_{j=n}^{\infty} a_{j} z^{j}\right\|_{r}}{\phi(r) \mu(r)}
$$

Define the space

$$
X:=\left\{f=\sum_{n=0}^{\infty} a_{n} z^{n} \in H(\mathbb{D}) \mid \sup _{n \in \mathbb{N}} p_{n}(f)<\infty \wedge \lim _{n \rightarrow \infty} p_{n}(f)=0\right\}
$$

and $\|f\|_{X}:=\sup _{n \geq 0} p_{n}(f), f \in X$. The space $X$ endowed with the norm $\|\cdot\|_{X}$ is a Banach space and the set of polynomials is dense in $X$. Furthermore, $X$ is continuously embedded in $H(\mathbb{D})$.

We will check that the sequence of operators $T_{n}: X \longrightarrow H(\mathbb{D}), f \longmapsto T^{n}(f)$ satisfies the hypotheses of the Universality Criterion, see [47, Theorem 3.24]. As in the proof of 46. Theorem 1], all we need is to prove that $\lim _{n \rightarrow \infty}\left\|e_{n} / \beta_{n}\right\|_{X}=0$, where $\left(e_{n}\right)_{n \geq 0}$ is the sequence of monomials.

Let $\varepsilon>0$. There exists $0<r_{0}<1$ such that for every $r_{0} \leq r<1$, one has $\phi(r) \geq \varepsilon^{-1}$. Then for all $n \geq 0$, we have

$$
\sup _{r_{0} \leq r<1} \frac{r^{n}}{\left|\beta_{n}\right| \phi(r) \mu(r)} \leq \varepsilon
$$

and

$$
\sup _{0 \leq r \leq r_{0}} \frac{r^{n}}{\left|\beta_{n}\right| \phi(r) \mu(r)} \leq \frac{r_{0}^{n}}{\left|\beta_{n}\right|} \sup _{0 \leq r \leq r_{0}} \frac{1}{\phi(r) \mu(r)} \leq \frac{r_{0}^{n}}{\left|\beta_{n}\right|} \frac{1}{\inf _{0 \leq r<1} \phi(r)}
$$

The last right-hand term converges to 0 when $n$ goes to infinity since $T$ is chaotic; recall that $T$ is chaotic if and only if $\sum_{n=0}^{\infty} z^{n} / \beta_{n} \in H(\mathbb{D})$, see Theorem 0.1.19. We conclude that $\lim _{n \rightarrow \infty}\left\|e_{n} / \beta_{n}\right\|_{X}=0$, as desired. This implies the claim of the theorem like in the proof of [46, Theorem 1].

### 4.2.2 Weighted Taylor shifts

We consider the weighted shift $T_{\alpha}: H(\mathbb{D}) \longrightarrow H(\mathbb{D})$ with respect to the basis of monomials of $H(\mathbb{D})$, with weights $w_{n}=n^{\alpha} /(n-1)^{\alpha}, n \geq 2$, and $w_{1}=1$, where
$\alpha \in \mathbb{R}$. This operator is well-defined on $H(\mathbb{D})$. We have $\beta_{n}=n^{\alpha}$ for all $n \geq 1$. Since $\lim _{n \rightarrow \infty}\left|\beta_{n}\right|^{1 / n}=1$, the operator $T_{\alpha}$ is also chaotic on $H(\mathbb{D})$, see Example 0.1.22.

These operators have been studied in 76. The case $\alpha=0$ corresponds to the so-called Taylor shift.

In order to avoid a too long proof, we will distinguish two cases depending on whether $\alpha \leq 0$ or $\alpha>0$. We begin with the case $\alpha \leq 0$.

Theorem 4.2.7. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables with full support, let $\left(e_{n}\right)_{n \geq 0}$ be the sequence of monomials and let $\alpha \leq 0$. Then the random vector $X_{0} e_{0}+\sum_{n=1}^{\infty} X_{n} / n^{\alpha} e_{n}$ is almost surely holomorphic on $\mathbb{D}$, is frequently hypercyclic for the weighted shift $T_{\alpha}$ and there exists $c>0$ such that almost surely, there exists $0<r_{0}<1$ such that

$$
\left\|X_{0} e_{0}+\sum_{n=1}^{\infty} \frac{X_{n}}{n^{\alpha}} e_{n}\right\|_{r} \leq c \sqrt{|\log (1-r)|}(1-r)^{\alpha-1 / 2}
$$

for every $r_{0} \leq r<1$.
Proof. The random vector $X_{0} e_{0}+\sum_{n \geq 1} X_{n} / n^{\alpha} e_{n}$ is almost surely holomorphic on $\mathbb{D}$ and frequently hypercyclic for $T_{\alpha}$ by Theorem 1.3.4. Set $A_{j}(r)=d^{j}|\log (1-r)| /(1-r)$ with $d>1$ to be determined later.

Set $\beta:=-2 \alpha$ and let $0<r<1$. Define the function

$$
\begin{equation*}
g_{r}:\left[0, \infty\left[\longrightarrow \left[0, \infty\left[, x \longmapsto r^{2 x} x^{\beta} .\right.\right.\right.\right. \tag{4.2.1}
\end{equation*}
$$

It is elementary to show that $g_{r}$ has a single maximum at $x_{\max }(r):=-\beta /(2 \log (r))$. We have $|\log (1-r)| /(1-r) \geq x_{\max }(r)$ for $r$ close to 1 and hence, for every $j \geq 1$, one has $A_{j}(r) \geq x_{\text {max }}(r)$ and thus

$$
\sum_{n \geq A_{j}(r)+1} g_{r}(n) \leq \sum_{n \geq A_{j}(r)+1} \int_{n-1}^{n} g_{r}(x) \mathrm{d} x=\int_{A_{j}(r)}^{\infty} g_{r}(x) \mathrm{d} x
$$

Let $j \geq 1$, two consecutive changes of variables $y=2|\log (r)| x$ and then $u=y-$ $2|\log (r)| A_{j}(r)$ yield

$$
\begin{aligned}
\int_{A_{j}(r)}^{\infty} g_{r}(x) \mathrm{d} x & =\int_{2|\log (r)| A_{j}(r)}^{\infty} \frac{y^{\beta} e^{-y}}{2^{\beta+1}|\log (r)|^{\beta+1}} \mathrm{~d} y \\
& =\frac{1}{2^{\beta+1}|\log (r)|^{\beta+1}} \int_{0}^{\infty}\left(u+2|\log (r)| A_{j}(r)\right)^{\beta} e^{-\left(u+2|\log (r)| A_{j}(r)\right)} \mathrm{d} u \\
& =\frac{A_{j}(r)^{\beta} e^{-2|\log (r)| A_{j}(r)}}{2|\log (r)|} \int_{0}^{\infty}\left(u\left(2|\log (r)| A_{j}(r)\right)^{-1}+1\right)^{\beta} e^{-u} \mathrm{~d} u
\end{aligned}
$$

Since $|\log (r)| A_{j}(r) \geq|\log (1-r)|$ for $0<r<1$, the last integral is bounded in $\delta<r<1$ for every $0<\delta<1$.

In order to apply Theorem 3.3 .4 to $f:=\sum_{n \geq 0} e_{n} / n^{\alpha}$, we will show that

$$
\sum_{j \geq 1} \sqrt{\log \left(A_{j+1}(r)\right)} \sqrt{\frac{A_{j}(r)^{\beta} e^{-2|\log (r)| A_{j}(r)}}{|\log (r)|}}
$$

converges to 0 when $r$ goes to 1 . The idea is to use the Dominated Convergence Theorem. First note that the series converges for any $0<r<1$ since $d>1$. Let $j \geq 1$ and $0<r<1$. We make the change of variables $r=1-e^{-x}$, where $x>0$, hence $A_{j}(r)=d^{j} x e^{x}$ for every $j \geq 1$. A simple calculation gives

$$
\begin{aligned}
\log \left(A_{j+1}(r)\right) & \frac{A_{j}(r)^{\beta} e^{-2|\log (r)| A_{j}(r)}}{|\log (r)|} \\
& =((j+1) \log (d)+\log (x)+x) \frac{\left(d^{j} x e^{x}\right)^{\beta} e^{2 \log \left(1-e^{-x}\right) d^{j} x e^{x}}}{-\log \left(1-e^{-x}\right)}
\end{aligned}
$$

Therefore it is enough to show for every $j \geq 1$ that the function

$$
\left.f_{j}:\right] 0, \infty[\longrightarrow] 0, \infty\left[, x \longmapsto x \frac{\left(x e^{x}\right)^{\beta} e^{2 \log \left(1-e^{-x}\right) M x e^{x}}}{-\log \left(1-e^{-x}\right)}\right.
$$

is non-increasing and converges to 0 when $x$ goes to $\infty$, where $M:=d^{j}$.
By taking the logarithm of $f_{j}$, we get for every $x>0$ that

$$
\begin{aligned}
& \log \left(f_{j}(x)\right)=\log (x)+\beta \log \left(x e^{x}\right)+2 \log \left(1-e^{-x}\right) M x e^{x}-\log \left(-\log \left(1-e^{-x}\right)\right) \\
& =\log (x)+\beta \log \left(x e^{x}\right)+2 M x\left(-1+o\left(e^{-x}\right) e^{x}\right)-\log \left(e^{-x}+o\left(e^{-x}\right)\right) \\
& =x\left(\frac{\log (x)}{x}+\beta+\frac{\beta \log (x)}{x}+2 M\left(-1+o\left(e^{-x}\right) e^{x}\right)-\frac{\log \left(1+o\left(e^{-x}\right) e^{x}\right)}{x}+1\right)
\end{aligned}
$$

Thus $\lim _{x \rightarrow \infty} \log \left(f_{j}(x)\right)=-\infty$ if $\beta+1<2 M$, and $\lim _{x \rightarrow \infty} f_{j}(x)=0$.
Now we prove that $f_{j}$ is non-increasing. The derivative of the function $\log \left(f_{j}\right)$ is given by

$$
\begin{aligned}
& \partial_{x} \log \left(f_{j}\right)(x)=\frac{1}{x}+\beta\left(\frac{1}{x}+1\right)+2 M\left(\frac{x}{1-e^{-x}}+\log \left(1-e^{-x}\right) e^{x}(x+1)\right) \\
&-\frac{e^{-x}}{\log \left(1-e^{-x}\right)\left(1-e^{-x}\right)} \\
&= \frac{1}{x}+\beta\left(\frac{1}{x}+1\right)+2 M\left(\frac{x}{1-e^{-x}}+e^{x}(x+1)\left(-e^{-x}-\frac{e^{-2 x}}{2}+o\left(e^{-2 x}\right)\right)\right) \\
&-\frac{e^{-x}}{\left(-e^{-x}+o\left(e^{-x}\right)\right)\left(1-e^{-x}\right)}
\end{aligned}
$$

where in the second equality we have used the Taylor expansions of order 1 and 2 of the logarithm at 1. We conclude that $\lim _{x \rightarrow \infty} \partial_{x} \log \left(f_{j}\right)(x)=\beta-2 M+1$ for every $x>0$, hence $\partial_{x} \log \left(f_{j}\right)(x)<0$, provided $2 M>\beta+1$. Thus $f_{j}$ is non-increasing away from 0 , uniformly in $j \geq 1$, if $2 d>\beta+1$.

This shows that assumption (i) of Theorem 3.3.4 is satisfied. By taking $r_{k}=$ $1-e^{-k}$, it is clear that assumption (ii) is also satisfied, for any $1<p<\infty$. It remains to check assumption (iii). It is also clear that $\left(\log \left(A_{1}\left(r_{k+1}\right)\right) / \log \left(A_{1}\left(r_{k}\right)\right)\right)_{k \geq 1}$ is bounded. Let $0<r<1$. Set $I(r):=\sum_{n \geq 1} n^{\beta} r^{2 n}$, thus $S_{f}^{2}(r)=1+I(r)$. It suffices to show that $\left(I\left(r_{k+1}\right) / I\left(r_{k}\right)\right)_{k \geq 1}$ is bounded. By comparing again series and integrals,
where we set $N:=\left\lfloor x_{\max }(r)\right\rfloor$, we have

$$
\begin{aligned}
\sum_{n \geq 1} g_{r}(n) & \leq \sum_{n=1}^{N-1} \int_{n}^{n+1} g_{r}(x) \mathrm{d} x+g_{r}(N)+g_{r}(N+1)+\sum_{n \geq N+2} \int_{n-1}^{n} g_{r}(x) \mathrm{d} x \\
& \leq \int_{1}^{\infty} g_{r}(x) \mathrm{d} x+2 g_{r}\left(x_{\max }(r)\right) \\
& \leq \int_{0}^{\infty} g_{r}(x) \mathrm{d} x+2 g_{r}\left(x_{\max }(r)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{n \geq 1} g_{r}(n) & \geq \sum_{n=1}^{N} \int_{n-1}^{n} g_{r}(x) \mathrm{d} x+\sum_{n \geq N+1} \int_{n}^{n+1} g_{r}(x) \mathrm{d} x \\
& =\int_{0}^{\infty} g_{r}(x) \mathrm{d} x-\int_{N}^{N+1} g_{r}(x) \mathrm{d} x \geq \int_{0}^{\infty} g_{r}(x) \mathrm{d} x-g_{r}\left(x_{\max }(r)\right)
\end{aligned}
$$

The change of variables $y=2|\log (r)| x$ and the Taylor expansion of order 1 at 1 of the logarithm yield that, for every $0<r<1$ close enough to 1 ,

$$
\int_{0}^{\infty} g_{r}(x) \mathrm{d} x=\int_{0}^{\infty} e^{2 \log (r) x} x^{\beta} \mathrm{d} x=\frac{1}{|\log (r)|^{\beta+1} 2^{\beta+1}} \int_{0}^{\infty} e^{-y} y^{\beta} \mathrm{d} y \asymp \frac{1}{(1-r)^{\beta+1}}
$$

Recalling the definition 4.2.1) of $g_{r}$ above, notice that $g_{r}\left(x_{\max }(r)\right) \asymp 1 /(1-r)^{\beta}$. We can conclude that

$$
\begin{equation*}
\frac{1}{(1-r)^{\beta+1}}-\frac{1}{(1-r)^{\beta}} \lesssim I(r) \lesssim \frac{1}{(1-r)^{\beta+1}}+\frac{1}{(1-r)^{\beta}} \tag{4.2.2}
\end{equation*}
$$

for every $0<r<1$ close enough to 1 . Then, applying this inequality for $r=r_{k}$ and $r=r_{k+1}$ finally gives

$$
\frac{I\left(r_{k+1}\right)}{I\left(r_{k}\right)} \lesssim\left(\frac{1}{\left(1-r_{k+1}\right)^{\beta+1}}+\frac{1}{\left(1-r_{k+1}\right)^{\beta}}\right)\left(\frac{1}{\left(1-r_{k}\right)^{\beta+1}}-\frac{1}{\left(1-r_{k}\right)^{\beta}}\right)^{-1}
$$

for every $k \geq 1$ large enough, and the right-hand side is bounded. This shows that also (iii) of Theorem 3.3 .4 holds. Thus we can apply Theorem 3.3.4. Since $\log \left(A_{1}(r)\right) \lesssim$ $|\log (1-r)|$ and, by (4.2.2),

$$
S_{f}(r)=\sqrt{1+I(r)} \asymp(1-r)^{\alpha-1 / 2}
$$

the result follows.
Now we deal with the case $\alpha>0$.
Theorem 4.2.8. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables with full support, let $\left(e_{n}\right)_{n \geq 0}$ be the sequence of monomials and let $\alpha>0$. Then the random vector $X_{0} e_{0}+\sum_{n=1}^{\infty} X_{n} / n^{\alpha} e_{n}$ is almost surely holomorphic on $\mathbb{D}$, is
frequently hypercyclic for the weighted shift $T_{\alpha}$ and there exists $c>0$ such that almost surely, there exists $0<r_{0}<1$ such that

$$
\left\|X_{0} e_{0}+\sum_{n=1}^{\infty} \frac{X_{n}}{n^{\alpha}} e_{n}\right\|_{r} \leq c \begin{cases}\sqrt{|\log (1-r)|}(1-r)^{\alpha-1 / 2} & \text { if } \alpha<1 / 2 \\ \sqrt{|\log (1-r)|} & \text { if } \alpha>1 / 2 \\ |\log (1-r)| & \text { if } \alpha=1 / 2\end{cases}
$$

for every $r_{0} \leq r<1$.
Proof. The random vector $X_{0} e_{0}+\sum_{n \geq 1} X_{n} / n^{\alpha} e_{n}$ is almost surely holomorphic on $\mathbb{D}$ and frequently hypercyclic for $T_{\alpha}$ by Theorem 1.3.4. Since $\beta_{n}=n^{\alpha} \geq n^{0}$, the case $\alpha=0$ of the previous theorem already gives that the conditions (i) and (ii) of Theorem 3.3.4 are satisfied with the same functions $A_{j}, j \geq 1$, thanks to Lemma 4.1.3 and Remark 4.2.4. It only remains to check that the second sequence in (iii) is also bounded with $\left(r_{k}\right)_{k \geq 1}=\left(1-e^{-k}\right)_{k \geq 1}$.

Let $0<r<1$ and define the function

$$
\begin{equation*}
\left.g_{r}:\right] 0, \infty\left[\longrightarrow \left[0, \infty\left[, x \longmapsto r^{2 x} x^{-2 \alpha} .\right.\right.\right. \tag{4.2.3}
\end{equation*}
$$

This function is decreasing on $] 0, \infty[$, which implies

$$
\sum_{n \geq 2} g_{r}(n) \leq \sum_{n \geq 2} \int_{n-1}^{n} g_{r}(x) \mathrm{d} x=\int_{1}^{\infty} g_{r}(x) \mathrm{d} x
$$

and

$$
\sum_{n \geq 1} g_{r}(n) \geq \sum_{n \geq 1} \int_{n}^{n+1} g_{r}(x) \mathrm{d} x=\int_{1}^{\infty} g_{r}(x) \mathrm{d} x
$$

Define $I(r):=\sum_{n \geq 1} g_{r}(n)$ and $J(r):=\int_{1}^{\infty} g_{r}(x) \mathrm{d} x$. Assume that the sequence $\left(J\left(r_{k+1}\right) / J\left(r_{k}\right)\right)_{k \geq 1}$ is bounded, this would imply that

$$
\frac{I\left(r_{k+1}\right)}{I\left(r_{k}\right)} \leq \frac{J\left(r_{k+1}\right)+r_{k+1}^{2}}{J\left(r_{k}\right)}=\frac{J\left(r_{k+1}\right)}{J\left(r_{k}\right)}+\frac{r_{k+1}^{2}}{J\left(r_{k}\right)}
$$

and $\left(I\left(r_{k+1}\right) / I\left(r_{k}\right)\right)_{k \geq 1}$ would be bounded, note that $J\left(r_{k}\right) \geq J\left(r_{1}\right)$ for all $k \geq 1$.
Therefore, let us show that $\left(J\left(r_{k+1}\right) / J\left(r_{k}\right)\right)_{k \geq 1}$ is indeed bounded. Let $0<r<1$. The change of variables $y=2|\log (r)| x$ gives

$$
J(r)=\int_{1}^{\infty} x^{-2 \alpha} e^{2 \log (r) x} \mathrm{~d} x=\frac{1}{|\log (r)|^{-2 \alpha+1} 2^{-2 \alpha+1}} \int_{2|\log (r)|}^{\infty} y^{-2 \alpha} e^{-y} \mathrm{~d} y
$$

We distinguish three cases. In the first one, we show directly that the sequence $\left(I\left(r_{k+1}\right) / I\left(r_{k}\right)\right)_{k \geq 1}$ is bounded.

Case $\alpha>1 / 2$
Since $\alpha>1 / 2$, for every $0<r<1$ we have

$$
\sum_{n=1}^{\infty} n^{-2 \alpha} r^{2 n} \leq \sum_{n=1}^{\infty} \frac{1}{n^{2 \alpha}}<\infty
$$

hence the function $I$ is bounded and increasing on $\left[0,1\left[\right.\right.$, and $\left(I\left(r_{k+1}\right) / I\left(r_{k}\right)\right)_{k \geq 1}$ is bounded.

Case $0<\alpha<1 / 2$
Since $\alpha<1 / 2$, the function $y \longmapsto y^{-2 \alpha} e^{-y}$ is integrable on $] 0, \infty[$, hence

$$
J(r) \lesssim \frac{1}{|\log (r)|^{-2 \alpha+1}} \int_{0}^{\infty} y^{-2 \alpha} e^{-y} \mathrm{~d} y \asymp \frac{1}{(1-r)^{-2 \alpha+1}}
$$

where we have used for the last equality the Taylor expansion of order 1 at 1 of the logarithm. Similarly, one has

$$
J(r) \gtrsim \frac{1}{|\log (r)|^{-2 \alpha+1}} \int_{0}^{\infty} y^{-2 \alpha} e^{-y} \mathrm{~d} y \asymp \frac{1}{(1-r)^{-2 \alpha+1}}
$$

hence $\left(J\left(r_{k+1}\right) / J\left(r_{k}\right)\right)_{k \geq 1}$ is bounded.
Case $\alpha=1 / 2$
For this last case, we use the inequalities

$$
2^{-1} e^{-x} \log \left(1+\frac{2}{x}\right) \leq \int_{x}^{\infty} y^{-1} e^{-y} \mathrm{~d} y \leq e^{-x} \log \left(1+\frac{1}{x}\right)
$$

valid for $x>0$, see 82 , Inequalities 6.8.1]. We then have

$$
J(r)=\int_{2|\log (r)|}^{\infty} y^{-1} e^{-y} \mathrm{~d} y \leq e^{2 \log (r)} \log \left(1+\frac{1}{2|\log (r)|}\right)
$$

Using a Taylor expansion of order 1 at 1 of the logarithm gives

$$
\begin{aligned}
\log \left(1+\frac{1}{2|\log (r)|}\right) & =\log (1-2 \log (r))-\log (-2 \log (r)) \\
& =\log (1-2 \log (r))-\log (2(1-r)+o(1-r)) \\
& =\log (1-2 \log (r))-\log (1-r)-\log \left(2+o(1-r)(1-r)^{-1}\right) \\
& \asymp-\log (1-r)
\end{aligned}
$$

showing that $J(r) \lesssim-\log (1-r)$. Similar calculations finally yield $J(r) \asymp-\log (1-r)$, and $\left(J\left(r_{k+1}\right) / J\left(r_{k}\right)\right)_{k \geq 1}$ is bounded. Thus Theorem 3.3.4 can again be applied. The result then follows with similar estimates as at the end of the proof of Theorem 4.2.7 and by noting that $I(r) \leq J(r)+1$.

If $\alpha=0$, the operator $T_{0}$ is the so-called Taylor shift. This is indeed the result obtained by Mouze and Munnier in [75, Theorem 1.3 and p. 627]. They even proved that the optimal rate of growth is $r \longmapsto \sqrt{1 /(1-r)}$, see 75 , Theorem 1.4].

The rate of growth for the operators $T_{\alpha}$ has also been studied by Mouze and Munnier in [76] with non-probabilistic methods, see [76, Theorem 1.3 and Proposition 2.1]. When $\alpha \neq 1 / 2$, they showed that the optimal growth is indeed given by $(1-$ $r)^{\alpha-1 / 2}$ if $\alpha<1 / 2$ and by 1 if $\alpha>1 / 2$. If $\alpha=1 / 2$ then $\sqrt{|\log (1-r)|}$ is a minimal rate of growth, while $|\log (1-r)|$ is an admissible one. Therefore, our result suggests that $\sqrt{|\log (1-r)|}$ could be the optimal rate of growth for $T_{1 / 2}$, see Section 4.6 .

### 4.2.3 Logarithmic weights

As a last example of operators on $H(\mathbb{D})$, we consider the weighted shifts $T_{\alpha}$ with respect to the basis of monomials of $H(\mathbb{D})$, with weights $w_{n}=(\log (n))^{\alpha} /(\log (n-1))^{\alpha}$, $n \geq 3, w_{2}=\log (2)^{\alpha}$ and $w_{1}=1$, where $\alpha \in \mathbb{R}$. These operators are well-defined on $H(\mathbb{D})$. We have $\beta_{n}=(\log (n))^{\alpha}, n \geq 2$, and $\beta_{1}=1$. Since $\lim _{n \rightarrow \infty}\left|\beta_{n}\right|^{1 / n}=1$, they are also chaotic on $H(\mathbb{D})$, see Example 0.1.22.

We first need two technical lemmas.
Lemma 4.2.9. For any $\beta>0$, we have

$$
\limsup _{x \rightarrow 0} \int_{0}^{\infty} e^{-u}\left(\frac{\log \left(2^{-1} u+2 x\right)}{-\log (x)}+1\right)^{-\beta} \mathrm{d} u \leq 1
$$

Proof. Let $x>0$. By using the change of variables $t=u /(2 x)+2$, we get

$$
\begin{align*}
\int_{0}^{\infty} e^{-u}\left(\frac{\log \left(2^{-1} u+2 x\right)}{-\log (x)}+1\right)^{-\beta} \mathrm{d} u & =\int_{0}^{\infty} e^{-u}\left(\log \left(\frac{u}{2 x}+2\right)\right)^{-\beta}(-\log (x))^{\beta} \mathrm{d} u \\
& =(-\log (x))^{\beta} 2 x \int_{2}^{\infty} \frac{e^{-(t-2) 2 x}}{\log (t)^{\beta}} \mathrm{d} t \tag{4.2.4}
\end{align*}
$$

Let $0<\gamma<1$ and set $A:=1 / x^{\gamma}$. We divide the last integral on the intervals $[2, A]$ and $[A, \infty[$. First notice that

$$
\begin{aligned}
(-\log (x))^{\beta} 2 x \int_{A}^{\infty} \frac{e^{-(t-2) 2 x}}{\log (t)^{\beta}} \mathrm{d} t & \leq(-\log (x))^{\beta} \frac{2 x}{\log (A)^{\beta}} \int_{A}^{\infty} e^{-(t-2) 2 x} \mathrm{~d} t \\
& \leq(-\log (x))^{\beta} \frac{2 x}{\log (A)^{\beta}} \frac{e^{-A 2 x} e^{4 x}}{2 x} \\
& =\gamma^{-\beta} e^{-2 x^{1-\gamma}} e^{4 x}
\end{aligned}
$$

which converges to $\gamma^{-\beta}$ when $x$ goes to 0 .
We now show that the integral in 4.2 .4 on $[2, A]$ converges to 0 when $x$ goes to 0 . For each $n \geq 1$, define

$$
I_{n}:=\int_{e}^{A} \frac{1}{\log (t)^{n}} \mathrm{~d} t
$$

By induction, one can prove that

$$
\begin{equation*}
I_{n}=\frac{I_{1}}{(n-1)!}-\sum_{j=1}^{n-1}\left(\frac{A}{\log (A)^{j}}-e\right) \frac{(j-1)!}{(n-1)!} \tag{4.2.5}
\end{equation*}
$$

for every $n \geq 1$. Now, setting $n:=\lfloor\beta\rfloor$, we have $\log (t)^{\beta} \geq \log (t)^{n}$ for any $t \geq e$. Therefore,

$$
\int_{2}^{A} \frac{e^{-(t-2) 2 x}}{\log (t)^{\beta}} \mathrm{d} t \leq \int_{2}^{e} \frac{1}{\log (t)^{\beta}} \mathrm{d} t+\int_{e}^{A} \frac{1}{\log (t)^{n}} \mathrm{~d} t
$$

Assume first that $\beta \geq 1$. By the formula 4.2.5, we have

$$
\begin{equation*}
(-\log (x))^{\beta} 2 x I_{n}=(-\log (x))^{\beta} 2 x\left(\frac{I_{1}}{(n-1)!}-\sum_{j=1}^{n-1}\left(\frac{A}{\log (A)^{j}}-e\right) \frac{(j-1)!}{(n-1)!}\right) \tag{4.2.6}
\end{equation*}
$$

For any $0 \leq j \leq n-1$, we have

$$
(-\log (x))^{\beta} 2 x \frac{A}{\log (A)^{j}}=2|\log (x)|^{\beta-j} \frac{x^{1-\gamma}}{\gamma^{j}}
$$

which converges to 0 as $x$ goes to 0 since $0<\gamma<1$, and so does $(-\log (x))^{\beta} 2 x e$. Now, we have $I_{1}=\operatorname{li}(A)-\operatorname{li}(e)$, where li is the logarithmic integral, see 82, Definition 6.2.8]. Using the fact that $\operatorname{li}(A)=O(A / \log (A))$, see 82 , Formula 6.12.2], we get

$$
\begin{aligned}
(-\log (x))^{\beta} 2 x I_{1} & =(-\log (x))^{\beta} 2 x(\operatorname{li}(A)-\operatorname{li}(e)) \\
& \lesssim(-\log (x))^{\beta} x \frac{A}{\log (A)}=\frac{(-\log (x))^{\beta} x^{1-\gamma}}{-\log (x) \gamma}
\end{aligned}
$$

which converges to 0 when $x$ goes to 0 . All of this shows that the right-hand term in (4.2.6) converges to 0 , and in turn that (4.2.4 converges to $\gamma^{-\beta}$ in the case $\beta \geq 1$.

If $0<\beta<1$ then

$$
x(-\log (x))^{\beta} \int_{2}^{A} \frac{e^{-(t-2) 2 x}}{\log (t)^{\beta}} \mathrm{d} t \leq x(-\log (x))^{\beta} \int_{2}^{e} \frac{1}{\log (t)^{\beta}} \mathrm{d} t+x(-\log (x))^{\beta} \int_{e}^{A} 1 \mathrm{~d} t
$$

which again converges to 0 .
We conclude that

$$
\limsup _{x \rightarrow 0} \int_{0}^{\infty} e^{-u}\left(\frac{\log \left(2^{-1} u+2 x\right)}{-\log (x)}+1\right)^{-\beta} \mathrm{d} u \leq \frac{1}{\gamma^{\beta}}
$$

for any $0<\gamma<1$. The results follows by taking the limit when $\gamma$ goes to 1 .
Lemma 4.2.10. For any $\beta>0$, we have

$$
\liminf _{x \rightarrow 0} \int_{0}^{\infty} e^{-u}\left(\frac{\log \left(2^{-1} u+2 x\right)}{-\log (x)}+1\right)^{-\beta} \mathrm{d} u \geq 1
$$

Proof. Let $\rho>0$ and $0<\varepsilon<1 / 2$, and assume that $x>0$ is such that $-\log (x) \geq \rho$ and $x \leq \varepsilon$. Then $\log \left(2^{-1} u+2 x\right)(-\log (x))^{-1} \leq 0$ if $2^{-1} u+2 \varepsilon \leq 1$ and $\log \left(2^{-1} u+\right.$ $2 x)(-\log (x))^{-1} \leq \log \left(2^{-1} u+2 \varepsilon\right) \rho^{-1}$ otherwise. Therefore,

$$
\begin{aligned}
& \liminf _{x \rightarrow 0} \int_{0}^{\infty} e^{-u}\left(\frac{\log \left(2^{-1} u+2 x\right)}{-\log (x)}+1\right)^{-\beta} \mathrm{d} u \\
& \quad \geq \int_{0}^{2-4 \varepsilon} e^{-u} \mathrm{~d} u+\int_{2-4 \varepsilon}^{\infty} e^{-u}\left(\frac{\log \left(2^{-1} u+2 \varepsilon\right)}{\rho}+1\right)^{-\beta} \mathrm{d} u
\end{aligned}
$$

An application of the Dominated Convergence Theorem yields the claim.
We are now ready for the main result of this subsection.
Theorem 4.2.11. Let $\left(X_{n}\right)_{n \geq 0}$ be a sequence of i.i.d. centred subgaussian random variables with full support, let $\left(e_{n}\right)_{n \geq 0}$ be the sequence of monomials and let $\alpha \in$ $\mathbb{R}$. Then the random vector $\sum_{n=0}^{\infty} X_{n} / \beta_{n} e_{n}$ is almost surely holomorphic on $\mathbb{D}$, is
frequently hypercyclic for the weighted shift $T_{\alpha}$ and there exists $c>0$ such that almost surely, there exists $0<r_{0}<1$ such that

$$
\left\|X_{0} e_{0}+X_{1} e_{1}+\sum_{n=2}^{\infty} \frac{X_{n}}{(\log (n))^{\alpha}} e_{n}\right\|_{r} \leq c \sqrt{|\log (1-r)|} \frac{|\log (1-r)|^{-\alpha}}{\sqrt{1-r}}
$$

for every $r_{0} \leq r<1$.
Proof. The random vector $X_{0} e_{0}+X_{1} e_{1}+\sum_{n \geq 2} X_{n} /(\log (n))^{\alpha} e_{n}$ is almost surely holomorphic on $\mathbb{D}$ and frequently hypercyclic for $T_{\alpha}$ by Theorem 1.3.4.

If $\alpha \geq 0$, then $\beta_{n}=\log (n)^{\alpha} \geq n^{0}$ for any $n \geq 3$, and the case $\alpha=0$ of Theorem 4.2.7 already yields that condition (i) of Theorem 3.3.4 is satisfied for the operator $T_{\alpha}$, with the same functions $A_{j}, j \geq 1$, thanks to Lemma 4.1.3 and Remark 4.2.4. Since $\beta_{n} \geq n^{\alpha}$ for every $n \geq 1$ if $\alpha<0$, the same conclusion applies to the case $\alpha<0$. It only remains to check conditions (ii) and (iii). Choosing $\left(r_{k}\right)_{k \geq 1}=\left(1-e^{-k}\right)_{k \geq 1}$, the proof of Theorem 4.2 .7 shows that (ii) and the first part of (iii) hold. As in the proof of Theorem 4.2.7 it remains to show that $\left(I\left(r_{k+1}\right) / I\left(r_{k}\right)\right)_{k \geq 1}$ is bounded, where $I(r):=\sum_{n \geq 2} r^{2 n} /(\log (n))^{2 \alpha}$ for $0<r<1$.

Case $\alpha \geq 0$
Set $\beta:=2 \alpha$ and let $0<r<1$. By comparing series and integrals, we get that

$$
\sum_{n=2}^{\infty} \frac{r^{2 n}}{(\log (n))^{\beta}} \leq \frac{r^{4}}{(\log (2))^{\beta}}+\sum_{n=3}^{\infty} \int_{n-1}^{n} \frac{r^{2 x}}{(\log (x))^{\beta}} \mathrm{d} x=\frac{r^{4}}{(\log (2))^{\beta}}+\int_{2}^{\infty} \frac{r^{2 x} \mathrm{~d} x}{(\log (x))^{\beta}}
$$

and

$$
\sum_{n=2}^{\infty} \frac{r^{2 n}}{(\log (n))^{\beta}} \geq \sum_{n=2}^{\infty} \int_{n}^{n+1} \frac{r^{2 x}}{(\log (x))^{\beta}} \mathrm{d} x=\int_{2}^{\infty} \frac{r^{2 x} \mathrm{~d} x}{(\log (x))^{\beta}}
$$

The changes of variables $y=2|\log (r)| x$ and $u=y-4|\log (r)|$ yield for $r>e^{-1}$

$$
\begin{aligned}
& \int_{2}^{\infty} \frac{r^{2 x}}{(\log (x))^{\beta}} \mathrm{d} x=\frac{1}{2|\log (r)|} \int_{4|\log (r)|}^{\infty} e^{-y}\left(\log \left(\frac{y}{2|\log (r)|}\right)\right)^{-\beta} \mathrm{d} y \\
& \quad=\frac{e^{-4|\log (r)|}}{2|\log (r)|} \int_{0}^{\infty} e^{-u}\left(\log \left(\frac{u+4|\log (r)|}{2|\log (r)|}\right)\right)^{-\beta} \mathrm{d} u \\
& \quad=\frac{e^{-4|\log (r)|}}{2|\log (r)|}(-\log (|\log (r)|))^{-\beta} \int_{0}^{\infty} e^{-u}\left(\frac{\log \left(2^{-1} u+2|\log (r)|\right)}{-\log (|\log (r)|)}+1\right)^{-\beta} \mathrm{d} u
\end{aligned}
$$

Lemmas 4.2.9 and 4.2.10 show that the last integral converges to 1 as $r$ goes to 1 , the case $\beta=0$ being trivial. Therefore, we have

$$
\begin{equation*}
\frac{1}{|\log (r)|}(-\log (-\log (r)))^{-\beta} \lesssim I(r) \lesssim \frac{r^{4}}{(\log (2))^{\beta}}+\frac{1}{|\log (r)|}(-\log (-\log (r)))^{-\beta} \tag{4.2.7}
\end{equation*}
$$

and $\sup _{k \geq 1} I\left(r_{k+1}\right) / I\left(r_{k}\right)$ is finite.

Case $\alpha<0$
Set $\beta:=-2 \alpha$ and let $0<r<1$. Define the function

$$
\begin{equation*}
\left.g_{r}:\right] 1, \infty\left[\longrightarrow \left[0, \infty\left[, x \longmapsto r^{2 x}(\log (x))^{\beta}\right.\right.\right. \tag{4.2.8}
\end{equation*}
$$

It is elementary to show that $g_{r}$ has a single maximum at $x_{\max }(r)$, where the equality

$$
\begin{equation*}
x_{\max }(r) \log \left(x_{\max }(r)\right)=-\beta /(2 \log (r)) \tag{4.2.9}
\end{equation*}
$$

holds. By comparing series and integrals, where we set $N:=\left\lfloor x_{\max }(r)\right\rfloor$ and assume that $r$ is so large that $N \geq 2$, we get

$$
\begin{aligned}
\sum_{n \geq 2} g_{r}(n) & \leq \sum_{n=2}^{N-1} \int_{n}^{n+1} g_{r}(x) \mathrm{d} x+g_{r}(N)+g_{r}(N+1)+\sum_{n \geq N+2} \int_{n-1}^{n} g_{r}(x) \mathrm{d} x \\
& \leq \int_{2}^{\infty} g_{r}(x) \mathrm{d} x+2 g_{r}\left(x_{\max }(r)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{n \geq 2} g_{r}(n) & \geq g_{r}(2)+\sum_{n=3}^{N} \int_{n-1}^{n} g_{r}(x) \mathrm{d} x+\sum_{n \geq N+1} \int_{n}^{n+1} g_{r}(x) \mathrm{d} x \\
& =g_{r}(2)+\int_{2}^{\infty} g_{r}(x) \mathrm{d} x-\int_{N}^{N+1} g_{r}(x) \mathrm{d} x \\
& \geq g_{r}(2)+\int_{2}^{\infty} g_{r}(x) \mathrm{d} x-g_{r}\left(x_{\max }(r)\right)
\end{aligned}
$$

The same calculations as in the previous case give, for $r>e^{-1}$,

$$
\begin{aligned}
& \int_{2}^{\infty} g_{r}(x) \mathrm{d} x=\frac{1}{2|\log (r)|} \int_{4|\log (r)|}^{\infty} e^{-y}\left(\log \left(\frac{y}{2|\log (r)|}\right)\right)^{\beta} \mathrm{d} y \\
& \quad=\frac{e^{-4|\log (r)|}}{2|\log (r)|} \int_{0}^{\infty} e^{-u}\left(\log \left(\frac{u+4|\log (r)|}{2|\log (r)|}\right)\right)^{\beta} \mathrm{d} u \\
& \quad=\frac{e^{-4|\log (r)|}}{2|\log (r)|}(-\log (|\log (r)|))^{\beta} \int_{0}^{\infty} e^{-u}\left(\frac{\log \left(2^{-1} u+2|\log (r)|\right)}{-\log (|\log (r)|)}+1\right)^{\beta} \mathrm{d} u
\end{aligned}
$$

The integral converges to $\int_{0}^{\infty} e^{-u} \mathrm{~d} u=1$ when $r$ goes to 1 . Indeed, fix $0<\varepsilon<1 / 2$ and $\rho>0$; we can assume that $|\log (r)|<\varepsilon$ and $-\log (|\log (r)|) \geq \rho$. Now, for any $u \geq(1-2 \varepsilon) 2$, we have $\log \left(2^{-1} u+2 \varepsilon\right) \geq 0$, and

$$
\frac{\log \left(2^{-1} u+2|\log (r)|\right)}{-\log (|\log (r)|)} \leq \frac{\log \left(2^{-1} u+2 \varepsilon\right)}{-\log (|\log (r)|)} \leq \frac{\log \left(2^{-1} u+2 \varepsilon\right)}{\rho}
$$

Remark also that for any $0<u<(1-4 \varepsilon) 2$, we have $\log \left(2^{-1} u+2|\log (r)|\right) \leq 0$. This allows us to use the Dominated Convergence Theorem.

Therefore, if $J(r):=\frac{1}{|\log (r)|}(-\log (-\log (r)))^{\beta}$ then we have

$$
\begin{equation*}
J(r)+g_{r}(2)-g_{r}\left(x_{\max }(r)\right) \lesssim I(r) \lesssim J(r)+g_{r}\left(x_{\max }(r)\right) \tag{4.2.10}
\end{equation*}
$$

hence

$$
\frac{I\left(r_{k+1}\right)}{I\left(r_{k}\right)} \lesssim \frac{J\left(r_{k+1}\right)}{J\left(r_{k}\right)} \frac{1+g_{r_{k+1}}\left(x_{\max }\left(r_{k+1}\right)\right) / J\left(r_{k+1}\right)}{1+g_{r_{k}}(2) / J\left(r_{k}\right)-g_{r_{k}}\left(x_{\max }\left(r_{k}\right)\right) / J\left(r_{k}\right)}
$$

for every $k \geq 1$. It is clear that $\sup _{k \geq 1} J\left(r_{k+1}\right) / J\left(r_{k}\right)<\infty$ and $\lim _{r \rightarrow 1} g_{r}(2) / J(r)=0$. We will prove that $\lim _{r \rightarrow 1} g_{r}\left(x_{\max }(r)\right) / J(r)=0$ and this will show that the hypotheses of Theorem 3.3.4 hold. For every $0<r<1$, we have

$$
\frac{g_{r}\left(x_{\max }(r)\right)}{J(r)} \asymp \frac{r^{2 x_{\max }(r)}\left(\log \left(x_{\max }(r)\right)\right)^{\beta}(1-r)}{|\log (1-r)|^{\beta}}
$$

By 4.2.9, we can write

$$
\frac{g_{r}\left(x_{\max }(r)\right)}{J(r)} \asymp \frac{r^{2 x_{\max }(r)}}{|\log (1-r)|^{\beta}}\left(\frac{-\beta}{x_{\max }(r) 2 \log (r)}\right)^{\beta}(1-r) .
$$

Let $\varepsilon>0$; for $r$ close enough to 1 , one has $x_{\max }(r) \log \left(x_{\max }(r)\right) \leq\left(x_{\max }(r)\right)^{1+\varepsilon}$. Then, again by 4.2.9 and with a Taylor expansion of order 1 of the logarithm at 1 , we get that

$$
\begin{aligned}
\frac{g_{r}\left(x_{\max }(r)\right)}{J(r)} & \lesssim \frac{r^{2(-\beta /(2 \log (r)))^{1 /(1+\varepsilon)}}}{|\log (1-r)|^{\beta}}\left(\frac{-1}{\log (r)}\right)^{\beta}(-\log (r))^{\beta /(1+\varepsilon)}(1-r) \\
& \asymp \frac{r^{2(-\beta /(2 \log (r)))^{1 /(1+\varepsilon)}}}{|\log (1-r)|^{\beta}} \frac{1}{(1-r)^{\beta}}(1-r)^{\beta /(1+\varepsilon)}(1-r) \\
& \leq \frac{1}{|\log (1-r)|^{\beta}}(1-r)^{-\beta+\beta /(1+\varepsilon)+1}
\end{aligned}
$$

If $\varepsilon>0$ is chosen small enough such that $-\beta+\beta /(1+\varepsilon)+1>0$, then the right-hand side converges to 0 when $r$ goes to 1 . We deduce that

$$
\begin{equation*}
\lim _{r \rightarrow 1} \frac{g_{r}\left(x_{\max }(r)\right)}{J(r)}=0 \tag{4.2.11}
\end{equation*}
$$

Thus we can apply Theorem 3.3.4 As in the proof of Theorem 4.2.7 we have that $\log \left(A_{1}(r)\right) \lesssim|\log (1-r)|$ for $0<r<1$ close enough to 1 . For $S_{f}$, we have for $\alpha \geq 0$, by 4.2.7),

$$
\begin{aligned}
S_{f}(r) & =\sqrt{1+r^{2}+I(r)} \asymp r^{2}+\frac{1}{\sqrt{|\log (r)|}}(-\log (-\log (r)))^{-\alpha} \\
& \asymp \frac{|\log (1-r)|^{-\alpha}}{\sqrt{1-r}},
\end{aligned}
$$

and for $\alpha<0$, by 4.2.10 and 4.2.11,

$$
\begin{aligned}
S_{f}(r) & =\sqrt{1+r^{2}+I(r)} \asymp \frac{1}{\sqrt{|\log (r)|}}(-\log (-\log (r)))^{-\alpha} \\
& \asymp \frac{|\log (1-r)|^{-\alpha}}{\sqrt{1-r}}
\end{aligned}
$$

### 4.3 Harmonic functions on the plane

This section is devoted to differential operators defined on the space of harmonic functions on $\mathbb{R}^{2}$ denoted by $\mathcal{H}\left(\mathbb{R}^{2}\right)$, endowed with the topology of local uniform convergence. The notation $\partial_{x}$ (resp. $\partial_{y}$ ) denotes the partial derivative with respect to the first variable (resp. the second variable).

Definition 4.3.1. Let $f: \mathbb{R}^{2} \longrightarrow \mathbb{R}$ be an infinitely differentiable function. Then $f$ is harmonic if $\partial_{x}^{2} f+\partial_{y}^{2} f=0$.

Let $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}^{2}$ with $\alpha \neq 0$. Then the operator $D^{\alpha}$ defined on $\mathcal{H}\left(\mathbb{R}^{2}\right)$ by

$$
D^{\alpha}(f)=\partial_{x}^{\alpha_{1}} \partial_{y}^{\alpha_{2}} f, f \in \mathcal{H}\left(\mathbb{R}^{2}\right)
$$

is frequently hypercyclic, see [17, Theorem 4.3].
Our aim is to find an admissible rate of growth for frequently hypercyclic functions of each differential operator on $\mathcal{H}\left(\mathbb{R}^{2}\right)$ with a probabilistic approach. It will be in fact the same for all of them. The optimal rate of growth for the frequently hypercyclic functions of the operators $\partial_{x}$ and $\partial_{y}$ on $\mathcal{H}\left(\mathbb{R}^{N}\right), N \geq 2$, has been studied in 17, Theorem 4.2] and [41, Theorem 2.1] in terms of the $L^{2}$-norm on spheres. The growth of hypercyclic functions of differential operators defined on $\mathcal{H}\left(\mathbb{R}^{N}\right)$ has been studied in 3 and 2 .

Let us set some notations.
Definition 4.3.2. A polynomial $p: \mathbb{R}^{2} \longrightarrow \mathbb{R}$ is homogeneous of degree $m \in \mathbb{N}$ if there is $\left(a_{i, j}\right)_{i+j=m} \subseteq \mathbb{R}$ such that $p(x, y)=\sum_{i+j=m} a_{i, j} x^{i} y^{j}$ for all $x, y \in \mathbb{R}$.

The space of homogeneous harmonic polynomials of degree $m \in \mathbb{N}$ is noted $\mathcal{H}_{m}\left(\mathbb{R}^{2}\right)$ and the space span $\bigcup_{m \geq 0} \mathcal{H}_{m}\left(\mathbb{R}^{2}\right)$ is dense in $\mathcal{H}\left(\mathbb{R}^{2}\right)$ by [5, Corollary 5.34]. For $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}^{2}$ define $|\alpha|:=\alpha_{1}+\alpha_{2}$, and set $\mathbb{N}_{0}^{2}:=\mathbb{N}^{2} \backslash\{(0,0)\}$. For any $f \in \mathcal{H}\left(\mathbb{R}^{2}\right)$ and $r>0$, we define

$$
\|f\|_{2, r}:=\left(\int_{S(r)}|f|^{2} \mathrm{~d} \sigma\right)^{1 / 2}
$$

where $S(r)$ is the circle of radius $r$ centred at the origin of $\mathbb{R}^{2}$ and $\sigma$ is the normalized Lebesgue measure on $S(r)$.

Let $p \in \mathcal{H}\left(\mathbb{R}^{2}\right)$ be a polynomial. When restricted to the circle of radius $r>0$ centred at the origin, $p$ can be viewed as a trigonometric polynomial. Indeed, let $(x, y) \in S(r)$, then

$$
p(x, y)=p\left(r\left(\frac{e^{i s}+e^{-i s}}{2}\right), r\left(\frac{e^{i s}-e^{-i s}}{2 i}\right)\right)
$$

for some $s \in[0,2 \pi]$. Thus, Lemma 3.1 .13 holds for polynomials in $\mathcal{H}\left(\mathbb{R}^{2}\right)$. Therefore, by carefully reading the proof of Theorem 3.3.4 one can see that this result still holds for functions in $\mathcal{H}\left(\mathbb{R}^{2}\right)$.

Theorem 4.3.3. Let $f=\sum_{n>0} a_{n} e_{n} \in \mathcal{H}\left(\mathbb{R}^{2}\right)$ where $\left(e_{n}\right)_{n \geq 0}$ is a sequence of polynomials such that for every $n \geq 0$, the degree of $e_{n}$ is at most $C n$, where $C>0$ is some constant. Set $S_{f}(r):=\sqrt{\sum_{n \geq 0} a_{n}^{2}\left\|e_{n}\right\|_{r}^{2}}$ for any $r>0$. Let $\left(X_{n}\right)_{n \geq 0}$ be a centred subgaussian sequence of independent random variables such that $\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}$ is almost surely convergent and let $\left(A_{j}\right)_{j \geq 1}$ be a non-decreasing sequence of positive functions defined on $] 0, \infty\left[\right.$ such that $A_{1}$ is non-decreasing.

If the conditions (i) and (ii) of Theorem 3.3.4 are satisfied with $w=\infty$, then there exists $c>0$ such that almost surely, there exists $k_{0} \geq 1$ such that for every $k \geq k_{0}$,

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r_{k}} \leq c \sqrt{\log \left(A_{1}\left(r_{k}\right)\right)} S_{f}\left(r_{k}\right)
$$

Furthermore, if the condition (iii) holds then there exists $c>0$ such that almost surely, there exists $r_{0}>0$ such that

$$
\left\|\sum_{n=0}^{\infty} a_{n} X_{n} e_{n}\right\|_{r} \leq c \sqrt{\log \left(A_{1}(r)\right)} S_{f}(r)
$$

for every $r \geq r_{0}$.

### 4.3.1 A random vector for differential operators

First of all, we must find a frequently hypercyclic random vector for each operator $D^{\alpha}, \alpha \in \mathbb{N}_{0}^{2}$. We will need the following lemma.

Lemma 4.3.4. [3, Lemma 4] Let $m, k \in \mathbb{N}$ and $u \in \mathcal{H}_{m}\left(\mathbb{R}^{2}\right)$. Then there exists $P_{(k, 0)}(u) \in \mathcal{H}_{m+k}\left(\mathbb{R}^{2}\right)$ such that $\partial_{x}^{k} P_{(k, 0)}(u)=u$ and

$$
\left\|P_{(k, 0)}(u)\right\|_{2,1} \asymp \frac{m!}{(m+k)!}\|u\|_{2,1}
$$

Furthermore, the map $P_{(k, 0)}: \mathcal{H}_{m}\left(\mathbb{R}^{2}\right) \longrightarrow \mathcal{H}_{m+k}\left(\mathbb{R}^{2}\right)$ is linear.
Of course, this result also holds for the partial derivatives with respect to the second variable. The proof in [3, Lemma 4] gives only one inequality, but with the help of [3, Remark at p. 152], one can obtain the claim of Lemma 4.3.4. This immediately yields the next result.

Lemma 4.3.5 ([2, Lemma 2]). Let $m \in \mathbb{N}, \alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}^{2}$ and $u \in \mathcal{H}_{m}\left(\mathbb{R}^{2}\right)$. Then the polynomial $P_{\left(\alpha_{1}, \alpha_{2}\right)}(u):=P_{\left(0, \alpha_{2}\right)}\left(P_{\left(\alpha_{1}, 0\right)}(u)\right) \in \mathcal{H}_{m+|\alpha|}\left(\mathbb{R}^{2}\right)$ is such that $D^{\alpha} P_{\left(\alpha_{1}, \alpha_{2}\right)}(u)=u$ and

$$
\left\|P_{\left(\alpha_{1}, \alpha_{2}\right)}(u)\right\|_{2,1} \asymp \frac{m!}{(m+|\alpha|)!}\|u\|_{2,1}
$$

Furthermore, the map $P_{\left(\alpha_{1}, \alpha_{2}\right)}: \mathcal{H}_{m}\left(\mathbb{R}^{2}\right) \longrightarrow \mathcal{H}_{m+|\alpha|}\left(\mathbb{R}^{2}\right)$ is linear.
Proof. Define $P_{\left(\alpha_{1}, \alpha_{2}\right)}(u):=P_{\left(0, \alpha_{2}\right)}\left(P_{\left(\alpha_{1}, 0\right)}(u)\right)$. Then by Lemma 4.3.4 applied twice, we have $D^{\alpha} P_{\left(\alpha_{1}, \alpha_{2}\right)}(u)=u$ and

$$
\left\|P_{\left(\alpha_{1}, \alpha_{2}\right)}(u)\right\|_{2,1} \asymp \frac{\left(m+\alpha_{1}\right)!}{(m+|\alpha|)!}\left\|P_{\left(\alpha_{1}, 0\right)}(u)\right\|_{2,1} \asymp \frac{m!}{(m+|\alpha|)!}\|u\|_{2,1}
$$

The linearity of $P_{\left(\alpha_{1}, \alpha_{2}\right)}$ is obvious by linearity of $P_{\left(0, \alpha_{2}\right)}$ and $P_{\left(\alpha_{1}, 0\right)}$.
The bound given in the previous lemma is not exactly the one stated in $\sqrt{2}$, Lemma 2 ], but it can be deduced from its proof given there and Lemma 4.3.4.

Lemma 4.3.6. The maps $P_{(1,0)}$ and $P_{(0,1)}$ commute, and for every $j \geq 0, P_{(j+1,0)}=$ $P_{(j, 0)} P_{(1,0)}$ and $P_{(0, j+1)}=P_{(0, j)} P_{(0,1)}$. Therefore, $P_{(i, j)} P_{(k, l)}=P_{(k, l)} P_{(i, j)}$ for every $i, j, k, l \in \mathbb{N}$. Furthermore, the maps $P_{(1,0)}$ and $P_{(0,1)}$ are injective on $\mathcal{H}_{n}\left(\mathbb{R}^{2}\right)$, for every $n \geq 1$.

Proof. For any $n \geq 0$, define the harmonic polynomials

$$
u_{n}:=\sum_{j=0}^{\lfloor n / 2\rfloor} \frac{(-1)^{j} x^{n-2 j} y^{2 j}}{(n-2 j)!(2 j)!} \text { and } v_{n}:=\sum_{j=0}^{\lfloor n / 2\rfloor} \frac{(-1)^{j} x^{n-2 j} y^{2 j+1}}{(n-2 j)!(2 j+1)!}
$$

By simple calculations, one can get the formulas $\partial_{x} u_{n}=u_{n-1}, \partial_{x} v_{n}=v_{n-1}, \partial_{y} u_{n}=$ $-v_{n-2}$ and $\partial_{y} v_{n}=u_{n}$, for any $n \geq 0$, setting $u_{-1}=v_{-2}=v_{-1}=0$.

For any $n \geq 1$, the vectors $u_{n}$ and $v_{n-1}$ are linearly independent since $x \longmapsto$ $u_{n}(x, 1)$ is a polynomial of degree $n$ and $x \longmapsto v_{n-1}(x, 1)$ is a polynomial of degree $n-1$, hence $\mathcal{H}_{n}\left(\mathbb{R}^{2}\right)=\left\langle u_{n}, v_{n-1}\right\rangle$ since $\operatorname{dim} \mathcal{H}_{n}\left(\mathbb{R}^{2}\right)=2$ by [5, Proposition 5.8].

Let $n \geq 1$ and $u \in \mathcal{H}_{n}\left(\mathbb{R}^{2}\right)$. Let us show that $P_{(1,0)}(u)$ is the unique polynomial belonging to $\mathcal{H}_{n+1}\left(\mathbb{R}^{2}\right)$ such that $\partial_{x} P_{(1,0)}(u)=u$. Write $P_{(1,0)}(u)=a u_{n+1}+b v_{n}$ for some $a, b \in \mathbb{R}$. Using the previous formulas, we get $u=P_{(1,0)}(u)=a u_{n}+b v_{n-1}$, which implies that $P_{(1,0)}(u)$ is the unique polynomial in $\mathcal{H}_{n+1}\left(\mathbb{R}^{2}\right)$ such that $\partial_{x} P_{(1,0)}(u)=u$ since $u_{n}$ and $v_{n-1}$ are linearly independent. The same result holds for $P_{(0,1)}(u)$. Now, it is readily shown that $P_{(1,0)} P_{(0,1)}(u)=P_{(0,1)} P_{(1,0)}(u)$. Indeed, $\partial_{x} \partial_{y} P_{(1,0)} P_{(0,1)}(u)=$ $u$, which implies by uniqueness that $P_{(1,0)}(u)=\partial_{y} P_{(1,0)} P_{(0,1)}(u)$. Then again by uniqueness, we get $P_{(1,0)} P_{(0,1)}(u)=P_{(0,1)} P_{(1,0)}(u)$.

Now, if $u \in \mathcal{H}_{0}\left(\mathbb{R}^{2}\right)=\langle 1\rangle$, we can assume without loss of generality that $u=1$. In that case, one can easily see in the proof of [3, Lemma 4] that $P_{(1,0)}(1)=x$ and $P_{(0,1)}(1)=y$, or simply set $P_{(1,0)}(1)=x$ and $P_{(0,1)}(1)=y$, and Lemma 4.3.4 holds for $u=1$ with these definitions of $P_{(1,0)}$ and $P_{(0,1)}$. We want to prove that $P_{(1,0)} P_{(0,1)}(1)=P_{(0,1)} P_{(1,0)}(1)$, that is $P_{(1,0)}(y)=P_{(0,1)}(x)$, which is equivalent to
$\partial_{x} P_{(0,1)}(x)=y$ by uniqueness proved above. But $P_{(0,1)}(x)=x y$ since $\partial_{y}(x y)=x$ and by uniqueness. Therefore, $\partial_{x} P_{(0,1)}(x)=\partial_{x}(x y)=y$.

Similarly, it is easy to show that $P_{(j+1,0)}=P_{(j, 0)} P_{(1,0)}$ and $P_{(0, j+1)}=P_{(0, j)} P_{(0,1)}$ for every $j \geq 0$.

For the next two results, for each $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}_{0}^{2}$, define the set

$$
\begin{aligned}
M_{\alpha}:= & \left\{P_{\left(i, \alpha_{2}\right)}(u) \mid u \in\{1, y\}, 0 \leq i \leq \alpha_{1}-1\right\} \\
& \cup\left\{P_{(0, j)}(u) \mid u \in\{1, x\}, 0 \leq j \leq \alpha_{2}-1\right\} .
\end{aligned}
$$

Here, we denote by $x$ (resp. $y$ ) the function $f \in \mathcal{H}\left(\mathbb{R}^{2}\right)$ defined by $f(x, y)=x$ (resp. $f(x, y)=y)$, for every $(x, y) \in \mathbb{R}^{2}$.

Lemma 4.3.7. Let $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}_{0}^{2}$. The vectors of the set $M_{\alpha}$ are linearly independent.

Proof. The claim clearly holds if $|\alpha|=1$. Assume that it also holds for any $\alpha \in \mathbb{N}_{0}^{2}$ such that $|\alpha| \leq m$, for some $m \geq 1$. Let $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}_{0}^{2}$ with $|\alpha|=m+1$ and assume without loss of generality that $\alpha_{1} \geq 1$.

Let $a_{0}, \ldots, a_{\alpha_{1}-1}, b_{0}, \ldots, b_{\alpha_{1}-1}, c_{0}, \ldots, b_{\alpha_{2}-1}, d_{0}, \ldots, d_{\alpha_{2}-1} \in \mathbb{R}$ be such that

$$
\sum_{i=0}^{\alpha_{1}-1}\left(a_{i} P_{\left(i, \alpha_{2}\right)}(1)+b_{i} P_{\left(i, \alpha_{2}\right)}(y)\right)+\sum_{j=0}^{\alpha_{2}-1}\left(c_{j} P_{(0, j)}(1)+d_{j} P_{(0, j)}(x)\right)=0
$$

By taking $\partial_{x}^{\alpha_{1}-1} \partial_{y}^{\alpha_{2}}$ on both sides of the equality, we get $a_{\alpha_{1}-1}+b_{\alpha_{1}-1} y=0$, hence $a_{\alpha_{1}-1}=b_{\alpha_{1}-1}=0$. The other coefficients are then also equal to zero by the induction hypothesis.

Lemma 4.3.8. Let $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}_{0}^{2}$. The subspace of $\mathcal{H}\left(\mathbb{R}^{2}\right)$ generated by the set $\bigcup_{n \geq 0} P_{\left(n \alpha_{1}, n \alpha_{2}\right)}\left(M_{\alpha}\right)$ is equal to $\operatorname{span} \bigcup_{m \geq 0} \mathcal{H}_{m}\left(\mathbb{R}^{2}\right)$, and is therefore dense in $\mathcal{H}\left(\mathbb{R}^{2}\right)$.

Proof. We clearly have $\mathcal{H}_{0}\left(\mathbb{R}^{2}\right)=\langle 1\rangle=\left\langle P_{(0,0)}(1)\right\rangle$.
Let $n \in \mathbb{N}$ and set $S_{n}:=P_{\left(n \alpha_{1}, n \alpha_{2}\right)}$. Then

$$
\left.\begin{array}{l}
S_{n}\left(P_{\left(i, \alpha_{2}\right)}(1)\right) \in \mathcal{H}_{n|\alpha|+i+\alpha_{2}}\left(\mathbb{R}^{2}\right) \\
S_{n}\left(P_{\left(i, \alpha_{2}\right)}(y)\right) \in \mathcal{H}_{n|\alpha|+i+\alpha_{2}+1}\left(\mathbb{R}^{2}\right)
\end{array}\right\} \text { if } 0 \leq i \leq \alpha_{1}-1
$$

Let $m \geq 1$. There exist $n \in \mathbb{N}$ and $0 \leq r \leq|\alpha|-1$ such that $m=n|\alpha|+r$. Since $\operatorname{dim} \mathcal{H}_{m}\left(\mathbb{R}^{2}\right)=2$ by [5 Proposition 5.8], we then have

$$
\mathcal{H}_{m}\left(\mathbb{R}^{2}\right)= \begin{cases}\left\langle S_{n}\left(P_{(0,0)}(1)\right), S_{n-1}\left(P_{\left(\alpha_{1}-1, \alpha_{2}\right)}(y)\right)\right\rangle & \text { if } r=0, n \geq 1 \\ \left\langle S_{n}\left(P_{(0, r)}(1)\right), S_{n}\left(P_{(0, r-1)}(x)\right)\right\rangle & \text { if } 1 \leq r \leq \alpha_{2}-1 \\ \left\langle S_{n}\left(P_{\left(0, \alpha_{2}\right)}(1)\right), S_{n}\left(P_{\left(0, \alpha_{2}-1\right)}(x)\right)\right\rangle & \text { if } r=\alpha_{2} \\ \left\langle S_{n}\left(P_{\left(r-\alpha_{2}, \alpha_{2}\right)}(1)\right), S_{n}\left(P_{\left(r-\alpha_{2}-1, \alpha_{2}\right)}(y)\right)\right\rangle & \text { if } \alpha_{2}+1 \leq r \leq|\alpha|-1\end{cases}
$$

Indeed, the last three cases follow by using Lemmas 4.3.6 and 4.3.7. For the first case, remark that $S_{n}\left(P_{(0,0)}(1)\right)=S_{n-1}\left(P_{\left(\alpha_{1}, \alpha_{2}\right)}(1)\right)$, and that $P_{\left(\alpha_{1}, \alpha_{2}\right)}(1)$ and $P_{\left(\alpha_{1}-1, \alpha_{2}\right)}(y)$ are linearly independent by arguing as in the proof of Lemma 4.3.7.

Lemma 4.3.9. Let $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}_{0}^{2}, m \in \mathbb{N}$ and $u \in \mathcal{H}_{m}\left(\mathbb{R}^{2}\right)$. The series $\sum_{n \geq 1} \sqrt{\log (n)} P_{\left(n \alpha_{1}, n \alpha_{2}\right)}(u)$ converges unconditionally in $\mathcal{H}\left(\mathbb{R}^{2}\right)$.

Proof. Let $u \in \mathcal{H}_{m}\left(\mathbb{R}^{2}\right)$. Remark that $\|p\|_{2, r}=\|p\|_{2,1} r^{n}$ for every $r>0$ and for any homogeneous polynomial $p$ of degree $n \geq 0$. By using [41, Lemma 5.1] and Lemma 4.3.5, we get for every $r>0$ that

$$
\begin{aligned}
\sum_{n \geq 1} \sqrt{\log (n)}\left\|P_{\left(n \alpha_{1}, n \alpha_{2}\right)}(u)\right\|_{r} & \lesssim \sum_{n \geq 1} \sqrt{\log (n)}\left\|P_{\left(n \alpha_{1}, n \alpha_{2}\right)}(u)\right\|_{2,2 r} \\
& \lesssim \sum_{n \geq 1} \sqrt{\log (n)} \frac{m!(2 r)^{n|\alpha|+m}}{(n|\alpha|+m)!}\|u\|_{2,1}
\end{aligned}
$$

and the series $\sum_{n \geq 1} \sqrt{\log (n)} P_{\left(n \alpha_{1}, n \alpha_{2}\right)}(u)$ is unconditionally convergent.

These lemmas and Theorem 1.2 .10 allow us to obtain a frequently hypercyclic random vector for any differentiation operator.

Theorem 4.3.10. Let $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}_{0}^{2}$ and $X$ be a subgaussian random variable with full support. Then the random vector

$$
\begin{align*}
v:= & \sum_{u \in\{1, x\}} \sum_{j=0}^{\alpha_{2}-1} \sum_{n=0}^{\infty} X_{n, j, u} P_{\left(n \alpha_{1}, n \alpha_{2}\right)}\left(P_{(0, j)}(u)\right) \\
& +\sum_{u \in\{1, y\}} \sum_{i=0}^{\alpha_{1}-1} \sum_{n=0}^{\infty} X_{n, i, u} P_{\left(n \alpha_{1}, n \alpha_{2}\right)}\left(P_{\left(i, \alpha_{2}\right)}(u)\right) \tag{4.3.1}
\end{align*}
$$

is almost surely well-defined and frequently hypercyclic for $D^{\alpha}$, where $X_{n, i, u}, n \in \mathbb{N}$, $0 \leq i \leq \alpha_{1}-1, u \in\{1, y\}$, and $X_{n, j, u}, n \in \mathbb{N}, 0 \leq j \leq \alpha_{2}-1, u \in\{1, x\}$, are i.i.d. copies of $X$.

Proof. In order to use Theorem 1.2.10 we must find a sequence $\left(u_{n}\right)_{n \in \mathbb{Z}}$ of harmonic functions such that $D^{\alpha}\left(u_{n}\right)=u_{n-1}$. As we said in Remark 1.2.13, the proof of Theorem 1.2 .10 still holds if there exist some $N \geq 1$ and a family of vectors $\left(u_{n, j}\right)_{n \in \mathbb{Z}, 1 \leq j \leq N}$ such that for every $1 \leq j \leq N$ and $n \in \mathbb{Z}$, one has $D^{\alpha}\left(u_{n, j}\right)=u_{n-1, j}$. Here, we take the family of sequences $\left(u_{n, j, u}\right)_{n \geq 0}=\left(P_{\left(n \alpha_{1}, n \alpha_{2}\right)} P_{(0, j)}(u)\right)_{n \geq 0}, 0 \leq j \leq \alpha_{2}-1$, $u \in\{1, x\}$, and $\left(v_{n, i, u}\right)_{n \geq 0}=\left(P_{\left(n \alpha_{1}, n \alpha_{2}\right)} P_{\left(i, \alpha_{2}\right)}(u)\right)_{n \geq 0}, 0 \leq i \leq \alpha_{1}-1, u \in\{1, y\}$.

Lemma 4.3.6 implies that $D^{\alpha}\left(u_{n, j, u}\right)=u_{n-1, j, u}$ and $D^{\alpha}\left(v_{n, i, u}\right)=v_{n-1, i, u}$ for every $n \geq 0$, where $u_{-1, j, u}=v_{-1, i, u}=0$. By Lemma 4.3.8 the span of this family of vectors is dense in $\mathcal{H}\left(\mathbb{R}^{2}\right)$. Finally, Lemma 4.3.9 allows us to apply Theorem 1.2.10 to get the result.

### 4.3.2 Rate of growth

In order to find an admissible rate of growth for the frequently hypercyclic vectors of the differential operators, we will use Theorem 4.3.3.

Theorem 4.3.11. Let $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}_{0}^{2}$ and $X$ be a centred subgaussian random variable with full support. Then there exists $c>0$ such that almost surely, there exists $r_{0}>0$ such that

$$
\|v\|_{r} \leq c \sqrt{\log (r)} \frac{e^{r}}{r^{1 / 4}}
$$

for every $r \geq r_{0}$, where $v$ is defined in 4.3.1.
Proof. Let $u \in\{1, x, y\}, 0 \leq i \leq \alpha_{1}-1$ and $0 \leq j \leq \alpha_{2}$, and set $m:=|\alpha|$. Recall that $\|p\|_{2, r}=\|p\|_{2,1} r^{n}$ for every $r>0$ and for any homogeneous polynomial $p$ of degree $n \geq 0$. By [2 inequality (2.4)] and Lemma 4.3.5 we have

$$
\begin{equation*}
\left\|P_{\left(n \alpha_{1}, n \alpha_{2}\right)}\left(P_{(i, j)}(u)\right)\right\|_{r}^{2} \asymp\left\|P_{\left(n \alpha_{1}, n \alpha_{2}\right)}\left(P_{(i, j)}(u)\right)\right\|_{2, r}^{2} \asymp \frac{r^{2(n m+i+j+\operatorname{deg}(u))}}{(n m+i+j+\operatorname{deg}(u))!^{2}} . \tag{4.3.2}
\end{equation*}
$$

We show that the assumptions (i) and (ii) of Theorem 3.3.4 with $A_{k}(r)=d^{k} r / m$, $r>0, k \geq 1$, where $d>e$, are satisfied for the series $\sum_{n \geq 0} P_{\left(n \alpha_{1}, n \alpha_{2}\right)}\left(P_{(i, j)}(u)\right)$.

Let $r>0$. Some simple calculations yield

$$
\begin{aligned}
\sum_{n \geq A_{k}(r)+1} \frac{r^{2(m n+i+j+\operatorname{deg}(u))}}{(m n+i+j+\operatorname{deg}(u))!^{2}} & \leq \sum_{n \geq A_{k}(r)+1} \frac{r^{2 m n}}{(m n)!^{2}} \\
& =\sum_{n \geq 1} \frac{r^{2 m\left(n+A_{k}(r)\right)}}{\left(m\left(n+A_{k}(r)\right)\right)!^{2}} \\
& \leq \frac{r^{A_{k}(r)}}{\left(m A_{k}(r)\right)!^{2}} \sum_{n \geq 1} \frac{r^{2 m n}}{\left(m A_{k}(r)\right)^{2 n m}} \\
& \asymp \frac{r^{2 d^{k} r}}{\left(d^{k} r\right)!^{2}} .
\end{aligned}
$$

By using Stirling's formula, our task is now to prove that

$$
\begin{equation*}
\sup _{r>0} \sum_{k \geq 1} \sqrt{\log \left(\frac{d^{k} r^{n}}{m}\right)} \frac{e^{d^{k} r}}{d^{k d^{k} r} \sqrt{d^{k} r}}<\infty \tag{4.3.3}
\end{equation*}
$$

By using the same arguments as in the proof of Proposition 4.1.2 it is enough to show that for every $M>e$, the function

$$
\left.f_{M}:\right] 1, \infty[\longrightarrow] 0, \infty\left[, x \longmapsto \sqrt{\log (x)} \frac{e^{x}}{M^{x} \sqrt{x}},\right.
$$

is non-increasing away from 0 , uniformly in $M>e$, and converges to 0 when $x$ goes
to $\infty$. For any $x>1$, we have

$$
\begin{aligned}
\log (f(x)) & =\frac{\log _{2}(x)}{2}-x \log (M)+x-\frac{\log (x)}{2} \\
& =x\left(-\log (M)+1+\frac{\log _{2}(x)-\log (x)}{2 x}\right)
\end{aligned}
$$

If $M>e$ then $\lim _{x \rightarrow \infty} f(x)=0$. For any $x>1$, we have

$$
\partial_{x} \log (f)(x)=\frac{1}{2 \log (x) x}-\log (M)+1-\frac{1}{2 x}
$$

Then $\partial_{x} \log (f)(x)$ is negative if and only if $1<2 x \log (x)(\log (M)-1+1 /(2 x))$, which holds if $M>e$ and $x>e$. Setting now $M=d^{k}$, the Dominated Convergence Theorem allows us to conclude that 4.3.3 holds.

It remains to estimate the series

$$
\begin{equation*}
\sum_{u \in\{1, x\}} \sum_{j=0}^{\alpha_{2}-1} \sum_{n=0}^{\infty}\left\|P_{\left(n \alpha_{1}, n \alpha_{2}\right)}\left(P_{(0, j)}(u)\right)\right\|_{r}^{2}+\sum_{u \in\{1, y\}} \sum_{i=0}^{\alpha_{1}-1} \sum_{n=0}^{\infty}\left\|P_{\left(n \alpha_{1}, n \alpha_{2}\right)}\left(P_{\left(i, \alpha_{2}\right)}(u)\right)\right\|_{r}^{2} \tag{4.3.4}
\end{equation*}
$$

By using 4.3.2, we see that

$$
\begin{aligned}
\sum_{j=0}^{\alpha_{2}-1} \sum_{n=0}^{\infty} \| & P_{\left(n \alpha_{1}, n \alpha_{2}\right)}\left(P_{(0, j)}(1)\right)\left\|_{r}^{2}+\sum_{i=0}^{\alpha_{1}-1} \sum_{n=0}^{\infty}\right\| P_{\left(n \alpha_{1}, n \alpha_{2}\right)}\left(P_{\left(i, \alpha_{2}\right)}(1)\right) \|_{r}^{2} \\
& \asymp \sum_{j=0}^{\alpha_{2}-1} \sum_{n=0}^{\infty} \frac{r^{2(n m+j)}}{(n m+j)!^{2}}+\sum_{i=0}^{\alpha_{1}-1} \sum_{n=0}^{\infty} \frac{r^{2\left(n m+i+\alpha_{2}\right)}}{\left.\left(n m+i+\alpha_{2}\right)\right)!^{2}} \\
& =\sum_{n=0}^{\infty} \frac{r^{2 n}}{n!^{2}}
\end{aligned}
$$

The same conclusion holds for $u=x$ and $u=y$ in (4.3.4. By Lemma 4.1.8, we deduce that the series $(4.3 .4)$ is estimated by $e^{2 r} / r^{1 / 2}$.

It is now easy to check that assumption (iii) of Theorem 3.3.4 is satisfied with $\left(r_{k}\right)_{k \geq 1}=(k)_{k \geq 1}$, and Theorem 4.3.3 can be applied.

### 4.4 Köthe sequence spaces

In this section, we study the growth of frequently hypercyclic functions of chaotic weighted shifts defined on Köthe sequence spaces, see [71, Chapter 27]. Linear dynamics of shifts on such spaces were studied in [27].
Definition 4.4.1. A Köthe matrix is a matrix $A=\left(a_{m, n}\right)_{m, n \geq 0}$ of positive numbers such that for all $m, n \geq 0$, one has $a_{m, n} \leq a_{m+1, n}$.
Definition 4.4.2. Let $1 \leq p \leq \infty$ and $A$ be a Köthe matrix. The Köthe sequence space of order $p$ is defined as

$$
\lambda^{p}(A):=\left\{\left.\left(x_{n}\right)_{n \geq 0} \in \mathbb{K}^{\mathbb{N}}\left|\forall m \geq 0, \quad \sum_{n=0}^{\infty}\right| x_{n}\right|^{p} a_{m, n}<\infty\right\}
$$

if $p<\infty$, and

$$
\lambda^{\infty}(A):=\left\{\left(x_{n}\right)_{n \geq 0} \in \mathbb{K}^{\mathbb{N}}\left|\forall m \geq 0, \sup _{n \in \mathbb{N}}\right| x_{n} \mid a_{m, n}<\infty\right\}
$$

These spaces are endowed with the seminorms $\|x\|_{m}:=\left(\sum_{n \geq 0}\left|x_{n}\right|^{p} a_{m, n}\right)^{1 / p}$ if $p<$ $\infty$, and $\|x\|_{m}:=\sup _{n \geq 0}\left|x_{n}\right| a_{m, n}$ if $p=\infty$, for all $m \geq 0$ and $x \in \lambda^{p}(A)$.

We will need a probabilistic result.
Proposition 4.4.3 ([1] Proposition 1.8]). Let $A=\left(a_{i, j}\right)_{1 \leq i, j \leq n}$ be a real matrix and let $\left(X_{i, j}\right)_{1 \leq i, j \leq n}$ be independent standard Gaussian real random variables. Define $G_{A}:=\left(a_{i, j} X_{i, j}\right)_{1 \leq i, j \leq n}$. For every $1<p \leq \infty$, we have

$$
\mathbb{E}\left\|G_{A}: \ell_{p}^{n} \longrightarrow \ell_{1}^{n}\right\| \asymp\left\|A \circ A: \ell_{p / 2}^{n} \longrightarrow \ell_{1 / 2}^{n}\right\|^{1 / 2}+\left\|(A \circ A)^{t}: \ell_{\infty}^{n} \longrightarrow \ell_{p^{*} / 2}^{n}\right\|^{1 / 2}
$$

Furthermore,

$$
\mathbb{E}\left\|G_{A}: \ell_{1}^{n} \longrightarrow \ell_{1}^{n}\right\| \asymp\left\|A \circ A: \ell_{1 / 2}^{n} \longrightarrow \ell_{1 / 2}^{n}\right\|^{1 / 2}+\max _{1 \leq j \leq n} \sqrt{\log (j+1)} b_{j}^{*}
$$

where $b_{j}:=\left\|\left(a_{i, j}\right)_{1 \leq i \leq n}\right\|_{2}, 1 \leq j \leq n$, and $\left(b_{j}^{*}\right)_{1 \leq j \leq n}$ is the non-increasing rearrangement of $\left(b_{j}\right)_{1 \leq j \leq n}$.
Lemma 4.4.4. Let $e_{1}, \ldots, e_{N}$ be the canonical basis of $\ell_{p}^{N}$, where $1 \leq p \leq \infty$ and $N \geq 1$. Let $a_{1}, \ldots, a_{N} \in \mathbb{R}$ and let $\left(X_{i}\right)_{i=1}^{N}$ be independent standard Gaussian real random variables. Then there exists a constant $c>0$, independent of $N$, such that for every $R \geq 1$, one has

$$
\mathbb{P}\left(\left\|\sum_{n=1}^{N} a_{n} X_{n} e_{n}\right\|_{p}>c \sqrt{R}\left(\sum_{n=1}^{N}\left|a_{n}\right|^{p}\right)^{1 / p}\right) \leq \frac{1}{e^{R}}
$$

if $1 \leq p<\infty$, and

$$
\mathbb{P}\left(\left\|\sum_{n=1}^{N} a_{n} X_{n} e_{n}\right\|_{\infty}>c \sqrt{\log (N+1)} \sqrt{R} \max _{1 \leq n \leq N}\left|a_{n}\right|\right) \leq \frac{1}{e^{R}}
$$

Proof. Define $f: \mathbb{R}^{N} \longrightarrow\left[0, \infty\left[, x \longmapsto\left\|\sum_{n=1}^{N} a_{n} x_{n} e_{n}\right\|_{p}, X:=\left(X_{1}, \ldots, X_{N}\right)\right.\right.$ and $S:=\left\|\left(a_{n}\right)_{1 \leq n \leq N}\right\|_{p}$, and let $p^{*}$ be the conjugate exponent of $p$. We can assume that $S \neq 0$. For every $x, y \in \mathbb{R}^{N}$, one has that

$$
\begin{aligned}
|f(x)-f(y)| & \leq\left\|\sum_{n=1}^{N} a_{n}\left(x_{n}-y_{n}\right) e_{n}\right\|_{p}=\left(\sum_{n=1}^{N}\left|a_{n}\right|^{p}\left|x_{n}-y_{n}\right|^{p}\right)^{1 / p} \\
& \leq \max _{1 \leq n \leq N}\left|x_{n}-y_{n}\right| S \leq\|x-y\|_{2} S
\end{aligned}
$$

with the obvious modifications for $p=\infty$. By Markov's inequality and 24, Theorem 5.5 ], we get for any $\lambda>0$ that

$$
\mathbb{P}\left(f(X)>\frac{R}{\lambda}+\frac{\lambda S^{2}}{2}+\mathbb{E}(f(X))\right) \leq e^{-R} \mathbb{E}\left(e^{\lambda(f(X)-\mathbb{E}(f(X)))}\right) e^{-\frac{\lambda^{2} S^{2}}{2}} \leq e^{-R}
$$

Choosing $\lambda=\sqrt{2 R} / S$ yields

$$
\mathbb{P}(f(X)>\sqrt{2 R} S+\mathbb{E}(f(X))) \leq e^{-R}
$$

Now, notice that $\left\|\sum_{n=1}^{N} a_{n} X_{n} e_{n}\right\|_{p}=\left\|G_{A}: \ell_{p^{*}}^{N} \longrightarrow \ell_{1}^{N}\right\|$, where $A$ is the diagonal matrix with entries $\left(a_{n}\right)_{1 \leq n \leq N}$. Using Proposition 4.4.3 we get $\mathbb{E}(f(X)) \lesssim S$ if $1 \leq p<\infty$ and $\mathbb{E}(f(X)) \lesssim \sqrt{\log (N+1)} S$ if $p=\infty$, and this combined with the previous inequality concludes the proof.

The next theorem is the main result of this section.
Theorem 4.4.5. Let $1 \leq p \leq \infty$ and $A$ be a Köthe matrix. Let $T$ be a chaotic weighted shift on $\lambda^{p}(A)$ with weight sequence $\left(w_{n}\right)_{n \geq 1}$ such that $\sum_{n>0} X_{n} e_{n} / \beta_{n}$ is almost surely convergent, where $\left(X_{n}\right)_{n \geq 0}$ is a sequence of i.i.d. standard Gaussian random variables. Let $\left(A_{j}\right)_{j \geq 1}$ be a non-decreasing sequence of positive functions defined on $\mathbb{N}$. Assume that the following conditions hold, where $a:=1 / 2$ if $1 \leq p<\infty$ and $a:=1$ if $p=\infty$ :
(i) the quantity

$$
\sup _{m \geq 0} \sum_{j \geq 1} \log \left(A_{j+1}(m)\right)^{a}\left\|\left(\frac{a_{m, n}^{1 / p}}{\beta_{n}}\right)_{n \geq A_{j}(m)+1}\right\|_{\ell^{p}}
$$

is finite, with the usual modification for $p=\infty$,
(ii) the family $\left(A_{j}(m)^{-1}\right)_{j, m \geq 1}$ is $q$-summable for some $q>0$.

Then there exists $c>0$ such that almost surely, there exists $m_{0} \geq 0$ such that

$$
\left\|\sum_{n=0}^{\infty} \frac{X_{n}}{\beta_{n}} e_{n}\right\|_{m} \leq c \log \left(A_{1}(m)\right)^{a}\left\|\left(\frac{a_{m, n}^{1 / p}}{\beta_{n}}\right)_{n \geq 0}\right\|_{\ell^{p}}
$$

for every $m \geq m_{0}$, with the usual modification for $p=\infty$.
Proof. For every $a_{0}, \ldots, a_{N} \in \mathbb{K}$ and any $m \geq 0$, we have

$$
\left\|\sum_{n=0}^{N} a_{n} e_{n}\right\|_{m}=\left\|\left(\left|a_{n}\right| a_{m, n}^{1 / p}\right)_{0 \leq n \leq N}\right\|_{p}
$$

Therefore, the theorem is proved by repeating verbatim the proof of Theorem 3.3.4, but by using Lemma 4.4.4 instead of Lemma 3.1.13.

We now apply the previous theorem to the space of rapidly decreasing sequences $s$ defined as

$$
s:=\left\{x \in \mathbb{K}^{\mathbb{N}} \mid \text { for all } 0 \leq t<\infty, \sum_{n=0}^{\infty}\left|x_{n}\right| e^{t \log (n+1)}<\infty\right\}
$$

This space is a Köthe sequence space with matrix $A=\left(m_{k}^{\log (n)}\right)_{k, n \geq 0}$, where $\left(m_{k}\right)_{k \geq 0}$ can be any increasing sequence of positive numbers tending to infinity and setting
$m_{k}^{\log (0)}=1$ for all $k \geq 0$. By [27, Proposition 4.1] and [27. Proposition 3.3], we have $s=\lambda^{p}(A)$ for any $1 \leq p \leq \infty$.

We will find an admissible rate of growth for the frequently hypercyclic sequences of the operator

$$
T: s \longrightarrow s, x \longmapsto\left((n+1) x_{n+1}\right)_{n \geq 0}
$$

To end this section, we will show that this operator is conjugate to a natural operator on the space of $2 \pi$-periodic infinitely differentiable functions.

First of all, let us prove that $\sum_{n>0} X_{n} e_{n} / \beta_{n}$ is almost surely frequently hypercyclic for $T$, where $\left(e_{n}\right)_{n \geq 0}$ is the canonical basis of $s,\left(X_{n}\right)_{n \geq 0}$ is a sequence of i.i.d. standard Gaussian random variables and $\beta_{n}:=n$ ! for all $n \geq 0$. Let $k \geq 0$, then we have

$$
\sum_{n=1}^{\infty} \sqrt{\log (n)}\left\|\frac{e_{n}}{\beta_{n}}\right\|_{k}=\sum_{n=1}^{\infty} \sqrt{\log (n)} \frac{m_{k}^{\log (n)}}{n!}<\infty
$$

By Theorem 1.3.1, the random series $\sum_{n \geq 0} X_{n} e_{n} / \beta_{n}$ is almost surely convergent and frequently hypercyclic for $T$. In the sequel, we will assume that $\sum_{k \geq 0} m_{k}^{-q}$ converges for some $q>0$ and that, without loss of generality, $m_{k} \geq 1$ for all $k \geq 0$.

Let $1 \leq p<\infty$. Our aim is to prove that

$$
\sup _{k \geq 0} \sum_{j \geq 1} \sqrt{\log \left(A_{j+1}(k)\right)}\left(\sum_{n \geq A_{j}(k)+1} \frac{m_{k}^{\log (n)}}{\left|\beta_{n}\right|^{p}}\right)^{1 / p}
$$

is finite, where $A_{j}(k):=d^{j} m_{k}^{1 / p}$ with $d>e$ and all $j \geq 1, k \geq 0$.
Some simple calculations yield

$$
\begin{aligned}
\sum_{n \geq A_{j}(k)+1} \frac{m_{k}^{\log (n)}}{\left|\beta_{n}\right|^{p}} \leq \sum_{n \geq A_{j}(k)+1} \frac{m_{k}^{n}}{n!^{p}} & =\sum_{n \geq 1} \frac{m_{k}^{n+A_{j}(k)}}{\left(n+A_{j}(k)\right)!^{p}} \\
& \leq \frac{m_{k}^{A_{j}(k)}}{A_{j}(k)!^{p}} \sum_{n \geq 1} \frac{m_{k}^{n}}{A_{j}(k)^{n p}} \\
& =\frac{m_{k}^{A_{j}(k)}}{A_{j}(k)!^{p}} \frac{1}{d^{j p}-1}
\end{aligned}
$$

By using Stirling's formula, our task is now to prove that

$$
\begin{equation*}
\sup _{k \geq 0} \sum_{j \geq 1} \sqrt{\log \left(A_{j}(k)\right)} \frac{e^{A_{j}(k)}}{d^{j A_{j}(k)} \sqrt{A_{j}(k)}}<\infty \tag{4.4.1}
\end{equation*}
$$

By using the same arguments as in the proof of Proposition 4.1.2 it is enough to show that for every $M>e$, the function

$$
\left.f_{M}:\right] 1, \infty[\longrightarrow] 0, \infty\left[, x \longmapsto \sqrt{\log (x)} \frac{e^{x}}{M^{x} \sqrt{x}}\right.
$$

is non-increasing away from 0 , uniformly in $M>e$, and converges to 0 when $x$ goes to $\infty$. This has already been done in the proof of Theorem 4.3.11. Setting now $M=d^{j}$,
the Dominated Convergence Theorem allows us to conclude that 4.4.1 holds, and Theorem 4.4.5 can be applied to $T$.

For $p=\infty$, similar calculations show that

$$
\sup _{k \geq 0} \sum_{j \geq 1} \log \left(A_{j+1}(k)\right)\left\|\left(\frac{m_{k}^{\log (n)}}{\beta_{n}}\right)_{n \geq A_{j}(k)+1}\right\|_{\ell^{\infty}}<\infty
$$

and we can use Theorem 4.4.5.
We have thus obtained the following result.
Proposition 4.4.6. Let $T: s \longrightarrow s, x \longmapsto\left((n+1) x_{n+1}\right)_{n \geq 0}$. Set $a:=1 / 2$ if $1 \leq p<\infty$ and $a:=1$ if $p=\infty$. Then the random vector $\sum_{n \geq 0} X_{n} e_{n} / n$ ! is almost surely frequently hypercyclic for $T$, where $\left(X_{n}\right)_{n \geq 0}$ is a sequence of i.i.d. standard Gaussian random variables. Furthermore, if $\sum_{k \geq 0} m_{k}^{-q}$ converges for some $q>0$ then, for any $1 \leq p \leq \infty$, there exists $c>0$ such that almost surely, there exists $k_{0} \geq 0$ such that

$$
\left\|\sum_{n=0}^{\infty} \frac{X_{n}}{n!} e_{n}\right\|_{k} \leq c \log \left(m_{k}\right)^{a}\left(\sum_{n=0}^{\infty} \frac{m_{k}^{\log (n)}}{n!^{p}}\right)^{1 / p}
$$

for every $k \geq k_{0}$, with the usual modification for $p=\infty$.
The space $s$ is isomorphic to many Fréchet spaces, see [71, Example 29.4(1)]. Here, we consider the space $C_{2 \pi}^{\infty}(\mathbb{R})$ of $2 \pi$-periodic infinitely differentiable complex-valued functions on $\mathbb{R}$, endowed with the seminorms

$$
\|f\|_{m}:=\max _{0 \leq k \leq m}\left\|f^{(k)}\right\|_{L^{2}([-\pi, \pi])}, \quad f \in C_{2 \pi}^{\infty}(\mathbb{R}), m \in \mathbb{N}
$$

This space is isomorphic to $s$, see 71 , Example 29.5(1)]. Every function $f \in C_{2 \pi}^{\infty}(\mathbb{R})$ has a representation $f=\sum_{n \in \mathbb{Z}} a_{n} e^{i n x}$, where $\left(a_{n}\right)_{n \in \mathbb{Z}}$ is the sequence of Fourier coefficients of $f$.

Let us define the operator $B: E \longrightarrow E$ defined on the subspace $E:=\{f=$ $\left.\sum_{n \in \mathbb{N}} a_{n} e^{i n x} \in C_{2 \pi}^{\infty}(\mathbb{R})\right\}$ by

$$
B(f)=e^{-i x} \partial_{x} f, f \in E
$$

This operator is a weighted shift with respect to the Fourier coefficients and with sequence of weights $(i n)_{n \in \mathbb{N}}$. The space $E$ is also isomorphic to $s$ via the isomorphism $F: E \longrightarrow s, f=\sum_{n \in \mathbb{N}} a_{n} e^{i n x} \longmapsto\left(a_{n}\right)_{n \in \mathbb{N}}$. For any $m \geq 0$ and $f=\sum_{n \in \mathbb{N}} a_{n} e^{i n x} \in$ $B$, we have

$$
\begin{aligned}
\|f\|_{m}^{2} & =\max _{0 \leq k \leq m}\left\|f^{(k)}\right\|_{L^{2}([-\pi, \pi])}^{2}=\max _{0 \leq k \leq m}\left\|\sum_{n=0}^{\infty} i^{k} n^{k} a_{n} e^{i n x}\right\|_{L^{2}([-\pi, \pi])}^{2} \\
& =2 \pi \max _{0 \leq k \leq m} \sum_{n=0}^{\infty} n^{2 k}\left|a_{n}\right|^{2}=2 \pi \sum_{n=0}^{\infty} n^{2 m}\left|a_{n}\right|^{2}=\left\|\sum_{n=0}^{\infty} n^{m} a_{n} e^{i n x}\right\|_{L^{2}([-\pi, \pi])}^{2} .
\end{aligned}
$$

By using the previous proposition, we can obtain an admissible rate of growth for the frequently hypercyclic functions of $B$. Notice that if $\left(X_{n}\right)_{n \geq 0}$ is a standard Gaussian sequence, then so is $\left(X_{n} / i^{n}\right)_{n \geq 0}$.

Proposition 4.4.7. Let $B: E \longrightarrow E, f \longmapsto e^{-i x} \partial_{x} f$. Then the random vector $\sum_{n \geq 0} X_{n} e^{i n x} /\left(i^{n} n!\right)$ is almost surely frequently hypercyclic for $B$, where $\left(X_{n}\right)_{n \geq 0}$ is a sequence of i.i.d. standard Gaussian random variables. Furthermore, there exists $c>0$ such that almost surely, there exists $k_{0} \geq 0$ such that

$$
\left\|\sum_{n=0}^{\infty} n^{k} \frac{X_{n}}{i^{n} n!} e^{i n x}\right\|_{L^{2}([-\pi, \pi])} \leq c \sqrt{2 k}\left(\sum_{n=0}^{\infty} \frac{n^{2 k}}{n!^{2}}\right)^{1 / 2}
$$

for every $k \geq k_{0}$.
Proof. It suffices to use Proposition 4.4.6 with the sequence $\left(m_{k}\right)_{k \geq 0}=\left(e^{2 k}\right)_{k \geq 0}$ and $p=2$ and to notice that

$$
F^{-1}\left(\sum_{n=0}^{\infty} \frac{X_{n}}{i^{n} n!} e_{n}\right)=\sum_{n=0}^{\infty} \frac{X_{n}}{i^{n} n!} e^{i n x}
$$

is frequently hypercyclic for $B$ whenever $\sum_{n \geq 0} X_{n} /\left(i^{n} n!\right) e_{n}$ is so for $T$.

### 4.5 Optimality

So far we have found an admissible rate of growth for some chaotic weighted shifts on $H(\mathbb{C})$ or $H(\mathbb{D})$. A natural question is to find the optimal growth. The function $r \longmapsto \sqrt{\sum_{n \geq 0}\left\|e_{n}\right\|_{r}^{2} /\left|\beta_{n}\right|^{2}}$, up to a logarithmic factor, has been proved to be an admissible growth for the weighted shifts considered in the previous sections. In 134, Drasin and Saksman proved that $r \longmapsto \sqrt{\sum_{n \geq 0} r^{2} / n!^{2}}$ is in fact an admissible growth for the differentiation operator and is the optimal one, by constructing a frequently hypercyclic function with this rate of growth. In $\sqrt[75]{ }$ and $[76$, Mouze and Munnier used the same construction to get a holomorphic function whose growth is the optimal one for some weighted shifts on $H(\mathbb{D})$. This construction relied on the so-called Rudin-Shapiro polynomials.

In this section, we do not pretend to obtain the optimal rate of growth for every chaotic weighted shift. Instead, we show that the above-mentioned construction can be generalized to any chaotic weighted shift on $H(\mathbb{C})$ or $H(\mathbb{D})$ in order to get a frequently hypercyclic vector. Then, it would remain to calculate the growth of this function and prove that it is optimal.

This section is divided into four parts. First, we define some notations and explain the construction of the frequently hypercyclic function. Then, this function is proved to be well-defined. Finally, we prove in two parts that it is frequently hypercyclic for the given chaotic weighted shift.

Notations. Let $T: E \longrightarrow E$ be a chaotic weighted shift on the Fréchet space $E=H(\mathbb{C})$ or $E=H(\mathbb{D})$, with respect to the basis of monomials $\left(e_{n}\right)_{n \geq 0}$ and with sequence of weights $\left(w_{n}\right)_{n \geq 1}$. As usual, we define $\beta_{n}:=w_{1} \ldots w_{n}$ for every $n \geq 1$, and $\beta_{0}:=1$.

If $q=\sum_{j=0}^{n} b_{j} e_{j}$ is a polynomial of degree $n \geq 0$, we define $\|q\|_{l^{1}}:=\sum_{j=0}^{n}\left|b_{j}\right|$. Let $\left(q_{k}\right)_{k \geq 1}$ be a dense sequence of polynomials with rational coefficients, and let
$\left(l_{k}\right)_{k \geq 1}$ be a sequence of positive integers such that $\left\|q_{k}\right\|_{l^{1}} \leq l_{k}$ for every $k \geq 1$ and $\lim _{k \rightarrow \infty} l_{k}=\infty$. For each $k \geq 1$, set $q_{k}=\sum_{j=0}^{d_{k}} b_{j}^{(k)} e_{j}$, where $d_{k}:=\operatorname{deg}\left(q_{k}\right)$, and define $\widetilde{q}_{k}:=\sum_{j=0}^{d_{k}} \beta_{j} b_{j}^{(k)} e_{j}$.

For each positive integer $N \geq 1$, choose a finite sequence $\left(\varepsilon_{n}^{N}\right)_{n=0}^{N-1}$ of complex numbers of modulus equal to 1 and such that at least half of them are equal to 1 ; define $p_{N}:=\sum_{n=0}^{N-1} \varepsilon_{n}^{N} e_{n}$. In 34, 75 and 76, the Rudin-Shapiro polynomials have in fact been taken. But the properties of those polynomials are only used to bound the sup-norm, which we do not perform here.

Choose any monotone sequence $\left(\delta_{k}\right)_{k \geq 1}$ and $\left(r_{k}\right)_{k \geq 1}$ of positive real numbers such that $\lim _{k \rightarrow \infty} \delta_{k}=0$ and $\lim _{k \rightarrow \infty} r_{k}=w$, where $w:=\infty$ if $E=H(\mathbb{C})$, or $w:=1$ if $E=H(\mathbb{D})$. We partition the set of positive even integers into

$$
\mathcal{A}_{k}:=\left\{2^{k}(2 j-1) \mid j \geq 1\right\}, k \geq 1
$$

Let $\left(\alpha_{k}\right)_{k \geq 1},\left(j_{n}\right)_{n \geq 1},\left(a_{n}\right)_{n \geq 1}$ and $\left(N_{n}\right)_{n \geq 1}$ be strictly increasing sequences of positive integers satisfying the following properties: for every $k \geq 1$ and every $n \in \mathcal{A}_{k}$ with $a_{n} \geq \alpha_{k}$,
(1) $\alpha_{k}>d_{k}$,
(2) $\left\|\widetilde{q}_{k}\right\|_{l^{1}} \leq \alpha_{k}$,
(3) $\max _{0 \leq l \leq d_{k}}\left|\beta_{l}\right| l_{k} \sum_{j \geq j_{n_{k}}} \frac{r_{k}^{j}}{\left|\beta_{j}\right|} \leq 1 / 2^{k}$, where for each $k \geq 1, n_{k}$ is the smallest $m \in \mathcal{A}_{k}$ such that $a_{m} \geq \alpha_{k}$,
(4) $\max _{0 \leq l \leq d_{k}}\left|\beta_{l}\right| l_{k} \sum_{j \geq \alpha_{k}} \frac{r_{k}^{j}}{\left|\beta_{j}\right|} \leq \delta_{k}$,
(5) $\sum_{j \geq C \alpha_{k}} \frac{j}{\left|\beta_{j}\right|} r_{k}^{j} \leq \delta_{k}$, where $C>0$ is the constant in (9)
(6) $a_{n} \lesssim j_{n}$,
(7) $j_{n+1} \leq c_{k}^{(1)} j_{n}$ for some $c_{k}^{(1)}>1$,
(8) $\left(N_{n}-1\right) \alpha_{k}+d_{k}<j_{n+1}-j_{n} \leq c_{k}^{(2)}\left\lfloor N_{n} / 2\right\rfloor$ for some $c_{k}^{(2)}>0$,
(9) $C a_{n} \leq j_{n+2}-j_{n+1}$ for some $C>0$,
(10) $j_{n} \leq c_{k}^{(3)} \sum_{m \in \mathcal{A}_{k}, a_{m} \geq \alpha_{k}}^{n-1}\left(j_{m+1}-j_{m}\right)$ for some $c_{k}^{(3)}>0$.

The constants $c_{k}^{(1)}, c_{k}^{(2)}$ and $c_{k}^{(3)}$ in inequalities (7) (8) and (10) can depend on $k$.
Since $T$ is chaotic, such a sequence $\left(\alpha_{k}\right)_{k \geq 1}$ can always be chosen to satisfy properties (1) to (5), given $\left(j_{n}\right)_{n \geq 1}$ and $\left(a_{n}\right)_{n \geq 1}$. Furthermore, note that the properties (6) to (10) can also always be satisfied, whether the shift is chaotic or not. For example, in 34 , the sequences are set to $a_{n}=n / 10, j_{n}=n^{2}$ and $N_{n}=\left\lfloor n / \alpha_{k}\right\rfloor$ for the differentiation operator, while in [75 and [76, $a_{n}=2^{n-1}, j_{n}=2^{n}$ and $N_{n}=\left\lfloor 2^{n-1} / \alpha_{k}\right\rfloor$ for the weighted Taylor shifts. However, that does not mean that these are good choices for every chaotic shift. These sequences should be chosen in order to ensure the right optimal rate of growth.

For each $n \geq 1$, define $I_{n}:=\left\{j_{n}, \ldots, j_{n+1}-1\right\}$ and if $n \in \mathcal{A}_{k}, k \geq 1$,

$$
Q_{n}:=\sum_{j \in I_{n}} \frac{c_{j-j_{n}}^{(k)}}{\beta_{j}} e_{j-j_{n}}
$$

where the sequence of coefficients $\left(c_{i}^{(k)}\right)_{i=0}^{j_{n+1}-1-j_{n}}$ is such that

$$
p_{N_{n}}\left(z^{\alpha_{k}}\right) \widetilde{q}_{k}(z)=\sum_{j=0}^{j_{n+1}-1-j_{n}} c_{j}^{(k)} z^{j}, z \in \mathbb{C}
$$

and define

$$
P_{n}:= \begin{cases}0 & \text { if } n \text { is odd }  \tag{4.5.1}\\ 0 & \text { if } n \in \mathcal{A}_{k} \text { and } a_{n}<\alpha_{k} \\ z^{j_{n}} Q_{n}(z) & \text { if } n \in \mathcal{A}_{k} \text { and } a_{n} \geq \alpha_{k}\end{cases}
$$

Observe that (8) ensures that the degree of $p_{N_{n}}\left(z^{\alpha_{k}}\right) \widetilde{q}_{k}(z)$ is at most $j_{n+1}-j_{n}-1$, and $Q_{n}$ is well-defined. For the sake of clarity, we define for each $k \geq 1$ the set $\mathcal{B}_{k}:=\left\{n \in \mathcal{A}_{k} \mid a_{n} \geq \alpha_{k}\right\}$.

Finally, define $f:=\sum_{n \geq 1} P_{n}$. This function will be proved to be well-defined and frequently hypercyclic for $\bar{T}$.

Proposition 4.5.1. The function $f=\sum_{n \geq 1} P_{n}$ is well-defined and frequently hypercyclic for $T$, where the polynomials $P_{n}, n \geq 1$, are defined in 4.5.1).

The function $f$ is well-defined. Let $k \geq 1$ and $n \in \mathcal{B}_{k}$. We first study the blocks of coefficients of the polynomial $P_{n}$. For any $z \in \mathbb{C}$, we have

$$
p_{N_{n}}\left(z^{\alpha_{k}}\right) \widetilde{q}_{k}(z)=\left(\sum_{j=0}^{N_{n}-1} \varepsilon_{j}^{N_{n}} z^{j \alpha_{k}}\right)\left(\sum_{l=0}^{d_{k}} \beta_{l} b_{l}^{(k)} z^{l}\right)=\sum_{j=0}^{N_{n}-1} \sum_{l=0}^{d_{k}} \varepsilon_{j}^{N_{n}} \beta_{l} b_{l}^{(k)} z^{j \alpha_{k}+l} .
$$

We have $(j+1) \alpha_{k}-j \alpha_{k}-d_{k}>0$ for any $j \geq 0$ since $\alpha_{k}>d_{k}$ by (1). This implies that $c_{j \alpha_{k}+l}^{(k)}=\varepsilon_{j}^{N_{n}} \beta_{l} b_{l}^{(k)}$ for every $0 \leq j \leq N_{n}-1$ and $0 \leq l \leq d_{k}$. Therefore,

$$
Q_{n}=\sum_{j=0}^{N_{n}-1} \sum_{l=0}^{d_{k}} \frac{\varepsilon_{j}^{N_{n}} \beta_{l} b_{l}^{(k)}}{\beta_{j \alpha_{k}+l+j_{n}}} e_{j \alpha_{k}+l}
$$

and

$$
\begin{equation*}
P_{n}=\sum_{j=0}^{N_{n}-1} \sum_{l=0}^{d_{k}} \frac{\varepsilon_{j}^{N_{n}} \beta_{l} b_{l}^{(k)}}{\beta_{j \alpha_{k}+l+j_{n}}} e_{j \alpha_{k}+l+j_{n}} \tag{4.5.2}
\end{equation*}
$$

To be clearer, the coefficients of $P_{n}$ are divided into distinct blocks as follows: the first one starts from degree $j_{n}$ and ends at $j_{n}+d_{k}$, then the second one starts from degree $j_{n}+\alpha_{k}$ and ends at $j_{n}+\alpha_{k}+d_{k}$, and so on; see Figure 4.1.


Figure 4.1: Blocks of coefficients of $P_{n}$ : bold lines indicate possibly non-zero coefficients.

Let $0<r<\omega$ and let $k_{0} \geq 1$ be such that $r \leq r_{k_{0}}$. We have by using 4.5.2), the triangle inequality, the fact that $\left\|q_{k}\right\|_{l^{1}} \leq l_{k}, n_{k}=\min \mathcal{B}_{k}$ and (3)

$$
\begin{aligned}
\sum_{n \geq 1}\left\|P_{n}\right\|_{r} & \leq \sum_{k \geq 1} \sum_{n \in \mathcal{B}_{k}} \sum_{j=0}^{N_{n}-1} \sum_{l=0}^{d_{k}}\left|\varepsilon_{j}^{N_{n}}\right| \frac{\left|\beta_{l}\right|\left|b_{l}^{(k)}\right| r^{\alpha_{k} j+l+j_{n}}}{\left|\beta_{\alpha_{k} j+l+j_{n}}\right|} \\
& \leq \sum_{k \geq 1} \max _{0 \leq l \leq d_{k}}\left|\beta_{l}\right| l_{k} \sum_{n \in \mathcal{B}_{k}} \sum_{j=0}^{N_{n}-1} \sum_{l=0}^{d_{k}} \frac{r^{\alpha_{k} j+l+j_{n}}}{\left|\beta_{\alpha_{k} j+l+j_{n}}\right|} \\
& \leq \sum_{k=1}^{k_{0}-1} \max _{0 \leq l \leq d_{k}}\left|\beta_{l}\right| l_{k} \sum_{j \geq j_{n_{k}}} \frac{r_{k_{0}}^{j}}{\left|\beta_{j}\right|}+\sum_{k \geq k_{0}} \max _{0 \leq l \leq d_{k}}\left|\beta_{l}\right| l_{k} \sum_{j \geq j_{n_{k}}} \frac{r_{k}^{j}}{\left|\beta_{j}\right|} \\
& \leq \sum_{k=1}^{k_{0}-1} \max _{0 \leq l \leq d_{k}}\left|\beta_{l}\right| l_{k} \sum_{j \geq j_{n_{k}}} \frac{r_{k_{0}}^{j}}{\left|\beta_{j}\right|}+\sum_{k \geq k_{0}} \frac{1}{2^{k}} .
\end{aligned}
$$

Thus the series $\sum_{n>0} P_{n}$ converges on any disk of radius $0<r<w$ and centred at the origin, and the function $f$ is then well-defined.

Frequent hypercyclicity I. Let $k \geq 1$ and $n \in \mathcal{B}_{k}$. Define

$$
B_{n}^{(k)}:=\left\{j_{n}+j \alpha_{k} \in I_{n} \mid \varepsilon_{j}^{N_{n}}=1,0 \leq j \leq N_{n}-1\right\}
$$

and let $s \in B_{n}^{(k)}$. We are going to show that

$$
\begin{equation*}
\left\|T^{s}(f)-q_{k}\right\|_{r_{k}} \lesssim \delta_{k} \tag{4.5.3}
\end{equation*}
$$

Write $s=j_{n}+m \alpha_{k}$ with $m \in\left\{0, \ldots, N_{n}-1\right\}$. For any $l \geq 1$ and $\widetilde{n} \in \mathcal{B}_{l}$ such that $\widetilde{n}<n$, we have $j_{\tilde{n}+1}-1<j_{n}$ since $\left(j_{\tilde{n}}\right)_{\tilde{n} \geq 1}$ is strictly increasing, and $T^{s}\left(e_{j}\right)=0$ for any $j \in I_{\tilde{n}}$. Therefore, by continuity and linearity of $T$, we have

$$
T^{s}(f)=T^{s}\left(P_{n}\right)+\sum_{\widetilde{n}>n} T^{s}\left(P_{\widetilde{n}}\right)=T^{s}\left(P_{n}\right)+\sum_{\widetilde{k} \geq 1} \sum_{\widetilde{n} \in \mathcal{B}_{\tilde{k}}, \widetilde{n}>n} \sum_{j \in I_{\tilde{n}}} \frac{c_{j-j_{\tilde{n}}}^{(\widetilde{k})}}{\beta_{j-s}} e_{j-s}
$$

It follows by 4.5.2 and definition of $T$ that

$$
T^{s}\left(P_{n}\right)=\sum_{j=m}^{N_{n}-1} \sum_{l=0}^{d_{k}} \frac{\varepsilon_{j}^{N_{n}} \beta_{l} b_{l}^{(k)}}{\beta_{j \alpha_{k}+l+j_{n}-s}} e_{j \alpha_{k}+l+j_{n}-s}
$$

For $j=m$ and since $\varepsilon_{m}^{N_{n}}=1$, we have

$$
\sum_{l=0}^{d_{k}} \frac{\varepsilon_{m}^{N_{n}} \beta_{l} b_{l}^{(k)}}{\beta_{m \alpha_{k}+l+j_{n}-j_{n}-m \alpha_{k}}} e_{m \alpha_{k}+l+j_{n}-j_{n}-m \alpha_{k}}=\sum_{l=0}^{d_{k}} b_{l}^{(k)} e_{l}=q_{k} .
$$

Observe by (4.5.2) that the coefficients of $P_{n}$ of degree $s+d_{k}+1 \leq j \leq j_{n}+(m+$ 1) $\alpha_{k}-1=s-1+\alpha_{k}$ are equal to zero. Therefore,

$$
T^{s}(f)-q_{k}=\sum_{j=s+\alpha_{k}}^{j_{n+1}-1} \frac{c_{j-j_{n}}^{(k)}}{\beta_{j-s}} e_{j-s}+\sum_{\tilde{k} \geq 1} \sum_{\tilde{n} \in \mathcal{B}_{\tilde{k}}, \tilde{n} \geq n+1} \sum_{j \in I_{\tilde{n}}} \frac{c_{j-j_{\tilde{\tilde{n}}}}^{(\widetilde{k})} e_{j-s} .}{\beta_{j-s}} .
$$

Denote by $S_{1}$ the first sum and by $S_{2}$ the second series. By the triangle inequality and the fact that $\left\|q_{k}\right\|_{l^{1}} \leq l_{k}$, we have

$$
\begin{align*}
\left\|S_{1}\right\|_{r_{k}} \leq \sum_{j=s+\alpha_{k}}^{j_{n+1}-1} \frac{\left|c_{j-j_{n}}^{(k)}\right|}{\left|\beta_{j-s}\right|} r_{k}^{j-s} & \leq \sum_{j=s+\alpha_{k}}^{j_{n+1}-1} \frac{\left\|\widetilde{q}_{k}\right\|_{l^{1}}}{\left|\beta_{j-s}\right|} r_{k}^{j-s} \\
& \leq \max _{0 \leq l \leq d_{k}}\left|\beta_{l}\right| l_{k} \sum_{j \geq s+\alpha_{k}} \frac{r_{k}^{j-s}}{\left|\beta_{j-s}\right|} \\
& =\max _{0 \leq l \leq d_{k}}\left|\beta_{l}\right| l_{k} \sum_{j \geq \alpha_{k}} \frac{r_{k}^{j}}{\left|\beta_{j}\right|} \leq \delta_{k}, \tag{4.5.4}
\end{align*}
$$

where the last inequality holds by (4). For $S_{2}$, again by the triangle inequality we get that

$$
\left\|S_{2}\right\|_{r_{k}} \leq \sum_{\widetilde{k} \geq 1} \sum_{\tilde{n} \in \mathcal{B}_{\tilde{k}}, \widetilde{n} \geq n+1} \sum_{j \in I_{\tilde{n}}} \frac{\left|c_{j-j_{\tilde{n}}}^{(\widetilde{k})}\right|}{\left|\beta_{j-s}\right|} r_{k}^{j-s} .
$$

For every $\widetilde{k} \geq 1, \widetilde{n} \in \mathcal{B}_{\widetilde{k}}$ and $j \in I_{\tilde{n}}$, by (2) and (6) one has

$$
\left|c_{j-j_{n}}^{(\widetilde{k})}\right| \leq\left\|\widetilde{q}_{\widetilde{k}}\right\|_{l^{1}} \leq \alpha_{\widetilde{k}} \leq a_{\tilde{n}} \lesssim j_{\tilde{n}} \leq j,
$$

which implies

$$
\left\|S_{2}\right\|_{r_{k}} \lesssim \sum_{\tilde{k} \geq 1} \sum_{\tilde{n} \in \mathcal{B}_{\tilde{k}}, \tilde{n} \geq n+1} \sum_{j \in I_{\tilde{n}}} \frac{j}{\left|\beta_{j-s}\right|} r_{k}^{j-s} \leq \sum_{j \geq j_{n+2}} \frac{j}{\left|\beta_{j-s}\right|} r_{k}^{j-s} .
$$

Note that $n+1$ is not in $\mathcal{A}_{k}$, allowing us to sum from $j_{n+2}$. Since $s \leq j_{n+1}$ and $C \alpha_{k} \leq C a_{n} \leq j_{n+2}-j_{n+1}$ for some $C>0$ by (9), we have

$$
\begin{equation*}
\left\|S_{2}\right\|_{r_{k}} \lesssim \sum_{j \geq C \alpha_{k}} \frac{j}{\left|\beta_{j}\right|} r_{k}^{j} \leq \delta_{k}, \tag{4.5.5}
\end{equation*}
$$

where the last inequality holds by (5).
Combining the inequalities (4.5.4) and (4.5.5) shows 4.5.3).

Frequent hypercyclicity II. Let $k \geq 1$, we now want to show that the set $D_{k}:=$ $\bigcup_{n \in \mathcal{B}_{k}} B_{n}^{(k)}$ has positive lower density. This will finally conclude that the function $f$ is frequently hypercyclic for $T$.

Let $N \geq 1$ be large enough. There exists $m \in \mathcal{B}_{k}$ such that either $j_{m} \leq N<j_{m+1}$ or $j_{m+1} \leq N<j_{m+2}$. Assume first that $j_{m} \leq N<j_{m+1}$. Then we get, since for every $n \geq 1$ at least half of the coefficients of $p_{N_{n}}$ are equal to 1 and by using (8), (10) and (7)

$$
\frac{\left|D_{k} \cap\{0, \ldots, N\}\right|}{N+1} \geq \frac{\sum_{n \in \mathcal{B}_{k}}^{m-1}\left|B_{n}^{(k)}\right|}{N+1} \gtrsim \frac{\left.\sum_{n \in \mathcal{B}_{k}}^{m-1} N_{n} / 2\right\rfloor}{N+1} \geq \frac{1}{c_{k}^{(2)} c_{k}^{(3)}} \frac{j_{m}}{j_{m+1}} \geq \frac{1}{c_{k}^{(1)} c_{k}^{(2)} c_{k}^{(3)}}
$$

Now, assume that $j_{m+1} \leq N<j_{m+2}$. By (8) and (10), since $m+1$ does not belong to $\mathcal{A}_{k}$ and for every $n \geq 1$ at least half of the coefficients of $p_{N_{n}}$ are equal to 1 , we get that

$$
\frac{\left|D_{k} \cap\{0, \ldots, N\}\right|}{N+1} \geq \frac{\sum_{n \in \mathcal{B}_{k}}^{m+1} B_{n}^{(k)} \mid}{N+1} \gtrsim \frac{1}{c_{k}^{(2)} c_{k}^{(3)}} \frac{j_{m+2}}{j_{m+2}}=\frac{1}{c_{k}^{(2)} c_{k}^{(3)}}
$$

Taking the limit as $N$ goes to $\infty$ shows that the set $D_{k}$ has positive lower density.

### 4.6 Conclusion

As discussed in Section 4.5, one natural question is to find the optimal rate of growth for chaotic weighted shifts. Theorem 3.1 .17 says that the function $S_{f}$ associated with the entire function $f$ is always, up to a logarithmic factor, an admissible rate of growth that is valid outside some set of finite logarithmic measure. And by Theorem 3.3.4, the inequality can even sometimes hold everywhere. Then one may ask whether the rate of growth found in Theorem 4.1.1 holds everywhere for any chaotic weighted shift.

In [80, Proposition 6], it is proved that the logarithmic factor is optimal for the random frequently hypercyclic vector associated with the differentiation operator. But it is known by [34, Theorem 1.1] that the optimal growth for the frequently hypercyclic vectors is actually the function $S_{f}$, where $f$ is the exponential function. With a careful reading of the proofs, one can see that this logarithmic factor comes from a probabilistic result, namely Lemma 3.1.13.

The function $S_{f}$ associated with a chaotic weighted shift is also the optimal rate of growth for almost any weighted Taylor shifts considered in Subsection 4.2.2 except possibly for $T_{1 / 2}$, see [76, Theorem 1.3]. And [15, Theorem 6] indicates that this function could also be the optimal rate of growth for the Dunkl operator.

Therefore, we might think that for every chaotic weighted shift defined on $H(\mathbb{D})$ or $H(\mathbb{C})$, the $\operatorname{map} S_{f}$ is actually always the optimal rate of growth. This claim is supported by the construction of a frequently hypercyclic vector in Section 4.5 since this led to the proof of the optimality for the differentiation operator in 34 and for some weighted Taylor shifts in [75] and [76].

Finally, we point out that even if optimality were proved, the probabilistic methods of this chapter may still be of some interest. Recall that by Theorem 0.1.19,
the chaoticity of a weighted shift is equivalent to the unconditional convergence of $\sum_{n \geq 0} e_{n} / \beta_{n}$. Therefore, our results say that a random perturbation of the coefficients of this series could nearly gives the optimal rate of growth. We might expect that a frequently hypercyclic function with the optimal growth would be more complicated to construct. Furthermore, these results also imply that, in a measure-theoretical sense, there are many functions with a quasi-optimal growth.

We then ask the following questions to conclude Chapter 4
Question 4.6.1. Let $T: H(\mathbb{C}) \longrightarrow H(\mathbb{C})$ be a chaotic weighted shift with weight sequence $\left(w_{n}\right)_{n \in \mathbb{N}_{0}}$. Is the map

$$
S_{T}:\left[0, \infty\left[\longrightarrow \left[0, \infty\left[, r \longmapsto \sqrt{\sum_{n=0}^{\infty} \frac{r^{2 n}}{\prod_{j=1}^{n} w_{n}^{2}}}\right.\right.\right.\right.
$$

optimal for the growth of frequently hypercyclic functions of T? If not, for which class of shifts $T$ is the map $S_{T}$ the optimal rate of growth?

Question 4.6.2. Let $T: H(\mathbb{D}) \longrightarrow H(\mathbb{D})$ be a chaotic weighted shift with weight sequence $\left(w_{n}\right)_{n \in \mathbb{N}_{0}}$. Is the map

$$
S_{T}:\left[0,1\left[\longrightarrow \left[0, \infty\left[, r \longmapsto \sqrt{\sum_{n=0}^{\infty} \frac{r^{2 n}}{\prod_{j=1}^{n} w_{n}^{2}}}\right.\right.\right.\right.
$$

optimal for the growth of frequently hypercyclic functions of T? If not, for which class of shifts $T$ is the map $S_{T}$ the optimal rate of growth?

## Appendix

Throughout the appendix, let $E$ be a separable Fréchet space over the field $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$.

## A. 1 Bochner spaces

In this section, we define the Bochner spaces for Fréchet space-valued functions. These spaces are defined in the same way as the classical Bochner spaces, see 50 , Chapter 1] for the Banach case. We will prove that they are Fréchet spaces too. This result is stated and proved in [64, Proposition 1], but it might have been proved before.

Definition A.1.1. Let $(S, \mathcal{B}, \mu)$ be a measure space. Let $1 \leq p<\infty$. We define the space $L^{p}(S, \mathcal{B}, \mu ; E)$ as the space of all equivalence classes of measurable functions $f: S \longrightarrow E$ for which

$$
\int_{S}\|f\|^{p} \mathrm{~d} \mu<\infty
$$

for all continuous seminorms $\|\cdot\|$ on $E$. This space is also noted $L^{p}(S ; E)$.
For a given non-decreasing sequence $\left(\|\cdot\|_{k}\right)_{k \geq 1}$ of seminorms of $E$ generating its topology, we define for each real number $1 \leq p<\infty$ and integer $k \geq 1$ the seminorm $\|\cdot\|_{p, k}$ by

$$
\|f\|_{p, k}:=\left(\int_{S}\|f\|_{k}^{p} \mathrm{~d} \mu\right)^{1 / p}
$$

for every $f \in L^{p}(S ; E)$.
We now prove that the space $L^{p}(S ; E)$ endowed with this sequence of seminorms is a Fréchet space. The proof is actually a straightforward modification of the scalar case, see 87 . Theorem 3.11].

Theorem A.1.2. Let $1 \leq p<\infty$. The space $L^{p}(S ; E)$ endowed with the sequence of seminorms $\left(\|\cdot\|_{p, k}\right)_{k \geq 1}$ is a Fréchet space.

Proof. First we show that $\left(\|\cdot\|_{p, k}\right)_{k \geq 1}$ is a separating sequence. Let $f \in L^{p}(S ; E)$ be such that $\|f\|_{p, k}=0$ for all $k \in \mathbb{N}_{0}$. Then for each $k \in \mathbb{N}_{0}$, there exists a set $A_{k} \subseteq E$ of measure zero such that $\|f\|_{k}=0$ outside $A_{k}$. Set $A:=\bigcup_{k \geq 1} A_{k}$. This set has measure zero, and $f=0$ outside $A$.

We now show that every Cauchy sequence is convergent. Let $\left(f_{n}\right)_{n \geq 1}$ be Cauchy in $L^{p}(S ; E)$. There exists an increasing sequence $\left(n_{k}\right)_{k \geq 1}$ of positive integers such that for all $k \geq 1$, one has

$$
\left\|f_{n_{k+1}}-f_{n_{k}}\right\|_{p, k} \leq \frac{1}{2^{k}}
$$

Fix $n \geq 1$. Set $g_{k, n}:=\sum_{j=1}^{k}\left\|f_{n_{j+1}}-f_{n_{j}}\right\|_{n}$ for each $k \geq 1$, and $g_{n}:=\sum_{j \geq 1} \| f_{n_{j+1}}-$ $f_{n_{j}} \|_{n}$. By using the Minkowski inequality in $L^{p}(S ; \mathbb{K})$, we have $\sup _{k \geq 1}\left\|g_{k, n}\right\|_{L^{p}(S)}<$ $\infty$, implying that

$$
\int_{S} \liminf _{k \rightarrow \infty} g_{k, n}^{p} \mathrm{~d} \mu \leq \liminf _{k \rightarrow \infty} \int_{S} g_{k, n}^{p} \mathrm{~d} \mu<\infty
$$

by Fatou's lemma, see 87 , Lemma 1.28]. We deduce that $g_{n}<\infty$ almost everywhere. Therefore, almost everywhere, we have $\sum_{j \geq 1}\left\|f_{n_{j+1}}-f_{n_{j}}\right\|_{n}<\infty$ for every $n \geq 1$. Since $E$ is complete, we deduce that

$$
f_{n_{k}}=f_{n_{1}}+\sum_{j=1}^{k-1}\left(f_{n_{j+1}}-f_{n_{j}}\right)
$$

converges to some function $f$ almost everywhere when $k$ goes to $\infty$. On a set of measure zero, we can set $f$ and each $f_{k}, k \geq 1$, to 0 , and $\left(f_{n_{k}}\right)_{k \geq 1}$ converges everywhere. Thus $f$ is measurable by Lemma 1.1.1. We must show that $f \in L^{p}(S ; E)$ and that $\left(f_{n}\right)_{n \geq 1}$ converges to $f$ in $L^{p}(S ; E)$. Let $k \geq 1$ and $\varepsilon>0$. There exists $N \geq 1$ such that for all $n, m \geq N$, one has $\left\|f_{n}-f_{m}\right\|_{p, k}<\varepsilon$. By Fatou's lemma, we get

$$
\int_{S}\left\|f-f_{m}\right\|_{k}^{p} \mathrm{~d} \mu \leq \liminf _{j \rightarrow \infty} \int_{S}\left\|f_{n_{j}}-f_{m}\right\|_{k}^{p} \mathrm{~d} \mu \leq \varepsilon^{p}
$$

for all $m \geq N$. We deduce that $f=f-f_{m}+f_{m} \in L^{p}(S ; E)$, and $\lim _{m \rightarrow \infty} \| f-$ $f_{m} \|_{p, k}=0$ for every $k \geq 1$.

As in the scalar case, the previous proof shows that a Cauchy sequence in $L^{p}(S ; E)$ has an almost everywhere convergent subsequence.

Lemma A.1.3. Let $1 \leq p<\infty$. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions converging to $f$ in $L^{p}(S ; E)$. Then there exists an increasing sequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ such that $\lim _{k \rightarrow \infty} f_{n_{k}}=f$ almost everywhere.

## A. $2 \quad \gamma$-radonifying operators

We will now state the main property of $\gamma$-radonifying operators used in this work, namely the ideal property. The proof is given in [51. Theorem 9.1.10] for maps with values in a Banach space. Since the definition given there is not Definition 0.5.8 but an equivalent one, we will give the relevant definitions for the Fréchet space case. All the proofs of the stated results remain the same as in [51] , see the references given in each result.

In the remainder of this section, let $\left(g_{n}\right)_{n \in \mathbb{N}}$ be a standard Gaussian sequence, that is, an i.i.d. sequence of Gaussian random variables with mean 0 and variance 1.

Definition A.2.1. Let $H$ be a separable Hilbert space and $1 \leq p<\infty$ be a real number. A linear map $T: H \longrightarrow E$ is $\gamma$-summing if

$$
\sup \mathbb{E}\left(\left\|\sum_{j=0}^{k} g_{j} T\left(h_{j}\right)\right\|^{p}\right)<\infty
$$

for all continuous seminorms $\|\cdot\|$ on $E$, where the supremum is taken over all finite orthonormal systems $\left(h_{j}\right)_{j=0}^{k}$ in $H$. The space of all $\gamma$-summing operators is denoted by $\gamma_{\infty}^{p}(H, E)$.

By the Kahane-Khintchine inequalities, see [51, Theorem 6.2.6], all the spaces $\gamma_{\infty}^{p}(H, E), 1 \leq p<\infty$, are equal. In [66, Chapitre 3, Théorème IV.1], these inequalities are stated in a Banach space framework, but the proof carries over verbatim to the Fréchet space case.

Lemma A.2.2 ([51, p. 255]). Every $\gamma$-summing map $T: H \longrightarrow E$ is continuous.
Proof. Let $\|\cdot\|$ be a continuous seminorm on $E$. Since $T$ is $\gamma$-summing, there exists some $M>0$ such that $\|T(h)\| \leq M\|h\|_{H}$ for all $h \in H$. This yields the continuity of $T$.

For the remainder of this section, let $\left(\|\cdot\|_{n}\right)_{n \in \mathbb{N}_{0}}$ be a sequence of seminorms of $E$ generating its topology.

Definition A.2.3. Let $H$ be a separable Hilbert space and let $1 \leq p<\infty$. For each $n \in \mathbb{N}_{0}$ and every $T \in \gamma_{\infty}^{p}(H, E)$, we define

$$
\|T\|_{\gamma_{\infty}^{p}(H, E), n}:=\sup \mathbb{E}\left(\left\|\sum_{j=0}^{k} g_{j} T\left(h_{j}\right)\right\|_{n}^{p}\right)^{1 / p}
$$

where the supremum is taken over all finite orthonormal systems $\left(h_{j}\right)_{j=0}^{k}$ in $H$.
Endowed with the sequence of seminorms $\left(\|\cdot\|_{\gamma_{\infty}^{p}(H, E), n}\right)_{n \in \mathbb{N}_{0}}$ defined above, the space $\gamma_{\infty}^{p}(H, E)$ is complete, as the next result says.

Proposition A.2.4 (51, Proposition 9.1.2]). Let H be a separable Hilbert space and $1 \leq p<\infty$. The space $\gamma_{\infty}^{p}(H, E)$ is a Fréchet space.

The $\gamma$-radonifying operators will be defined as the limit of finite rank operators.
Definition A.2.5. Let $H$ be a separable Hilbert space. For $h^{*} \in H^{*}$ and $x \in E$, define the linear map

$$
h^{*} \otimes x: H \longrightarrow E, h \longmapsto h^{*}(h) x .
$$

A finite rank operator $T: H \longrightarrow E$ is a linear map of the form $T=\sum_{n=1}^{N} h_{n}^{*} \otimes x_{n}$, where $h_{1}^{*}, \ldots, h_{N}^{*} \in H^{*}$ are orthonormal and $x_{1}, \ldots, x_{N} \in E, N \geq 1$.

Every finite rank operator is $\gamma$-summing, see [51, Proposition 9.1.3].

Definition A.2.6. Let $H$ be a separable Hilbert space and $1 \leq p<\infty$. The space $\gamma^{p}(H, E)$ is defined as the closure in $\gamma_{\infty}^{p}(H, E)$ of the finite rank operators. The elements of $\gamma^{p}(H, E)$ are called $\gamma$-radonifying operators.

As with the $\gamma$-summing operators, all the spaces $\gamma^{p}(H, E), 1 \leq p<\infty$, are equal. We now state the ideal property.

Theorem A.2.7 ([51, Theorem 9.1.10]). Let $T: H \longrightarrow E$ be a $\gamma$-radonifying operator on a separable Hilbert space $H$. Let $G$ be another separable Hilbert space, $F$ be another separable Fréchet space, and let $S: G \longrightarrow H$ and $U: E \longrightarrow F$ be continuous and linear maps. Then the map UTS is $\gamma$-radonifying.

The last result states that Definitions 0.5.8 and A.2.6 are equivalent.
Theorem A.2.8 ([51, Theorem 9.1.17]). Let $H$ be a separable Hilbert space and $1 \leq p<\infty$. Let $\left(h_{n}\right)_{n \in \mathbb{N}}$ be an orthonormal basis of $H$ and $T: H \longrightarrow E$ be $a$ continuous linear map. Then $T \in \gamma^{p}(H, E)$ if and only if $\sum_{n \geq 0} g_{n} T\left(h_{n}\right)$ converges in $L^{p}(\Omega ; E)$ and if and only if $\sum_{n \geq 0} g_{n} T\left(h_{n}\right)$ converges almost surely.

## A. 3 Stochastic calculus in Fréchet spaces

We will give a proof of Theorems 2.1.4 and 2.1.6 in this section. We will need some results. First, we recall some topologies on a Fréchet space $E$ and its dual $E^{*}$. Our main references are 71 and 89].
Definition A.3.1. Let $\mathcal{F}$ be the set of all finite sets of $E^{*}$. The topology generated by the seminorm system $\left(p_{F}\right)_{F \in \mathcal{F}}$, where

$$
p_{F}: E \longrightarrow\left[0, \infty\left[, y \longmapsto \sup _{x^{*} \in F}\left|x^{*}(y)\right|,\right.\right.
$$

for each $F \in \mathcal{F}$, is called the weak topology on $E$ and is denoted by $\sigma\left(E, E^{*}\right)$.
Definition A.3.2. Let $\mathcal{F}$ be the set of all finite sets of $E$. The topology generated by the seminorm system $\left(p_{F}\right)_{F \in \mathcal{F}}$, where

$$
p_{F}: E^{*} \longrightarrow\left[0, \infty\left[, x^{*} \longmapsto \sup _{y \in F}\left|x^{*}(y)\right|\right.\right.
$$

for each $F \in \mathcal{F}$, is called the weak topology on $E^{*}$ and is denoted by $\sigma\left(E^{*}, E\right)$.
Recall that a set $A \subseteq F$ of a vector space $F$ is absolutely convex if it is convex and $\lambda x \in A$ for all scalars $\lambda \in \mathbb{K}$ such that $|\lambda| \leq 1$ and $x \in A$.

Definition A.3.3. Let $\mathcal{M}$ be the set of all absolutely convex and $\sigma\left(E^{*}, E\right)$-compact sets of $E^{*}$. The topology generated by the seminorm system $\left(p_{M}\right)_{M \in \mathcal{M}}$, where

$$
p_{M}: E \longrightarrow\left[0, \infty\left[, y \longmapsto \sup _{x^{*} \in M}\left|x^{*}(y)\right|\right.\right.
$$

for each $M \in \mathcal{M}$, is called the Mackey topology on $E$ and is denoted by $\tau\left(E, E^{*}\right)$.

Definition A.3.4. Let $\mathcal{M}$ be the set of all absolutely convex and $\sigma\left(E, E^{*}\right)$-compact sets of $E$. The topology generated by the seminorm system $\left(p_{M}\right)_{M \in \mathcal{M}}$, where

$$
p_{M}: E^{*} \longrightarrow\left[0, \infty\left[, x^{*} \longmapsto \sup _{y \in M}\left|x^{*}(y)\right|,\right.\right.
$$

for each $M \in \mathcal{M}$, is called the Mackey topology on $E^{*}$ and is denoted by $\tau\left(E^{*}, E\right)$.
We will need Proposition A.3.6 in the proof of Theorem 2.1.4. It is proved in the given reference for Banach spaces, but we give the proof for the sake of completeness.

First, we need a preliminary lemma. Recall that a map $R: E^{*} \longrightarrow E$ is positive if $x^{*} R x^{*} \geq 0$ for all $x^{*} \in E^{*}$, and is symmetric if $x^{*} R y^{*}=\overline{y^{*} R x^{*}}$ for all $x^{*}, y^{*} \in E^{*}$.
Lemma A.3.5 ( $\mid 94$, Lemma 4 and its proof]). Let $R: E^{*} \longrightarrow E$ be a positive symmetric map. Then there exists a Hilbert space $H_{R}$ and a continuous linear map $i_{R}: H_{R}^{*} \longrightarrow E$ such that $R=i_{R} I i_{R}^{*}$, where $I: H_{R} \longrightarrow H_{R}^{*}$ is the canonical conjugatelinear operator. More precisely, $H_{R}$ is the completion of $E^{*} / M$ under the norm induced by $R$, given by $\left\langle x^{*}+M, y^{*}+M\right\rangle_{H_{R}}=x^{*} R y^{*}, x^{*}, y^{*} \in E^{*}$, where $M=\left\{x^{*} \in\right.$ $\left.E^{*} \mid x^{*} R x^{*}=0\right\}$, and $i_{R}^{*}: E^{*} \longrightarrow H_{R}, x^{*} \longmapsto x^{*}+M$ is the inclusion map.

A positive symmetric map $Q: E^{*} \longrightarrow\left(E^{*}\right)^{\prime}$ is defined in the same way as a positive symmetric map from $E^{*}$ to $E$ : for all $x^{*}, y^{*} \in E^{*}$, one has $\left(Q x^{*}\right)\left(x^{*}\right) \geq 0$ and $\left(Q y^{*}\right)\left(x^{*}\right)=\overline{\left(Q x^{*}\right)\left(y^{*}\right)}$.

Proposition A.3.6 ([43, Proposition 2.2]). Let $Q: E^{*} \longrightarrow\left(E^{*}\right)^{\prime}$ be a positive symmetric map. Suppose that there exists a positive symmetric map $R: E^{*} \longrightarrow E$ such that $\left(Q x^{*}\right)\left(x^{*}\right) \leq x^{*} R x^{*}$ for every $x^{*} \in E^{*}$. Then $Q\left(E^{*}\right) \subseteq E$.
Proof. Let $i_{R}: H_{R}^{*} \longrightarrow E$ be the map given by Lemma A.3.5. Fix $x^{*} \in E^{*}$, and define the linear map

$$
\phi_{x^{*}}: i_{R}^{*}\left(E^{*}\right) \longrightarrow \mathbb{K}, i_{R}^{*}\left(y^{*}\right) \longmapsto\left(Q x^{*}\right)\left(y^{*}\right)
$$

Let $y^{*} \in E^{*}$. By the Cauchy-Schwarz inequality applied to the sesquilinear form $\left(x^{*}, y^{*}\right) \longmapsto\left(Q x^{*}\right)\left(y^{*}\right)$, the assumption and Lemma A.3.5, we get that

$$
\left|\phi_{x^{*}}\left(i_{R}^{*}\left(y^{*}\right)\right)\right| \leq\left(\left(Q x^{*}\right)\left(x^{*}\right)\right)^{1 / 2}\left(\left(Q x^{*}\right)\left(y^{*}\right)\right)^{1 / 2} \leq\left\|i_{R}^{*}\left(x^{*}\right)\right\|_{H_{R}}\left\|i_{R}^{*}\left(y^{*}\right)\right\|_{H_{R}}
$$

This shows that $\phi_{x^{*}}$ is well-defined and continuous on $\left(i_{R}^{*}\left(E^{*}\right),\|\cdot\|_{H_{R}}\right)$. Therefore, we can continuously extend $\phi_{x^{*}}$ on $H_{R}$, and the extension is still noted $\phi_{x^{*}}$. Now, for every $y^{*} \in E^{*}$, we have

$$
y^{*}\left(i_{R}\left(\phi_{x^{*}}\right)\right)=\left(y^{*} \circ i_{R}\right)\left(\phi_{x^{*}}\right)=\phi_{x^{*}}\left(y^{*} \circ i_{R}\right)=\left(Q x^{*}\right)\left(y^{*}\right)
$$

We deduce that $Q x^{*}=i_{R}\left(\phi_{x^{*}}\right) \in E$.
The last notion we will need is the following one. Let $V \subseteq E$ be non-empty. The polar of $V$, noted $V^{\circ}$, is the subset of $E^{*}$ defined by

$$
V^{\circ}:=\left\{x^{*} \in E^{*}| | x^{*}(y) \mid \leq 1 \text { for all } y \in V\right\}
$$

By convention, the inner product on a vector space is linear in the first argument and conjugate-linear in the second argument.

Proof of Theorem 2.1.4 The implication (i) $\Longrightarrow$ (ii) is trivial.
Assume that (ii) holds. Then for all $x^{*} \in \overline{E^{*}}$, the random variable $x^{*}(Y)$ is Gaussian, hence $Y$ is Gaussian. Let $Q$ be the covariance operator of its distribution $\mu$. For every $x^{*} \in E^{*}$, we have by the Itô isometry, see Theorem 0.4.4 for the real case and Lemma 0.4.7 for the complex case,

$$
x^{*} Q x^{*}=\int_{E}\left|x^{*}\right|^{2} \mathrm{~d} \mu=\int_{\Omega}\left|x^{*}(Y)\right|^{2} \mathrm{~d} \mathbb{P}=c \int_{I}\left|x^{*}(\phi(t))\right|^{2} \mathrm{~d} t
$$

This shows (iii)
Now assume that (iii) holds. Set $H:=\left(\overline{E^{*}}\right)^{*}$, where the closure is taken in the space $L^{2}(\mu)$. It is a separable space by [50, Proposition 1.2.29]. Take the $\gamma$ radonifying operator $T:=K: H \longrightarrow E$ given by Theorem 0.5.9. From $Q=K J K^{*}$, where $J: H^{*} \longrightarrow H$ is the canonical conjugate-linear identification operator, and by hypothesis, it follows that

$$
\begin{aligned}
c \int_{I}\left|x^{*}(\phi(t))\right|^{2} \mathrm{~d} t=x^{*} Q x^{*} & =\left(x^{*} \circ K\right) J K^{*}\left(x^{*}\right) \\
& =\left\|K^{*}\left(x^{*}\right)\right\|_{H}^{2}=\left\|T^{*}\left(x^{*}\right)\right\|_{H}^{2}
\end{aligned}
$$

for all $x^{*} \in E^{*}$, and (iv) holds.
We now show that (iv) $\Longrightarrow$ (v). Define the conjugate-linear map $Q: E^{*} \longrightarrow$ $\left(E^{*}\right)^{\prime}$ by

$$
Q x^{*}: E^{*} \longrightarrow \mathbb{K}, y^{*} \longmapsto \int_{I} y^{*}(\phi(t)) \overline{x^{*}(\phi(t))} \mathrm{d} t
$$

for all $x^{*} \in E^{*}$. It is well-defined since $\phi$ is weakly $L^{2}$, and is clearly a positive symmetric map. Let $J: H^{*} \longrightarrow H$ be the canonical conjugate-linear identification operator. We finish the proof of the implication in five steps.
(a) By hypothesis, we have for all $x^{*} \in E^{*}$ that

$$
c \int_{I}\left|x^{*}(\phi(t))\right|^{2} \mathrm{~d} t \leq\left\|T^{*}\left(x^{*}\right)\right\|_{H}^{2}=\left(T^{*}\left(x^{*}\right)\right)\left(J T^{*}\left(x^{*}\right)\right)=x^{*}\left(T J T^{*}\left(x^{*}\right)\right)
$$

Hence, setting $R:=T J T^{*}: E^{*} \longrightarrow E$, we have

$$
\begin{equation*}
c\left(Q x^{*}\right)\left(x^{*}\right) \leq x^{*} R x^{*} \tag{A.3.1}
\end{equation*}
$$

for all $x^{*} \in E^{*}$. By Proposition A.3.6 we conclude that $Q\left(E^{*}\right) \subseteq E$.
(b) By hypothesis and Theorem 0.5.9, $R$ is a Gaussian covariance operator. Then by Theorem 0.5.12 inequality A.3.1 and since $Q\left(E^{*}\right) \subseteq E, Q$ is also a Gaussian covariance operator.
(c) Let us prove that $I_{\phi}$ takes values in $E$. Define $G:=\left\{x^{*} \circ \phi \mid x^{*} \in E^{*}\right\} \subseteq L^{2}(I)$. Let $f \in L^{2}(I)$. Then

$$
\begin{aligned}
f \in \operatorname{Ker}\left(I_{\phi}\right) & \Longleftrightarrow I_{\phi}(f)=0 \\
& \Longleftrightarrow \forall x^{*} \in E^{*}, I_{\phi}(f)\left(x^{*}\right)=0 \\
& \Longleftrightarrow \forall x^{*} \in E^{*}, \int_{I} x^{*}(\phi(t)) \overline{f(t)} \mathrm{d} t=0 \\
& \Longleftrightarrow f \in G^{\perp}
\end{aligned}
$$

Therefore, $\operatorname{Ker}\left(I_{\phi}\right)=G^{\perp}$, and $L^{2}(I)=\bar{G} \oplus \operatorname{Ker}\left(I_{\phi}\right)$. Since $\operatorname{Im}(Q) \subseteq E$ by (a), we get that $I_{\phi}\left(G \oplus \operatorname{Ker}\left(I_{\phi}\right)\right) \subseteq E$.

It remains to prove that $I_{\phi}(\bar{G}) \subseteq E$. Let $g \in \bar{G}$. There exists a sequence $\left(g_{n}\right)_{n \geq 1} \subseteq$ $G$ converging to $g$ in $L^{2}(I)$. Since $I_{\phi}(G) \subseteq E$, for each $n \geq 1$, there exists $x_{n} \in E$ such that $I_{\phi}\left(g_{n}\right)=x_{n}$. We show that $\left(x_{n}\right)_{n \geq 1}$ is Cauchy in $E$. Let $\|\cdot\|$ be a continuous seminorm on $E$. For all $x^{*} \in E^{*}$ and every integers $n, m \geq 1$, we have

$$
\begin{aligned}
\left|x^{*}\left(x_{n}-x_{m}\right)\right| & =\left|\left(I_{\phi}\left(g_{n}\right)-I_{\phi}\left(g_{m}\right)\right)\left(x^{*}\right)\right| \\
& =\left|\int_{I} x^{*}(\phi(t)) \overline{g_{n}(t)} \mathrm{d} t-\int_{I} x^{*}(\phi(t)) \overline{g_{m}(t)} \mathrm{d} t\right| \\
& \leq\left\|x^{*} \phi\right\|_{L^{2}(I)}\left\|g_{n}-g_{m}\right\|_{L^{2}(I)}
\end{aligned}
$$

where the last inequality is justified by the Cauchy-Schwarz inequality. Define the set $V:=\{x \in E,\|x\|<1\}$. By [88, Theorems 3.15 and 3.16], the polar of $V$ is $\sigma\left(E^{*}, E\right)$ compact and metrizable in the $\sigma\left(E^{*}, E\right)$ topology, hence it is sequentially complete and bounded for $\sigma\left(E^{*}, E\right)$. On the other hand, the linear map $\left(E^{*}, \sigma\left(E^{*}, E\right)\right) \longrightarrow$ $L^{2}(I), x^{*} \longmapsto x^{*} \phi$ has a sequentially closed graph. By 94 Lemma 3], we then get $\sup _{x^{*} \in V^{\circ}}\left\|x^{*} \phi\right\|_{L^{2}(I)}<\infty$. Therefore,

$$
\left\|x_{n}-x_{m}\right\|=\sup _{x^{*} \in V^{\circ}}\left|x^{*}\left(x_{n}-x_{m}\right)\right| \leq \sup _{x^{*} \in V^{\circ}}\left\|x^{*} \phi\right\|_{L^{2}(I)}\left\|g_{n}-g_{m}\right\|_{L^{2}(I)}
$$

the equality holds by [88, Theorem 1.34] and [71, Proposition 22.14]. Since $\left(g_{n}\right)_{n \geq 1}$ is convergent in $L^{2}(I)$, we conclude that $\left(x_{n}\right)_{n \geq 1}$ is Cauchy for $\|\cdot\|$. Since $\|\cdot\|$ was arbitrary, the sequence $\left(x_{n}\right)_{n \geq 1}$ is thus Cauchy in $E$. By completeness, there exists $x \in E$ such that $\left(x_{n}\right)_{n \geq 1}$ converges to $x$ in $E$. Now let $x^{*} \in E^{*}$. By continuity of $x^{*}$, we have that $\lim _{n \rightarrow \infty} \bar{I}_{\phi}\left(g_{n}\right)\left(x^{*}\right)=\lim _{n \rightarrow \infty} x^{*}\left(x_{n}\right)=x^{*}(x)$. On the other hand, by the Cauchy-Schwarz inequality,

$$
\left|I_{\phi}\left(g_{n}\right)\left(x^{*}\right)-I_{\phi}(g)\left(x^{*}\right)\right| \leq\left\|x^{*} \phi\right\|_{L^{2}(I)}\left\|g_{n}-g\right\|_{L^{2}(I)},
$$

implying that $\lim _{n \rightarrow \infty} I_{\phi}\left(g_{n}\right)\left(x^{*}\right)=I_{\phi}(g)\left(x^{*}\right)$. We conclude that $I_{\phi}(g)\left(x^{*}\right)=x^{*}(x)$ for all $x^{*} \in E^{*}$, and $I_{\phi}(g)=x \in E$.
(d) We now prove that $I_{\phi}$ is continuous. Define the linear map

$$
K: E^{*} \longrightarrow L^{2}(I), x^{*} \longmapsto x^{*} \circ \phi
$$

Let $S: L^{2}(I)^{*} \longrightarrow L^{2}(I)$ be the canonical conjugate-linear identification operator. We first show that $K^{*}=I_{\phi} \circ S$. Let $f^{*} \in L^{2}(I)^{*}$ and $x^{*} \in E^{*}$. By definition of $K^{*}$, we have

$$
K^{*}\left(f^{*}\right)\left(x^{*}\right)=f^{*}\left(K\left(x^{*}\right)\right)=\left\langle x^{*} \circ \phi, S\left(f^{*}\right)\right\rangle_{L^{2}(I)}=I_{\phi}\left(S\left(f^{*}\right)\right)\left(x^{*}\right)
$$

This implies that $K^{*}\left(f^{*}\right)=I_{\phi}\left(S\left(f^{*}\right)\right)$, and in turn $K^{*}=I_{\phi} \circ S$. By 71, Lemma 23.28], the map $K:\left(E^{*}, \sigma\left(E^{*}, E\right)\right) \longrightarrow\left(L^{2}(I), \sigma\left(L^{2}(I), L^{2}(I)^{*}\right)\right)$ is continuous if and only if $K^{*}\left(L^{2}(I)^{*}\right) \subseteq E$. Since $K^{*}=I_{\phi} \circ S$ and $I_{\phi}$ takes values in $E$ by (c) $K$ is indeed continuous with respect to the weak topologies. By [71, Lemma 23.29], $K^{*}$ is
continuous with respect to the Mackey topologies. Since $L^{2}(I)^{*}$ and $E$ are Mackey spaces by 89 . Subsection IV.3.4], that is, their respective original topologies are the Mackey topology, we conclude that $K^{*}: L^{2}(I)^{*} \longrightarrow E$ is continuous. Finally, $I_{\phi}$ is also continuous thanks to $K^{*}=I_{\phi} \circ S$.
(e) For all $x^{*}, y^{*} \in E^{*}$, one has

$$
I_{\phi}\left(K\left(x^{*}\right)\right)\left(y^{*}\right)=\int_{I} y^{*}(\phi(t)) \overline{K\left(x^{*}\right)} \mathrm{d} t=\int_{I} y^{*}(\phi(t)) \overline{x^{*}(\phi(t))} \mathrm{d} t=y^{*} Q x^{*}
$$

Therefore, $\left(I_{\phi} \circ S\right) \circ S^{-1} \circ K=I_{\phi} \circ K=Q$. We also have $\left(I_{\phi} \circ S\right)^{*}=K$. Since $Q$ is a covariance operator by (b) Lemma 0.5.10 applied to $I_{\phi} \circ S$ and $L^{2}(I)^{*}$ then implies that $I_{\phi}$ is $\gamma$-radonifying. Note that $L^{2}(I)$ is separable by [50, Proposition 1.2.29].

We have thus proved (v)
It remains to show (v) (i) Let $A \in \mathscr{B}(I)$ and define $\phi_{A}:=\mathbf{1}_{A} \phi$ and

$$
M_{A}: L^{2}(I) \longrightarrow L^{2}(I), f \longmapsto \mathbf{1}_{A} f
$$

For all $f \in L^{2}(I)$ and $x^{*} \in E^{*}$, we have

$$
I_{\phi_{A}}(f)\left(x^{*}\right)=\int_{I} x^{*}\left(\phi_{A}(t)\right) \overline{f(t)} \mathrm{d} t=\int_{A} x^{*}(\phi(t)) \overline{f(t)} \mathrm{d} t=I_{\phi}\left(M_{A}(f)\right)\left(x^{*}\right)
$$

This shows that $I_{\phi_{A}}=I_{\phi} \circ M_{A}$. Since $M_{A}$ is obviously continuous, the map $I_{\phi_{A}}$ is $\gamma$-radonifying by the ideal property, see Theorem A.2.7.

Let $\left(f_{n}\right)_{n \in \mathbb{N}} \subseteq L^{2}(I)$ be an orthonormal basis. Denote by

$$
\mathcal{I}: L^{2}(I) \longrightarrow L^{2}(\Omega), f \longmapsto \int_{I} f(t) \mathrm{d} B_{t}
$$

the Itô isometry. Since $\left(\mathcal{I}\left(f_{n}\right)\right)_{n \in \mathbb{N}}$ is a standard Gaussian sequence and $I_{\phi_{A}}$ is $\gamma$ radonifying, the random series $Y_{A}:=\sum_{n \geq 0} \mathcal{I}\left(f_{n}\right) I_{\phi_{A}}\left(f_{n}\right)$ converges almost surely. Let $x^{*} \in E^{*}$, we have

$$
\begin{aligned}
x^{*}\left(Y_{A}\right) & =\sum_{n=0}^{\infty} \mathcal{I}\left(f_{n}\right) x^{*}\left(I_{\phi_{A}} f_{n}\right)=\sum_{n=0}^{\infty} \mathcal{I}\left(x^{*}\left(I_{\phi_{A}} f_{n}\right) f_{n}\right) \\
& =\sum_{n=0}^{\infty} \mathcal{I}\left(\left\langle x^{*} \circ \phi_{A}, f_{n}\right\rangle_{L^{2}(I)} f_{n}\right)=\mathcal{I}\left(\sum_{n=0}^{\infty}\left\langle x^{*} \circ \phi_{A}, f_{n}\right\rangle_{L^{2}(I)} f_{n}\right) \\
& =\int_{I} x^{*} \phi_{A}(t) \mathrm{d} B_{t}
\end{aligned}
$$

almost surely, where we have used the continuity of $x^{*}$ for the first equality, the definition of $I_{\phi_{A}}$ for the third one, the linearity and continuity of $\mathcal{I}$ in the fourth one, and the fact that $\left(f_{n}\right)_{n \in \mathbb{N}}$ is an orthonormal basis and the definition of $\mathcal{I}$ for the last one. We then deduce that $x^{*}\left(Y_{A}\right)=\int_{I} x^{*} \phi_{A}(t) \mathrm{d} B_{t}$ almost surely, for every $x^{*} \in E^{*}$. In conclusion, $\phi$ is stochastically integrable.

As for the Pettis integrability of $\phi$, let $A \in \mathscr{B}(I)$ be a set of finite measure. Let $x^{*} \in E^{*}$. Then $\mathbf{1}_{A} \in L^{2}(I), I_{\phi}\left(\mathbf{1}_{A}\right) \in E$, and

$$
x^{*}\left(I_{\phi}\left(\mathbf{1}_{A}\right)\right)=I_{\phi}\left(\mathbf{1}_{A}\right)\left(x^{*}\right)=\int_{I} x^{*}(\phi(t)) \mathbf{1}_{A}(t) \mathrm{d} t
$$

and $\phi$ is Pettis integrable on $A$.
We state two results from [96], adapted to the case of functions defined on an arbitrary interval and taking values in a Fréchet space. They will be used in the proof of Theorem 2.1.6.

Theorem A.3.7 ([96, Corollary 2.7]). Let $\phi, \psi: I \longrightarrow E$ be two weakly measurable functions on an interval $I \subseteq \mathbb{R}$. Assume that $\phi$ is stochastically integrable and that

$$
\int_{I}\left|x^{*} \psi(t)\right|^{2} \mathrm{~d} t \leq \int_{I}\left|x^{*} \phi(t)\right|^{2} \mathrm{~d} t
$$

for every $x^{*} \in E^{*}$. Then $\psi$ is stochastically integrable and for all $1 \leq p<\infty$ and all continuous seminorms $\|\cdot\|$ on $E$, we have

$$
\mathbb{E}\left(\left\|\int_{I} \psi(t) \mathrm{d} B_{t}\right\|^{p}\right) \leq \mathbb{E}\left(\left\|\int_{I} \phi(t) \mathrm{d} B_{t}\right\|^{p}\right)
$$

Proof. By assumption and (iv) of Theorem 2.1.4 we get for all $x^{*} \in E^{*}$ that

$$
c \int_{I}\left|x^{*} \psi(t)\right|^{2} \mathrm{~d} t \leq c \int_{I}\left|x^{*} \phi(t)\right|^{2} \mathrm{~d} t \leq\left\|T^{*} x^{*}\right\|_{H}^{2}
$$

Again by (iv) of Theorem 2.1.4 we can conclude that $\psi$ is stochastically integrable.
By (iii) of Theorem 2.1.4 applied to both $\phi$ and $\psi$, we have $x^{*} R x^{*} \leq x^{*} Q x^{*}$ for all $x^{*} \in E^{*}$, where $R$ and $Q$ are the covariance operators of the distributions $\mu_{R}$ and $\mu_{Q}$ of $\int_{I} \psi(t) \mathrm{d} B_{t}$ and $\int_{I} \phi(t) \mathrm{d} B_{t}$, respectively. By Theorem 0.5.12, we finally get that

$$
\int_{E}\|x\|^{p} \mathrm{~d} \mu_{R}(x) \leq \int_{E}\|x\|^{q} \mathrm{~d} \mu_{Q}(x)
$$

The next result is a dominated convergence theorem for the stochastic integral.
Theorem A.3.8 ([96, Theorem 6.2]). Let $\left(\phi_{n}\right)_{n \in \mathbb{N}}$ be a sequence of E-valued stochastically integrable functions defined on an interval $I \subseteq \mathbb{R}$. Assume that there exists a weakly $L^{2}$ function $\phi: I \longrightarrow E$ such that for every $x^{*} \in E^{*}$, one has

$$
\lim _{n \rightarrow \infty} \int_{I}\left|x^{*} \phi_{n}(t)-x^{*} \phi(t)\right|^{2} \mathrm{~d} t=0
$$

If there exists a stochastically integrable function $\psi: I \longrightarrow E$ such that for every $x^{*} \in E^{*}$ and all $n \geq 0$, one has

$$
\int_{I}\left|x^{*} \phi_{n}(t)\right|^{2} \mathrm{~d} t \leq \int_{I}\left|x^{*} \psi(t)\right|^{2} \mathrm{~d} t
$$

then $\phi$ is stochastically integrable and for every $1 \leq p<\infty$, we have, in $L^{p}(\Omega ; E)$,

$$
\lim _{n \rightarrow \infty} \int_{I} \phi_{n}(t) \mathrm{d} B_{t}=\int_{I} \phi(t) \mathrm{d} B_{t} .
$$

Proof. By using the assumptions, we get that

$$
\int_{I}\left|x^{*} \phi(t)\right|^{2} \mathrm{~d} t \leq \int_{I}\left|x^{*} \psi(t)\right|^{2} \mathrm{~d} t
$$

for all $x^{*} \in E^{*}$. By Theorem A.3.7 $\phi$ is stochastically integrable.
The rest of the proof follows as in 96 . Theorem 6.2].
Proof of Theorem 2.1.6. Assume that such a sequence of step functions exists. Let $x^{*} \in E^{*}$. By Lemma 2.1.2, we have $x^{*}(Y)=\lim _{n \rightarrow \infty} \int_{I} x^{*} \phi_{n}(t) \mathrm{d} B_{t}$ in probability. The random vectors on the right-hand side are Gaussian, and thus the convergence takes place in $L^{2}(\Omega)$ by 86 Lemma 2.1]. By the Itô isometry, the sequence $\left(x^{*} \phi_{n}\right)_{n \in \mathbb{N}}$ is Cauchy in $L^{2}(I)$. Thus by (i) we necessarily have $\lim _{n \rightarrow \infty} x^{*} \phi_{n}=x^{*} \phi$ in $L^{2}(I)$. Again by the Itô isometry, we get that $x^{*}(Y)=\int_{I} x^{*} \phi(t) \mathrm{d} B_{t}$ almost surely. By (ii) of Theorem 2.1.4 we conclude that $\phi$ is stochastically integrable on $I$ with integral $Y$.

Assume that $\phi$ is stochastically integrable. If $I$ is a bounded interval, the result is proved in 96 . Theorem 2.5] when $\phi$ is a Banach space-valued function, but the proof carries over verbatim to the case of Fréchet spaces. It $I$ is unbounded, for the sake of simplicity, we assume that $I=[0, \infty[$. By Theorem 2.1.4 $\phi$ is Pettis integrable on any bounded intervals. For all integers $k \geq 0, n \geq 1,1 \leq j \leq 2^{n}$ and $N \geq 1$, define

$$
\begin{gathered}
\phi_{n, k, j}:=2^{n} \int_{k+\frac{j-1}{2^{n}}}^{k+\frac{j}{2^{n}}} \phi(t) \mathrm{d} t, \\
\phi_{n}^{N}:=\sum_{k=0}^{N-1} \sum_{j=1}^{2^{n}} \mathbf{1}_{] k+\frac{j-1}{2^{n}}, k+\frac{j}{2^{n}}\right]} \phi_{n, k, j},
\end{gathered}
$$

and $\varphi_{N}:=\phi \mathbf{1}_{[0, N]}$. For all $n, N \in \mathbb{N}_{0}$, define also $\mathcal{G}_{n, N}$ as the finite $\sigma$-algebra on $[0, N]$ generated by the intervals of the form $\left.] k+\frac{j-1}{2^{n}}, k+\frac{j}{2^{n}}\right], 0 \leq k \leq N-1,1 \leq j \leq 2^{n}$.

Let $x^{*} \in E^{*}$. It is an easy task to check that $\mathbb{E}\left(x^{*} \varphi_{N} \mid \mathcal{G}_{n, N}\right)=x^{*} \phi_{n}^{N}$ almost everywhere on $[0, N]$, for every $n, N \geq 1$, see [18, Example 10.1.2]. Since $\left(\mathcal{G}_{n, N}\right)_{n \geq 1}$ is increasing and $\sigma\left(\bigcup_{n \geq 1} \mathcal{G}_{n, N}\right)=\mathcal{B}([0, N])$, we get that $\lim _{n \rightarrow \infty} x^{*} \phi_{n}^{N}=x^{*} \varphi_{N}$ in $L^{2}([0, N] ; \mathbb{R})$ by 50 . Theorem 3.3.2].

Now, define the step functions $\phi_{N}:=\phi_{N}^{N} \mathbf{1}_{[0, N]}$ for every integer $N \geq 1$. Let us show that $\lim _{N \rightarrow \infty} x^{*} \phi_{N}=x^{*} \phi$ in $L^{2}\left(\left[0, \infty[)\right.\right.$. Notice that $\phi_{N}^{M}=\phi_{N}^{N}$ on $[0, M]$ for any $N \geq M \geq 1$. Let $\varepsilon>0$, and let $N_{0} \geq 1$ be such that $\int_{N}^{\infty}\left|x^{*} \phi(t)\right|^{2} \mathrm{~d} t \leq \varepsilon^{2}$ for every $N \geq N_{0}$. Now let $M_{0} \geq N_{0}$ be such that $\left\|x^{*} \phi_{N}^{N_{0}}-x^{*} \varphi_{N_{0}}\right\|_{L^{2}\left(\left[0, N_{0}\right]\right)} \leq \varepsilon$ for every integer $N \geq M_{0}$. We then have for any $N \geq M_{0}$,

$$
\begin{aligned}
\left\|x^{*} \phi_{N}-x^{*} \phi\right\|_{L^{2}([0, \infty[)} \leq & \left\|x^{*} \phi_{N}^{N_{0}}-x^{*} \varphi_{N_{0}}\right\|_{L^{2}\left(\left[0, N_{0}\right]\right)} \\
& +\left\|x^{*} \phi_{N}-x^{*} \phi\right\|_{L^{2}\left(\left[N_{0}, N\right]\right)}+\left\|x^{*} \phi\right\|_{L^{2}([N, \infty[)} .
\end{aligned}
$$

The first and third terms are smaller than $\varepsilon$ since $N \geq M_{0} \geq N_{0}$. For the second term, first note that

$$
\left\|x^{*} \phi_{N}-x^{*} \phi\right\|_{L^{2}\left(\left[N_{0}, N\right]\right)} \leq\left\|x^{*} \phi_{N}\right\|_{L^{2}\left(\left[N_{0}, N\right]\right)}+\left\|x^{*} \phi\right\|_{L^{2}\left(\left[N_{0}, \infty[)\right.\right.} .
$$

The second term of the right-hand side is smaller than $\varepsilon$ by definition of $N_{0}$. For the first term, notice that $x^{*} \phi_{N}=x^{*} \phi_{N}^{N}=\mathbb{E}\left(x^{*} \phi \mid \mathcal{G}_{N}\right)$ almost everywhere on $\left[N_{0}, N\right]$, where $\mathcal{G}_{N}$ is the finite $\sigma$-algebra on $\left[N_{0}, N\right]$ generated by the intervals of the form $\left.] k+\frac{j-1}{2^{N}}, k+\frac{j}{2^{N}}\right], N_{0} \leq k \leq N-1,1 \leq j \leq 2^{N}$; see [18, Example 10.1.2]. Therefore, by a corollary of the conditional Jensen inequality, see [50, Corollary 2.6.30], we have $\left\|x^{*} \phi_{N}\right\|_{L^{2}\left(\left[N_{0}, N\right]\right)} \leq\left\|x^{*} \phi\right\|_{L^{2}\left(\left[N_{0}, N\right]\right)}$. We then conclude that $\left\|x^{*} \phi_{N}-x^{*} \phi\right\|_{L^{2}([0, \infty])} \leq$ $4 \varepsilon$, and thus $\lim _{N \rightarrow \infty} x^{*} \phi_{N}=x^{*} \phi$ in $L^{2}([0, \infty[)$

Again by [50, Corollary 2.6.30], we have $\left\|x^{*} \phi_{N}\right\|_{L^{2}([0, \infty])} \leq\left\|x^{*} \phi\right\|_{L^{2}([0, \infty)}$ for every $N \geq 1$. Since every step function is stochastically integrable, Theorem A.3.8 yields (ii) with convergence in every $L^{p}(\Omega ; E), 1 \leq p<\infty$.

## Notations

## Numbers

$\lfloor x\rfloor \quad$ largest $n \in \mathbb{N}$ such that $n \leq x<n+1$
$\lceil x\rceil \quad$ smallest $n \in \mathbb{N}$ such that $n-1<x \leq n$
$|z| \quad$ modulus of the complex number $z$
$\operatorname{Im}(z) \quad$ imaginary part of $z$
$\operatorname{Re}(z) \quad$ real part of $z$

## Sets

$|A| \quad$ number of elements of the set $A$
CA complement of the set $A$
dens $(A)$ lower density of $A$
$\mathbf{1}_{A} \quad$ characteristic function of the set $A$
$\mathbb{C} \quad$ set of complex numbers
$\mathbb{D} \quad$ open unit disk
$\mathbb{K}$ scalar field
$\mathbb{N} \quad$ set of natural integers $0,1,2, \ldots$
$\mathbb{N}_{0} \quad$ set of positive integers $1,2, \ldots$
$\mathbb{R} \quad$ set of real numbers
$\mathbb{Z} \quad$ set of integers

## Vector spaces

| $c_{0}$ | space of null sequences |
| :--- | :--- |
| $H(\mathbb{C})$ | space of entire functions |
| $H(\mathbb{D})$ | space of holomorphic functions on $\mathbb{D}$ |
| $\mathcal{H}\left(\mathbb{R}^{2}\right)$ | space of harmonic functions on $\mathbb{R}^{2}$ |
| $\lambda^{p}(A)$ | Köthe sequence space of order $p$ |
| $\ell_{p}^{N}$ | $\mathbb{R}^{N}$ endowed with $\\|\cdot\\|_{p}$ |
| $\ell^{p}$ | space of $p$-summable sequences |

## Functional analysis

$\|\cdot\|_{E} \quad$ norm on the vector space $E$
$\|\cdot\|_{p} \quad p$-norm, $1 \leq p \leq \infty$
$\langle\cdot, \cdot\rangle_{H} \quad$ inner product on $H$ (linear in the first argument)
$E^{\prime} \quad$ algebraic dual of the vector space $E$
$E^{*} \quad$ topological dual of the Fréchet space $E$
$F^{\perp} \quad$ orthogonal complement of $F$
Im image of a function
Ker kernel of a linear map
$\sigma\left(E, E^{*}\right) \quad$ weak topology on $E$
$\sigma\left(E^{*}, E\right) \quad$ weak topology on $E^{*}$
span linear span
$\tau\left(E, E^{*}\right) \quad$ Mackey topology on $E$
$\tau\left(E^{*}, E\right) \quad$ Mackey topology on $E^{*}$
$V^{\circ} \quad$ polar of the set $V$

## Measure theory and Probability

| $\mathscr{B}(E)$ | Borel sets of a topological space $E$ |
| :--- | :--- |
| $\mathbb{E}(X)$ | expectation of the random variable $X$ |
| $\mathbb{E}(\cdot \mid \cdot)$ | conditional expectation |
| Id | identity map |
| i.i.d. | independent and identically distributed |
| $L^{p}(S, \mathcal{A}, \mu ; E)$ | equivalence classes of $p$-integrable functions $f: S \longrightarrow E$ |
| $L^{p}(S ; E)$ | the space $L^{p}(S, \mathcal{A}, \mu ; E)$ |
| $L^{p}(S, \mathcal{A}, \mu)=L^{p}(S)$ | the space $L^{p}(S, \mathcal{A}, \mu ; E)$ if $E=\mathbb{R}$ or $E=\mathbb{C}$ |
| $L^{p}(S, \mu)$ | the space $L^{p}(S)$ |
| $\widehat{\mu}$ | characteristic functional of $\mu$ |
| $\mathbb{P}$ | probability measure |

## Miscellaneous

$\|f\|_{r} \quad \sup _{|z| \leq r}|f(z)|$ for a function $f$
decreasing strictly decreasing
increasing strictly increasing
negative strictly negative
$o(\cdot) \quad$ little o notation
$O(\cdot) \quad$ big o notation
positive strictly positive
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