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Transiently delocalized states enhance 
hole mobility in organic molecular 
semiconductors

Samuele Giannini    1,8 , Lucia Di Virgilio2,8, Marco Bardini1, Julian Hausch3, 
Jaco J. Geuchies2, Wenhao Zheng    2, Martina Volpi    4, Jan Elsner    5, 
Katharina Broch3, Yves H. Geerts4,6, Frank Schreiber    3, 
Guillaume Schweicher    4, Hai I. Wang    2,7 , Jochen Blumberger    5, 
Mischa Bonn    2  & David Beljonne    1 

Evidence shows that charge carriers in organic semiconductors self-localize 
because of dynamic disorder. Nevertheless, some organic semiconductors 
feature reduced mobility at increasing temperature, a hallmark for 
delocalized band transport. Here we present the temperature-dependent 
mobility in two record-mobility organic semiconductors: 
dinaphtho[2,3-b:2′,3′-f]thieno[3,2-b]-thiophene (DNTT) and its alkylated 
derivative, C8-DNTT-C8. By combining terahertz photoconductivity 
measurements with atomistic non-adiabatic molecular dynamics 
simulations, we show that while both crystals display a power-law decrease 
of the mobility (μ) with temperature (T) following μ ∝ T −n, the exponent n 
differs substantially. Modelling reveals that the differences between the two 
chemically similar semiconductors can be traced to the delocalization of 
the different states that are thermally accessible by charge carriers, which 
in turn depends on their specific electronic band structure. The emerging 
picture is that of holes surfing on a dynamic manifold of vibrationally 
dressed extended states with a temperature-dependent mobility that 
provides a sensitive fingerprint for the underlying density of states.

Recent computational1–4 and experimental5–9 studies on molecular sem-
iconductors have provided compelling evidence that charge carriers 
(holes or electrons) form partially delocalized quantum objects ‘half-
way’ between waves and particles. Thermal disorder between the weakly 
bound molecules in these molecular systems prevents full wave-like 
delocalization, while sizable electronic couplings (Hkl, where k and l 
represent two interacting molecules) and small nuclear reorganization 

energies (λ) prevent full localization1,10. Several experimental investi-
gations (by time-of-flight11, Hall effect12,13, space-charge-limited cur-
rent14 and transient photoconductivity measurements15), conducted 
on high-mobility low-disorder single-crystal organic semiconductors 
(OSs) have reported increasing mobility with decreasing temperature, 
following a power-law relation μ ∝ T −n with n ranging from ~0.5 to ~3. 
The reason for the large span in n values is, however, unclear.
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layer (Fig. 1) and reduced dynamic disorder, which favours high charge 
carrier mobilities29. Surprisingly, few studies have been devoted to their 
T-dependent mobility. In DNTT, the mobility measured in OFETs was 
almost T independent34,35, a result seemingly at odds with the band-like 
behaviour expected for such a high-mobility semiconductor.

We report in the following an unforeseen relationship between 
the temperature-dependent mobility and the electronic structure 
topology of these two OSs. In both materials, our combined experimen-
tal–theoretical investigations show that the mobility increases as the 
temperature decreases from 400 to 78 K, yet at a substantially higher 
rate in C8-DNTT-C8 than in DNTT. Our modelling reveals that such a 
different evolution is driven by distinctive features in their electronic 
band structures, namely the different relative signs of the couplings 
and the degree of in-plane coupling anisotropy. In DNTT, this results in 
relatively localized tail states at the top of the valence band featuring 
similar extensions at varying temperatures. By contrast, C8-DNTT-C8 
shows increasingly delocalized states at the valence band edge as the 
temperature decreases. As a result, charge carriers can thermally access 
more extended states, giving rise to a higher mobility in C8-DNTT-C8, 
particularly at lower temperatures, and hence the stronger fall-off of 
μ with T (as confirmed by THz measurements).

Photo-induced conductivity of DNTT and 
C8-DNTT-C8
We employ contact-free THz spectroscopy on polycrystalline films 
of DNTT and C8-DNTT-C8 deposited on fused silica (information in 
Supplementary Figs. 1–3). Optical-pump-THz-probe (OPTP) experi-
ments allow the optical injection of charge carriers by a femtosecond 
laser pulse, and the probing of the transient photoconductivity by a 
THz pulse (with a bandwidth up to ~2 THz)36,37. Photogenerated free 
carriers in OSs absorb THz radiation, resulting in an attenuation (ΔE) 
of the transmitted THz field E. The photoconductivity σ can be inferred 
from σ ∝ –ΔE/E, using the thin-film approximation (equation (1) in the 
Methods)38,39. The time evolution of σ can be tracked as a function of 
pump–probe delay with subpicosecond time resolution, and is propor-
tional to ϕμ (the product of carrier mobility μ and free carrier genera-
tion quantum yield ϕ; Fig. 2 caption). A detailed description of the OPTP 
spectroscopy is in the Methods and Supplementary Note 2.

On the theoretical front, the so-called transient localization sce-
nario2,4,16 has been developed to understand the intriguing dichotomy 
between extended and localized states concomitantly contributing 
to the thermally accessible band spectrum2,17. Localized states form 
preferentially at the band edges. Still, the charge carriers can undergo 
transient quantum (de)localization owing to thermal disorder, pro-
vided that higher-energy extended states are thermally accessible 
to enable these dynamic excursions4. This is reminiscent of mobility 
edge theory18 but in a dynamic energy landscape due to nuclear motion 
(mostly low-frequency crystal phonons involving the rigid-body 
motion of the interacting molecules). Fratini et al. formalized this 
picture in the so-called transient localization theory2,16,19,20. By assum-
ing the relaxation time approximation2, the authors derived a simple 
analytical formula in which the mobility is directly proportional to the 
(square of the) carrier localization length and inversely proportional 
to the temperature and to the fluctuation time (which depends on the 
period of intermolecular oscillations). Although transient localiza-
tion theory has been successfully applied to reconcile many experi-
mental features of OSs and to derive design rules for the discovery 
of high-mobility OSs20,21, many subtleties of charge transport in OSs  
remain enigmatic.

Here, by combining non-adiabatic molecular dynamics simula-
tions4,22–25 in the framework of atomistic fragment orbital-based surface 
hopping (FOB-SH)4,25,26 with ultrafast terahertz (THz) spectroscopy, we 
show how two representative high-mobility OSs (namely DNTT and 
its alkylated derivative, C8-DNTT-C8) that differ only by the presence 
of alkyl side chains feature marked differences in their T-dependent 
charge carrier mobility. The use of efficient numerical approaches to 
solve the electronic time-dependent Schrödinger equation coupled 
to the nuclear motion, combined with advanced THz conductivity 
measurements, provides atomistic resolution in understanding struc-
ture–property relationships.

DNTT and C8-DNTT-C8 are among the best-performing molecular 
OSs, with a charge carrier mobility of up to 8–13 cm2 V−1 s−1 in organic 
field-effect transistors (OFETs)27–29. Several experimental and theo-
retical studies have been devoted to DNTT30–33 and, more recently, 
also to C8-DNTT-C829. Both materials benefit from a favourable 
two-dimensional charge transport character within the herringbone 
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Fig. 1 | Molecular herringbone layer packing for the investigated OSs.  
a,b, The three strongest nearest-neighbour couplings are represented in the  
a–b plane of DNTT (a) and C8-DNTT-C8 (b). Alkyl side chains have been replaced 
by methyl groups for clarity; however their presence has an impact on the 
molecular packing of the two systems, as described in Supplementary Note 24. 
The density functional theory highest occupied molecular orbitals (HOMOs) of 
single molecules are depicted as isosurfaces for both systems, shown in the views 

at the top. The positive (negative) coupling-sign relationship characterizing  
C8-DNTT-C8 (DNTT) is represented by coloured arrows and described in detail  
in the text (same colours have been used for equivalent coupling values).  
c, Representation of a general two-dimensional unit cell. In all panels, the unit  
cell axes a and b are shown in red and lime, respectively (axis c is eclipsed by the 
other two), γ represents the angle between a and b axes and o the origin of the 
reference frame.
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We conducted T-dependent photoconductivity measurements 
in the range 78–300 K (Fig. 2b,c). At any given T, the photoconductiv-
ity (normalized by the number of absorbed photons per volume), or 
equivalently ϕμ in both samples, builds up in ~1 ps and lasts for more 
than 1 ns following a minor decay in the first 10 ps (Supplementary 
Fig. 4). Two important conclusions can be immediately drawn. First, 
at room temperature (r.t.), C8-DNTT-C8 displays a much higher photo-
conductivity than DNTT (by a factor of ~1.5; Fig. 2 and Supplementary 
Fig. 5), in agreement with the literature29. Second, the photoconduc-
tivity (and hence carrier mobility) of both materials increases with 
decreasing temperature, suggesting a band-like transport. While this 
T-dependent photoconductivity trend is barely visible in DNTT, it is 
very pronounced in C8-DNTT-C8 (at 78 K, the mobility is three times 
larger than at r.t.), irrespective of the film thickness (Supplementary  
Figs. 5, 6 and 7a,b).

To obtain further insights into the T-dependent photoconductivity 
in Fig. 2b,c, we recorded the complex frequency-resolved photocon-
ductivity at various temperatures (at a fixed pump–probe delay of 
~0.5 ps). In the temperature range studied, the photoconductivity is 
dominated by the real part of the conductivity (Fig. 3), indicating that 
free carrier conduction dominates the THz photoresponse36. Most 
notably, at odds with a pure Drude-like response40, the real part of the 
photoconductivity increases with frequency, a characteristic hallmark 
of the transient localization of the charge carrier induced by dynamic 
disorder19,41. Such behaviour has been observed previously in rubrene, 
by both field-effect transistor and photoconductivity studies42–44.

Fratini et al. derived an important phenomenological Drude–
Anderson (DA) model41 to interpolate between the Drude-like response 
of diffusive carriers and the finite-frequency peak expected for Anderson  
localization (see details in Methods). An adequate description of the 
photoconductivity data using the DA model can be obtained assuming 
a temperature-independent inelastic scattering time τin (Methods and 
Supplementary Fig. 9a,b). From the DA fitting, we find that h/τin (with 
h being the Planck’s constant) is around 9 meV for DNTT and 16 meV 
for C8-DNTT-C8, in the typical range of other OSs16,45. These values 
are also in line with the related timescale found by computing the 
power spectral density of the coupling fluctuations (Supplementary  
Fig. 27). The fitting procedure yields a T-independent elastic scatter-
ing time τ (h/τ of 198 meV and 300 meV) and backscattering time τb 
(h/τb of 20 meV and 30 meV) for DNTT and C8-DNTT-C8, respectively 
(Supplementary Fig. 9).

Transport parameters and thermal disorder
We start our computational analysis by evaluating the internal reorgani-
zation energies (λ) and electronic couplings (Hkl) within the herringbone 
layer crystal structure (Fig. 1c) of DNTT and C8-DNTT-C8 (Table 1). We 
note that the two systems show similar unit cell areas (Supplementary 
Table 2), which is important for a one-to-one comparison between the 
two (that is, μ is proportional to the square of the lattice spacing21). In 
Table 1, we show that in both DNTT and C8-DNTT-C8, hole transfer 
couplings are sizable, exceeding half of the reorganization energy for 
some of the closest nearest-neighbour pairs (Hkl > λ/2). In this regime, 
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Fig. 2 | T-dependent photoconductivity studies by OPTP spectroscopy in 
DNTT and C8-DNTT-C8. a, Schematic illustration of the OPTP spectroscopy.  
h, hole; e, electron. b,c, Photoconductivity dynamics of DNTT (b) and 
C8-DNTT-C8 (c) as a function of temperature. The photoconductivity σ is 
proportional to the product of the density of photoexcited free charges N and the 
mobility μ, following σ = Neμ = (Nabs_volϕ)eμ, where Nabs_vol, ϕ and e represent the 

number of absorbed photons per volume, the photon-to-free-charge conversion 
quantum yield and the elementary charge, respectively. For a fair comparison 
between DNTT versus C8-DNTT-C8, the photoconductivity is normalized to 
Nabs_vol, or equivalently ϕμ (equation (1); Methods), following beyond-bandgap 
excitation (by 3.1 eV pulses).
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charges can delocalize over multiple molecules. Consequently, the 
small polaron hopping model breaks down1,10. This is the first important 
observation defining high-mobility OSs3,4. Thus, alternative trans-
port theories (for example, transient localization theory) or direct 
numerical approaches (for example, FOB-SH) are called for. We also 
note that in this regime, the delocalization of the charge is limited by 
the strength of both local and non-local electron–phonon couplings3. 
To explicitly account for dynamic thermal disorder, we evaluate the 
time-dependent Hamiltonian (equation (5)) along FOB-SH trajectories 
by explicitly calculating both diagonal and off-diagonal elements on the 
fly (Supplementary Note 14). We find that both systems show relatively 
small coupling fluctuations, σV, compared to their mean values, V, with 
V = 〈Hkl〉, especially in the Pa direction (see Fig. 1), where σV is about four 
to five times smaller than V. The small thermal disorder partly explains 
the large mobilities in these materials29. We also find that site energy 
fluctuations, as well as electronic coupling fluctuations, increase with 
increasing temperature as expected for an increased thermal disorder, 
in line with the situation in other OSs46. In Supplementary Note 12, 
we point out that holes are more mobile than electrons and should 
represent the majority of carriers probed by our OPTP measurements.

Coupling-sign relationship and band structure 
anisotropy
The transient localization theory predicts that in molecular semicon-
ductors characterized by a two-dimensional herringbone layer packing, 
the shape of the density of states (DOS) as well as the degree of locali-
zation of the states at the top of the valence band (or at the bottom of 
the conduction band) is intimately related to the sign combination and 
relative magnitude of the three largest nearest-neighbour electronic 
couplings. For holes, a positive product of ‘signed’ nearest-neighbour 
couplings (in the following referred to as ‘positive coupling-sign rela-
tion’) in combination with isotropic electronic couplings (that is, similar 
in magnitude) yields a large carrier delocalization and thus, fast hole 
carrier transport. The opposite is valid for electron transfer systems. 
The same conclusions can be drawn from the explicit numerical propa-
gation of the wavefunction using FOB-SH non-adiabatic dynamics4,47.

In this respect, C8-DNTT-C8 features a positive coupling-sign 
relationship when considering the nearest-neighbour hole trans-
fer couplings (Fig. 1b) and exhibits only weak anisotropy in elec-
tronic couplings within the herringbone layer (Fig. 1c). By contrast, 

DNTT yields an unfavourable combination (Fig. 1a) with a negative 
coupling-sign relation for hole transfer (that is, a negative product of 
signed nearest-neighbour couplings) and a high degree of anisotropy. 
The consequences on the band structure of these two materials are 
already visible when computing the DOS for the frozen crystals at 0 K 
(black line in Supplementary Fig. 17). Interestingly, while the DOS of 
DNTT peaks at the top of the valence band, it peaks at the bottom of 
the corresponding band in C8-DNTT-C8. This outcome directly results 
from the phase relationship between interacting hole wavefunctions 
in the herringbone plane and substantially affects the spatial exten-
sion of the states and their mobility with temperature, as explained 
in the following.

Delocalization of the states
The time-dependent electronic Hamiltonian (equation (5)) computed 
along FOB-SH trajectories can be diagonalized to investigate the effect 
of the temperature and coupling-sign relationship on both the DOS and 
the localization of the valence band states in DNTT and C8-DNTT-C8. 
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Fig. 3 | Frequency-dependent THz photoconductivity. a,b, The data were 
recorded 0.5 ps after excitation of DNTT (a) and C8-DNTT-C8 (b) samples 
with 50 fs pulses with a photon energy of 3.1 eV. The lines are a fitting to the DA 
model described in the text (the solid lines indicate the real part, and the dashed 
lines indicate the imaginary part of the conductivity). Data are presented as 

conductivity values (Methods), with the ratio (ΔE/E) between mean values of 
the Fourier transform of the signals. Estimated error bars represent the error 
propagated from the standard error on the Fourier transform of the signals and 
are produced from 100 experiments.

Table 1 | Calculated electronic couplings Hkl for the 
nearest-neighbour crystal pairs along different directions 
(Pa, T1, T2 as defined in Fig. 1), and values from the 
literature. Dir., direction; Lit., values from the literature; 
Dist., distance; all values are in millielectronvolts except 
distances, in angstroms

System Dir. Dist. Hkl 
(POD)a

Hkl 
(AOM)b

Hkl (Lit.) λc

DNTT

Pa 6.187 87.4 80.0 84.8d, 81e

134T1 5.148 21.5 26.9 37.2d, 28e

T2 4.886 −117.9 −113.8 −119.0d,
−94e

C8-DNTT-C8
Pa 5.987 93.1 83.6 78.9d

147
T 4.941 −60.7 −56.2 −60.3d

aProjection operator-based diabatization (POD) reference couplings are obtained as detailed 
in Supplementary Note 8. bParametrized analytic overlap method (AOM) results are obtained 
as described in Supplementary Note 9. cReorganization energies are computed with equation 
(3) reported in Supplementary Note 8. dTaken from ref. 29. All parameters refer to hole carriers 
(note that the unit cell geometry was pre-optimized in ref. 29). eTaken from ref. 31.
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Looking at the top panels in Fig. 4, we observe that the DOS of both 
materials increasingly broadens with increasing thermal disorder; that 
is, a larger number of tail states appear at higher temperatures (Sup-
plementary Fig. 17). In the bottom panels of Fig. 4, we superimpose the 
DOS with the inverse participation ratio IPRi, defined in equation (8) for 
a given state, i, binned over configurations (i.e., different time steps). 
This quantity is related to the number of molecules over which state i is 
delocalized. The larger IPRi, the more delocalized (on average) the states 
that the charge carrier can thermally access. Thus, this IPR-resolved 
DOS gives information about the spatial extent of the valence band 
states as a function of their energy. In DNTT (Fig. 4a–c), we observe 
that, at all temperatures, the top of the valence band is formed by a 
dense manifold of relatively localized states. This delocalization can be 
quantified by a Boltzmann average of the states IPRi, yielding 〈IPR〉B ≈ 30 
at 300 K (horizontal dashed red line), where the brackets represent a 
thermal and configuration average as described in ref. 47. The most 
delocalized states, which are thermally inaccessible around r.t., are 
instead located in the middle of the valence band at Ei ≈ −600 meV 
(IPRi ≈ 200 at 300 K). The situation is strikingly different in the case of 
C8-DNTT-C8 (Fig. 4d–f). Thermally accessible states with a very high 
delocalization are now found at the top of the valence band, within a few 
kBT of the band edge (kB, Boltzmann constant; for example, 〈IPR〉B ≈ 80 
at 300 K, horizontal dashed red line). A dense manifold of localized 
states is instead predicted at the bottom of the valence band. This is a 

remarkable consequence of the sign combination, which is favourable 
(positive coupling-sign relation) for C8-DNTT-C8, but not for DNTT.

Temperature-dependent charge carrier mobility
We turn to the main outcome of this work, namely the comparison 
between the simulated and measured T dependence of μ in DNTT 
versus C8-DNTT-C8. We extracted the d.c. conductivity from 
frequency-resolved conductivity spectra and the related mobility 
based on the DA model (Methods). Our analysis, in Fig. 5, reveals that 
the mobility follows a power-law dependence, μ ∝ T–n, with n = 0.5 ± 0.1 
in DNTT and n = 1 ± 0.1 in C8-DNTT-C8. According to the DA model, 
such power laws are a consequence of the joint effect of the factor T−1 
in the mobility expression in equation (4) and the T dependence of 
the diffusion coefficient, D ≈ L2/2τin. In Supplementary Fig. 10, we 
show that D is roughly T independent in C8-DNTT-C8, yielding an 
overall T dependence of the mobility of T–1. By contrast, D in DNTT is 
weakly thermally activated, explaining the smaller n for μ in DNTT 
compared to C8-DNTT-C8. From this analysis, we also found that 
charges in C8-DNTT-C8 travel larger distances as they are character-
ized by a squared localization length, L2, of about 600 Å2, whereas for 
DNTT, L2 is about 400 Å2 at r.t. (Methods). To confirm the DA fitting 
results, we directly use the T-dependent photoconductivity data 
normalized to the absorbed photon density, equivalently ϕμ (equa-
tion (1)), as shown in Fig. 2b,c. Our analysis unveils that ϕμ also follows 
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Fig. 4 | DOS and state-resolved IPR. a–c, DNTT. d–f, C8-DNTT-C8. Top figures 
depict the DOS at different temperatures (left to right, T = 200 K, 300 K, 400 K). 
Bottom figures display two-dimensional histograms correlating the delocalization 
of the valence band states, quantified by binning IPRi (equation (8)), versus 
their energies (Ei), for different configurations. The states become denser 
going from regions coloured in light blue to yellow to red (where the states 
are more concentrated). DOS and state-resolved IPR (IPRi) are computed from 
Hamiltonians extracted from around 200 FOB-SH trajectories (they include the 

effect of thermal disorder). Vertical dashed yellow lines indicate (the average) 
band active state energy a (〈Ea〉, where the angular brackets indicate an average 
over trajectories and time), which increases with increasing thermal energy. 
Horizontal dashed red lines are used to indicate the Boltzmann average IPR of the 
valence band states (〈IPR〉B). The white arrows indicate the thermally accessible 
valence band tail regions for the charge. Note how in DNTT the 〈IPR〉B is weakly 
dependent on the temperature, while in C8-DNTT-C8 it decreases comparably 
more strongly with increasing temperature.
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a similar power-law dependence (refer to the n values in Supplemen-
tary Fig. 8). Notably, ϕ is weakly temperature dependent (Supple-
mentary Table 1). This independent analysis is thus fully consistent 
with the DA fitting.

To rationalize the experimental data, we ran a swarm of FOB-SH 
non-adiabatic dynamics trajectories at various temperatures. The mean 
squared displacement (MSD) of the wavefunction Ψ(t) where t is time 
is evaluated with equation (11)47,48. From the MSD we can extract D and 
the mean values of the mobility within the a–b plane, μ〈ab〉 = (μa + μb)/2, 
using equation (10)47,48. The computed values were evaluated in the T 
range between 150 K and 400 K (Fig. 5a,b), where nuclear quantum 
effects are expected to be relatively small (specifically, since elec-
tronic couplings are considerable and tunnelling barriers along the 
main transport directions are not present)49. The simulated mobility 
of C8-DNTT-C8 is about three times higher than in DNTT at r.t. This 
observation agrees quantitatively with the OPTP results (Fig. 5) and 
with previously reported literature OFET mobility values29. Addition-
ally, as shown in Supplementary Fig. 25, for DNTT, the simulated degree 
of transport anisotropy in the a and b crystallographic directions 
(μa/μb ≈ 1.5–2.0, depending on the temperature) is consistent with 

previous theoretical estimates31 as well as other experimental OFET 
mobility measurements (μa/μb ≈ 1.3–1.7)34.

Non-adiabatic dynamics simulations confirm our previous 
experimental observation that while C8-DNTT-C8 features an almost 
T-independent D, DNTT shows a weakly activated D (Supplementary 
Fig. 10a,b). Computed mobilities (Fig. 5a,b) scale with n = 0.38 ± 0.08 
and n = 0.83 ± 0.06 for DNTT and C8-DNTT-C8, respectively, in line with 
the experimental results. The remaining differences, for example, the 
discrepancies in the computed power law with respect to temperature 
and the absolute mobilities compared to experiment, could be due 
to several factors not included in the model, such as the presence of 
residual static defects or molecular misalignment, as well as inher-
ent limitations of the computational method. Despite these residual 
uncertainties, both the experiment and computation agree on the 
higher r.t. mobility (that is, a factor of ~3) and the steeper power-law 
scaling of C8-DNTT-C8 versus DNTT.

Outlook
The higher r.t. mobility and steeper power-law dependence in 
C8-DNTT-C8 compared to DNTT stem from the underlying transient 

a b

100 200 300 400

T (K) T (K)

0

5

10

15

20

µ �a
b�

 (c
m

2  V
–1

 s
–1

)

µ �a
b�

 (c
m

2  V
–1

 s
–1

)µ
�ab

�  (cm
2 V

–1 s
–1)

µ
�ab

�  (cm
2 V

–1 s
–1)

T–0.38 ± 0.08

T–0.83 ± 0.06

T–0.50 ± 0.10

Theory
Experiment

0

1

2

3

4
DNTT

100 200 300 400
0

20

40

60

80

T–1.00 ± 0.09

Theory
Experiment

0

5

10

15

20

C8-DNTT-C8

200 300 400

T (K) T (K)

0

50

100

150

200

250

IP
R

DNTT

200 300 400

0

50

100

150

200

250

IP
R

C8-DNTT-C8
c d

Fig. 5 | Temperature-dependent IPR and experimental and theoretical 
charge mobilities for DNTT and C8-DNTT-C8. a,b, Experimental μ obtained 
from the DA model (magenta data) and theoretical μ of a hole (blue data) as a 
function of temperature and related power-law fitting (T–n). Error bars represent 
the error propagated from the standard error on the fitting parameters (details 
in the Methods). Theoretical mobilities are given as an average over the a and b 
crystallographic directions of the herringbone layers of the two OSs as described 
in the text. The uncertainties obtained from the fitting are given for both theory 
and experiment. c,d, Violin plots representing IPR distribution (obtained from 
about 200 FOB-SH trajectories) as a function of temperature for DNTT and 
C8-DNTT-C8, respectively. Black bars in the centre represent the interquartile 

range (IQR), defined as the difference between the 75th and 25th percentiles 
of the data, while the thinner black lines stretching from the centre represent 
Tukey’s fences, defined as the first quartile minus 1.5 IQR and third quartile plus 
1.5 IQR, respectively. Magenta and yellow dots represent the median and mean of 
the distribution, respectively. The mode of the distributions can be inferred by 
their maximum width. Note that in C8-DNTT-C8 the IPR distributions have longer 
tails at all temperatures compared to DNTT and the average IPR (〈IPR〉, where the 
angular brackets indicate an average over trajectories and time) decreases more 
strongly in C8-DNTT-C8 compared to DNTT, indicating more efficient quantum 
delocalization in the former system.
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quantum (de)localization mechanism that mediates charge trans-
port4,25. At 300 K, the charge carrier wavefunction, Ψ(t), is delocalized 
over 65 and 22 molecules in C8-DNTT-C8 and DNTT, respectively. The 
average size of Ψ(t), 〈IPR〉 in equation (9), averaged over time (yellow 
dots in Fig. 5c,d), aligns well with the extension of thermally accessible 
states at a given temperature (Fig. 4)50.

Notably, though Ψ(t) is a finite-size charge carrier—on average over 
the entire swarm of FOB-SH trajectories—each individual trajectory 
reveals that the charge carrier is essentially a highly dynamical ‘flicker-
ing’ object with the tendency to delocalize over an even larger number 
of molecules with respect to its average (see skewed IPR distribution 
in Fig. 5c,d). By following the typical evolution of Ψ(t) at different 
temperatures, we find that, in several instances (shaded regions in 
Supplementary Fig. 18), it undergoes short-lived thermal intra-band 
excitations that bring Ψ(t) from relatively localized tail states to more 
delocalized states closer to the middle of the valence band (Fig. 4). Such 
transient expansions of the wavefunction, by which the charge carrier 
can ‘surf’ highly delocalized electronic states, drive the wavefunction 
displacement to longer distances. The more extended the thermally 
accessible hole eigenstates at the top of the valence band, the higher 
the wavefunction delocalization and consequent long-range displace-
ments that the charge on average can undergo.

The IPR distribution (at all temperatures) is shifted to higher 
values in C8-DNTT-C8 as compared to DNTT, and thermally accessible 
delocalized valence band states, as in the case of C8-DNTT-C8, favour 
a much broader tail at larger IPRs, forming a right-skewed distribu-
tion (Fig. 5c,d). These characteristics underpin the more effective 
transient (de)localization mechanism occurring in C8-DNTT-C8 and, 
thus, the larger mobility found in this system compared to DNTT 
(Supplementary Note 16). In particular, in Fig. 5c,d, we observe that 
the average IPR of Ψ(t) decreases more strongly in C8-DNTT-C8 than 
in DNTT, qualitatively tracking the steepness of the mobility fall-off 
with temperature in the two systems. With decreasing temperature, in 
C8-DNTT-C8, the IPR distributions become skewed comparably more 
strongly towards higher IPR values than in DNTT. This means that the 
transient delocalization mechanism, ruling spatial displacements 
and mobility, is expected to become comparably more efficient in 
C8-DNTT-C8 than in DNTT upon lowering the temperature. Remark-
ably, these results can be traced to the shape of the state-resolved 
IPR reported in Fig. 4 (Supplementary Note 16). By zooming in to 
the tail of the thermally accessible states at different temperatures, 
as shown in Supplementary Fig. 20, we can see how the slope of the 
top valence band edge states (within a few kBT) is much steeper in 
C8-DNTT-C8 compared to DNTT. In C8-DNTT-C8, thermally accessible 
states become consistently more delocalized with decreasing tem-
perature than in DNTT. This larger delocalization partially offsets the 
energy penalty introduced by decreasing the thermal energy available 
for the carrier wavefunction to access those states (Supplementary 
Fig. 22). Thus, we argue that a favourable coupling-sign combination, 
as in the case of C8-DNTT-C8, is not only important for producing 
extended thermally accessible states that yield higher mobilities, 
but also favours an increasingly steeper slope of delocalized states at 
lower temperatures. In other words, the shape of the state-resolved 
delocalized DOS (which in turn depends on temperature, static and 
dynamic disorder, the strength of electron–phonon interactions, the 
coupling-sign relation and so on) arguably provides a fingerprint of 
the mobility’s T dependence for these two high-mobility systems. 
These effects cannot be captured by standard theories such as hop-
ping models or semiclassical band transport (see discussion in Sup-
plementary Note 18).

The considerations made in this work likely apply more broadly to 
other high-mobility OSs (where Hkl > λ/2), though the trends might be 
somewhat blurred by other effects (amount of thermal disorder, unit 
cell area, the magnitude of the reorganization energy, sample purity 
and so on). In Supplementary Fig. 26, we consider the two best-known 

OSs, pentacene and rubrene, and their experimental T-dependent 
mobilities. In pentacene, with a negative coupling-sign relationship 
(as for DNTT), n tends to be generally smaller than for rubrene, for 
which the coupling-sign relationship is positive (as for C8-DNTT-C8). 
The experimental r.t. mobility of pentacene is also lower than that of 
rubrene, echoing the comparison of DNTT and C8-DNTT-C8. These 
observations underline that the transient (de)localization mechanism 
at play is affected differently by the different underlying band structure 
features of the given OS (in addition to other electronic and structural 
properties).

In low-mobility OSs where the charge is fully localized by strong 
local electron–phonon interactions, the interference effects that made 
the relative sign of the coupling important gradually becomes less 
relevant, as one expects for pure hopping transport, and other effects 
may dominate. For instance, Shuai and coworkers showed that nuclear 
quantum effects substantially increase the transport rates, especially 
for systems with large λ values51,52. Therefore, OSs with a high acti-
vation energy barrier (ΔA‡ = λ/4) are likely subject to a comparably 
stronger increase of the mobility at lower temperature than at r.t. 
due to the possibility for the charge to tunnel through the activation 
barrier (tunnelling effects become less relevant at r.t.49). In addition, 
in the hopping regime, non-local electron–phonon coupling might 
enhance mobility through a phonon-assisted transport mechanism 
as predicted by Munn–Silbey theory53,54 and further demonstrated by 
explicit non-adiabatic dynamics as well55.

In conclusion, our work provides a comprehensive description of 
charge transport in two record-mobility OSs, DNTT and C8-DNTT-C8, 
emphasizing how seemingly small changes in chemical structure 
profoundly impact their T-dependent charge carrier mobility. We 
highlight the remarkable agreement between experiment and theory 
as a definite demonstration that charge transport in high-mobility 
molecular semiconductors proceeds through a transient (de)locali-
zation mechanism at the foundation of their different power-law fac-
tors. We have shown that in DNTT and C8-DNTT-C8, which feature 
similar structure, lattice spacing, average couplings and even coupling 
fluctuations, the mobility and, importantly, the T dependence of the 
mobility can be substantially different. This difference can be traced 
to different sign combinations and degree of anisotropy of the largest 
nearest-neighbour couplings within the herringbone layers of these 
systems. While the importance of these two characteristics has been 
appreciated before for absolute mobilities in the context of transient 
localization theory, their relevance to the T-dependent mobility of the 
charge carriers has now been directly and quantitatively established 
using experiment and simulation.
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Methods
Materials and sample preparation
DNTT (Sigma-Aldrich, 99% purity) was used as received. C8-DNTT-C8 
was synthesized according to previously described procedures56. The 
DNTT films and C8-DNTT-C8 films were prepared by organic molecular 
beam deposition in an ultra-high vacuum chamber with a base pressure 
of 10−8 mbar. For deposition, each compound was resistively heated 
in crucibles in Knudsen cells, and the deposition rate and film thick-
ness were monitored during preparation by a quartz crystal micro-
balance, calibrated using X-ray reflectivity measurements. DNTT  and 
C8-DNTT-C8 films of 100 nm and 500 nm thickness were prepared over 
1 cm2 fused silica substrates with a growth rate of 20 Å min–1.

Optical-pump/THz-probe spectroscopy
The details of the THz set-up are described in ref. 57. Briefly, we operate 
the THz spectrometer by Ti:sapphire amplified pulsed laser system with 
the following output features: 800 nm central wavelength, duration 
of ~50 fs and repetition rate of 1 kHz. The THz field is generated using 
optical rectification in a ZnTe crystal (along the <110> orientation). 
The THz field transmitted through the sample is measured in the time 
domain at a chosen delay time, using electro-optical sampling in a 
second ZnTe crystal. The bandwidth of the THz pulse is ~2 THz. Optical 
excitations of the OS samples are conducted by 400 nm pulses, which 
are generated by second harmonic generation in a beta barium borate 
(BBO) crystal. The conductivity of pump-induced charge carriers was 
studied by measuring the THz absorption induced by photoinjected 
charges. Specifically, we monitored the peak absorption of the THz field 
(ΔE = Epump – E) by fixing the sampling beam as a function of the relative 
arrival between the pump and the probe, that is, the pump–probe delay 
time. E and Epump are the THz fields transmitted through the photoex-
cited and unexcited sample, respectively. We then infer the mobility 
as a function of pump–probe delay time, that is, ϕμ, by applying the 
thin-film approximation39 (more details are given in Supplementary 
Note 2), following

σ
Nabs_vol

= (− ε0c(nsub + nair)
l

ΔE
E ) l

Nabs
= Neμ
Nabs_vol

∝ ϕμ (1)

where Nabs is the absorbed sheet photon density, ε0 is the vacuum per-
mittivity, nsub = 1.96 is the THz refractive index of fused silica, nair ≈ 1 is 
the refractive index of the air, c is the speed of light, and l is the thick-
ness of the OS films. The Nabs is obtained as the product of the inci-
dent photon density and the absorbance percentage. The Nabs_vol is the 
number of absorbed photons per volume. During the T-dependent 
OPTP measurements, the samples were placed inside a cryostat under 
vacuum conditions (<2 × 10−4 mbar). Importantly, due to the transient 
nature (~1 ps duration) of the THz pulses, the charge carriers are driven 
over a short length scale (~10 nm), minimizing the probability of charge 
carriers interacting with defects, thereby making THz spectroscopy 
ideal for studying intrinsic local charge carrier mobility in OS films. 
This technique has been widely applied to understanding charge trans-
port effects in inorganic semiconductors40 and high-mobility organic 
semiconductors44,58 (in both thin-film59 and dispersion geometries60).

Drude–Anderson model
The DA model was derived in ref. 41 by Fratini et al. to account for 
the suppression of the conductivity, σ(ν), in the low frequency (ν) 
range due to the presence of dynamical disorder induced by thermal 
intermolecular vibrations. The DA model describes the transport of 
transiently localized charge carriers involving three different time 
regimes. Initially, diffusive transport of free carriers occurs following 
semiclassical Boltzmann theory with an elastic scattering time τ. Then, a 
second timescale τb (>τ) sets in that accounts for ‘backscattering’ events 
leading to the localization of charges due to molecular disorder. The 
dynamical nature of thermal disorder is included via a third, longer 

timescale, τin, which is inversely proportional to the frequency of the 
molecular vibrations coupled to the charge carrier. The DA model 
describes the transport of charges that are subject to localization (due 
to backscattering events) but that can further diffuse over a distance L, 
called the localization length, with a rate 1/τin, owing to molecular vibra-
tions that can trigger charge diffusion and mobility (equation (4))41. In 
essence, the DA model generalizes other phenomenological models 
used to fit the photoconductivity response by addressing localization/
delocalization induced by dynamic disorder. Most importantly, DA 
goes beyond the Drude–Smith model61,62, which was derived to describe 
charge carrier localization effects from static disorder (a discussion of 
the latter model is in Supplementary Note 6).

The DA formula reads as follows:

σ(v) = Ne 2L2
τb − τ

tanh ( hv
2kBT

)

hv
( 1
1 + τ

τin
− i2πvτ

− 1
1 + τb

τin
− i2πvτb

) (2)

where τ represents the elastic scattering; τb is the backscattering time 
(τb > τ), introduced to describe electron localization at longer times; 
and τin is the inelastic time related to the slow intermolecular motion 
responsible for the suppression of the long-time backscattering restor-
ing charge carrier diffusion41. According to this model, besides the three 
different timescales, the product NL2 between the density of charges 
(N) and the squared localization length (L2) constitutes an additional 
fitting parameter.

In Fig. 3, we have fitted the photoconductivity data with the DA 
formula in equation (2) following the procedure outlined in ref. 44. 
Particularly, to limit the number of free parameters, we set τ/τb to 0.1. 
We checked that changing this ratio between 0.1 and 0.01 does not 
appreciably affect the results. We also set τin to be a globally shared 
parameter at all temperatures because it is a material property that can 
be assumed independent of temperature44. We verified the quality of 
this assumption in Supplementary Fig. 27 by explicitly computing the 
power spectral density of the electronic coupling fluctuations directly 
affected by intermolecular nuclear vibrations. We also verified that 
even leaving it as a free parameter, τin does not change significantly 
with temperature. To extract N from the product NL2 we assumed that 
L2 can be replaced by the theoretical value L2th calculated using the 
analytic expression in equation (11) derived within the transient locali-
zation theory framework (see Supplementary Note 23). We refer to N 
calculated from the DA model in this manner as NDA. We estimated this 
value to be NDA = 1.4 × 1018 cm−3 and 3.8 × 1017 cm−3 in DNTT and C8-DNTT- 
C8, respectively, when averaged over all temperatures (Supplementary 
Table 1). As an additional validation that N remains substantially tem-
perature independent, we also calculated this value using the Drude–
Smith fitting of our data (NDS; as detailed in Supplementary Note 6).

The DA model41 allows us to recover the necessary parameters to 
calculate the d.c. conductivity in the limit ν → 0 as

σd.c. (T ) ≅
Ne 2
kBT

L2
2τin

(3)

and so, the mobility in the dilute density carrier’s regime becomes

μ = σd.c.
Ne ≅ e

kBT
L2
2τin

. (4)

From the comparison between equation (3) and equation (10) in 
the following, it is easy to see that the diffusion coefficient can be writ-
ten as D ≅ L 2

2τin
.

FOB-SH non-adiabatic molecular dynamics of hole transport
When it comes to the study of application-relevant nanoscale systems, 
mixed quantum–classical non-adiabatic dynamics using either a fully 
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atomistic4,47 or a coarse-grained description of the nuclear degrees 
of freedom24,63 have proven to be extremely powerful to accurately 
propagate charge carriers25,47,63 or excitons64–67 in OSs. The advan-
tage of non-perturbative algorithms is that no limiting assumptions 
on the actual charge carrier dynamics need to be introduced, as the 
coupled charge-nuclear motion is solved explicitly in real time. The 
wavefunction undergoes (transient) quantum (de)localization along its 
time-dependent dynamics, passing from localized to more delocalized 
states under the influence of thermal motion. Among various tech-
niques, FOB-SH stands out as a fully atomistic mixed quantum–classical 
approach that allows the propagating of the electron–nuclear motion 
in real time for large nanoscale systems. The FOB-SH methodology has 
been described in detail in previous works4,26,47,48. Here, we give only a 
very brief summary of the relevant equations. As is common in many 
OSs4, the valence band of DNTT and C8-DNTT-C8 is well described by 
the following one-particle Hamiltonian (as verified in Supplementary 
Fig. 17):

H(t) =
M
∑
k
ϵk(t)|ϕk⟩⟨ϕk| +

M
∑
k≠l
Hkl(t)|ϕk⟩⟨ϕl| (5)

where ϕk = ϕk(R(t)) is the (orthogonalized) HOMO of molecule k for hole 
transport; M the total number of molecules whose orbitals contribute 
to form the basis of the Hamiltonian; R(t) are the time-dependent 
nuclear coordinates; εk(t) = εk(R(t)) is the site energy, that is, the poten-
tial energy of the state with the hole located at site k; and Hkl(t) = Hkl(R(t)) 
is the electronic coupling between ϕk and ϕl. The Hamiltonian in equa-
tion (5) represents the core of the FOB-SH method. All Hamiltonian 
matrix elements, that is, site energies and couplings, depend on the 
nuclear coordinates, which, in turn, depend on time, as determined 
by the nuclear (molecular) dynamics. To open up applications to large 
supercell sizes, necessary to accurately compute charge transport 
properties in high-mobility OSs, the Hamiltonian matrix elements 
are calculated on the fly using a combination of parametrized classi-
cal force fields for site energies47 and a very efficient analytic overlap 
method68,69 for the computation of the electronic couplings. A full 
description of the technical details and reference calculations needed 
is given in Supplementary Note 9.

Concerning the propagation of the coupled electron–nuclear 
motion, FOB-SH relies on a swarm of classical trajectories which, 
according to Tully’s algorithm70, approximate the evolution of a quan-
tum wavepacket. In FOB-SH the hole carrier associated with each of the 
classical trajectories is described by a time-dependent one-particle 
wavefunction, Ψ(t), expanded in the same (localized) basis that is used 
to represent the Hamiltonian equation (5):

Ψ (t) =
M
∑
l
ul(t)ϕl(R(t)) (6)

where ul are the expansion coefficients. The time evolution of the 
wavefunction is obtained by solving the time-dependent Schrödinger 
equation, which, using Ψ(t) in equation (6), becomes the following:

iℏ ̇uk(t) =
M
∑
l
ul(t) (Hkl(R(t)) − iℏdkl(R(t))) (7)

where dkl = ⟨ϕk|ϕ̇l⟩ are the non-adiabatic coupling elements and ℏ the 
reduced Planck’s constant. The nuclear degrees of freedom are 
propagated according to Newton’s equation of motion on one of the 
potential energy surfaces, ψa, obtained by diagonalizing the Hamil-
tonian equation (5) and denoted as Ea (a indicates the active surface 
on which the nuclear trajectory is running). The nuclear motion 
couples to the motion of the charge carrier via the dependences on 
R(t) in equation (7), resulting in diagonal and off-diagonal electron–
phonon coupling. Notably, the coupling (or feedback) from the 

charge to the nuclear motion is accounted for by transitions of the 
nuclear dynamics (‘hops’) from the potential energy surface of the 
active eigenstate a to the potential energy surface of another eigen-
state j using Tully’s surface hopping probability70. A detailed descrip-
tion of the algorithm is given in ref. 26. FOB-SH is used in combination 
with some important extensions of the original surface hopping 
method70 that are necessary for accurate dynamics: decoherence 
correction, removal of decoherence-correction-induced artificial 
long-range charge transfers, tracking of trivial surface crossings and 
adjustment of the velocities in the direction of the non-adiabatic 
coupling vector in the case of a successful surface hop. We refer to 
refs. 26,48,50,55 for a detailed description and discussion of the 
importance of these additions to the original fewest-switches surface 
hopping method70.

Delocalization and mean squared displacement
A common measure used to quantify the delocalization of a given 
eigenstate ψi of the Hamiltonian in equation (5) is the IPRi:

IPRi(t) =
1

Ntraj

Ntraj
∑
n=1

1

∑M
k
||U

(n)
ki (t)||

4 (8)

where U (n)
ki (t) are the components of the eigenvector ψi (that is, adiabatic 

state i), in trajectory n at a given time t and Ntraj the total number of 
trajectories. Note that ψi can be represented in terms of the localized 
site basis by ψi = ∑M

k Ukiϕk. The numerical value of the IPR represents 
the number of molecules (sites) ψi is delocalized over. In Fig. 4, this 
quantity is binned together with the energy of the corresponding state, 
i, over configurations to produce a two-dimensional histogram. IPRi 
can also be Boltzmann energy weighted to give a thermal average IPR, 
indicated in the text as 〈IPR〉B.

A similar definition can be used to describe the delocalization of 
the carrier wavefunction Ψ(t), obtained by directly solving equation (7)  
along time. In this case, the IPR becomes the following:

IPR(t) = 1
Ntraj

Ntraj
∑
n=1

1

∑M
k
||u(

n)
k (t)||

4 (9)

where u(n)k (t)  are the expansion coefficients of the wavefunction in 
equation (6) at a given time t, in trajectory n. The latter definition can 
be averaged over time to get an average charge carrier size, 〈IPR〉. Equa-
tions (8) and (9) are equivalent only when the wavefunction of the 
system is a pure state (that is, an adiabatic state i of the system). 
Although, quantum decoherence pushes the wavefunction to resemble 
an adiabatic state, generally it remains a superposition of several adi-
abatic states with different weights. Equation (9) takes this mixing into 
account and is more general in characterizing the charge carrier size 
(and less affected by sudden changes in wavefunction character and 
trivial crossings48).

The solution of equation (7) gives also the possibility to compute 
the charge carrier mobility tensor μαβ (where α and β represent Carte-
sian coordinates, x, y or z) as a function of temperature. In particular

μαβ =
eDαβ
kBT

(10)

where e is the elementary charge, kB is the Boltzmann constant and T is 
the temperature. In this work, the a and b crystallographic directions of 
the a–b plane of DNTT and C8-DNTT-C8 (which are both monoclinic) 
were chosen parallel to the Cartesian coordinates x and y. In this rep-
resentation, the off-diagonal components of the mobility tensor are 
zero due to symmetry, and one can consider just the diagonal tensor 
components (along the a and b crystallographic directions).
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The diffusion tensor components, Dαβ =
1
2
lim
t→∞

dMSDαβ(t)
dt

, can be 

obtained as the time derivative of the MSD along the nine Cartesian 
components (MSDαβ) using

MSDαβ =
1

Ntraj

Ntraj
∑
n=1

⟨Ψ (n)(t)|(α − α0,n)(β − β0,n)|Ψ (n)(t)⟩ (11)

where α0,n and β0,n are the initial positions of the centre of charge in 
trajectory n, with α0,n = ⟨Ψ (n)(0)|α|Ψ (n)(0)⟩.

Simulation details
The simulation protocol employed in this work broadly follows the one 
devised in our previous works25,47. For both DNTT and C8-DNTT-C8, a 
series of supercells of increasing size were built from the experimental 
crystallographic unit cell. The dimensions of the largest supercells con-
structed are summarized in Supplementary Table 2. These supercells 
were equilibrated in periodic boundary conditions for the neutral state 
at 150 K, 200 K, 250 K, 300 K, 350 K and 400 K for 500 ps in the canoni-
cal (NVT) ensemble using a Nosé–Hoover thermostat. This step was 
followed by at least 250 ps equilibration in the microcanonical (NVE) 
ensemble. In both cases, a nuclear time step of Δt = 1 fs was used. From 
the NVE trajectories, an uncorrelated set of positions and velocities was 
chosen as the starting configurations for FOB-SH simulations. About a 
thousand molecules of DNTT and C8-DNTT-C8 within their respective 
rectangular region of the a–b high-mobility plane were treated as elec-
tronically active; that is, their HOMO orbitals were used as molecular 
sites for the construction of the electronic Hamiltonian in equation (5)  
(Supplementary Table 2). All other molecules of the supercell were 
treated as electronically inactive and interacted with the active region 
only via non-bonded interactions. FOB-SH non-adiabatic dynamics 
simulations were carried out with a much smaller nuclear time step 
compared to the standard molecular dynamics equilibration step (that 
is, Δt = 0.05 fs for DNTT and Δt = 0.1 fs for C8-DNTT-C8). The electronic 
time step for the integration of equation (7) using the Runge–Kutta 
algorithm to the fourth order was five times smaller than the nuclear 
time step (δt = Δt/5). The small nuclear time steps used in FOB-SH 
were necessary to efficiently tackle trivial crossings and to achieve an 
accurate dynamic. Additionally, all FOB-SH simulations applied state 
tracking for an automatic detection of trivial crossings and a projection 
algorithm for removal of decoherence-correction-induced artificial 
long-range charge transfer26,47,48. For each of the two systems, from 
about 200 to 300 classical trajectories of length 0.8 to 1 ps, depending 
on the size of the system, were run to extract the MSD (equation (11)) 
and related mobility values for all five different temperatures. For each 
temperature, the in-plane mobility (μ〈ab〉) was calculated and averaged 
over at least two different supercell sizes to reduce numerical uncer-
tainty as much as possible (Supplementary Table 7). Convergence of 
the mobilities of both systems as a function of system size has been 
checked and reported in Supplementary Fig. 24. The initial carrier 
wavefunction was chosen to be localized on a single active molecule 
m, Ψ(0) = ϕm, and propagated in time according to the surface hopping 
algorithm in the NVE ensemble. Notably, even though the short-time 
relaxation dynamics of the wavefunction (which is a linear combina-
tion of the valence band states) depends on the choice of the initial 
condition, the long-time diffusive dynamics, diffusion constant and 
average IPR (equation (9)) are the same for different initial states. This 
is because FOB-SH fulfils detailed balance to a very good approxima-
tion thanks to the adjustment of the velocities in the direction of the 
non-adiabatic coupling vector26,50. This essential condition, together 
with a decoherence correction38, ensures that the populations of the 
valence band states reach thermal equilibrium at long times and avoid 
the infinite temperature problem of Ehrenfest dynamics. All simula-
tions were carried out with our in-house implementation of FOB-SH 
in the CP2K simulation package71.

Data availability
The datasets generated and/or analysed during the current 
study are available in the Zenodo repository, https://zenodo.org/
record/8109807. The full data for this study total a couple of terabytes 
and are in cold storage accessible by the corresponding authors and 
available upon reasonable request.

Code availability
The custom FOB-SH code for non-adiabatic molecular dynamics, the 
python code used for the DA analysis and other post-processing tools 
used for this study are available from the corresponding authors upon 
request.
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