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Computing the Lattice Thermal Conductivity of
Small-Molecule Organic Semiconductors: A Systematic
Comparison of Molecular Dynamics Based Methods

Alexandre Vercouter, Vincent Lemaur, Claudio Melis, and Jérôme Cornil*

While the Green-Kubo and non-equilibrium molecular dynamics methods
have been compared quite extensively to calculate the thermal conductivity in
inorganic compounds, there is currently a lack of comparison of these
algorithms with the more recently developed approach-to-equilibrium
molecular dynamics (AEMD) method for other types of materials such as
organic semiconductors. To fill this gap, this article reports a theoretical
description of thermal transport in single crystals made of terthiophene as
prototypical system based on the three most popular molecular dynamics
approaches. A systematic comparison of the computed values of thermal
conductivity and its anisotropy is carried out and the strengths and
weaknesses associated with each method are discussed. Although the three
algorithms give essentially the same trends, this study points to the “AEMD”
approach as the most suitable compromise between accuracy and computing
cost. On the material aspects, the theoretical modeling yields an anisotropic
character of the thermal transport in crystals whose out-of-plane thermal
conductivity component is approximately twice larger than the in-plane
components. The AEMD approach is further used to investigate the influence
of temperature on thermal transport in terthiophene. The trends are utterly
rationalized by relying on the concepts of phonon mean free paths and
phonon group velocities.

1. Introduction

Achieving a comprehensive understanding of heat transport
characteristics in solid-state systems is commonly regarded as
a key feature for a broad range of domains, including thermal
management in micro- and opto-electronic architectures, en-
ergy co-generation or harvesting as well as thermoelectric energy
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conversion to name but a few.[1,2] In analogy
with electrons and photons, phonons have
also been explored as both carriers and stor-
ers of information in computing systems
through the new field of “phononics.”[3,4]

In the past few years, drastic efforts have
been made to both computationally and ex-
perimentally provide new insights on ther-
mal transport for the tailored design of
novel materials; such improvements could
allow tomeet requirements for cutting-edge
technologies like the “internet of things.”[5]

However, the difficulties faced by the sci-
entific community when probing thermal
capacities of solids are so high that this
task can be fairly well described as much as
an exciting than daunting challenge. From
the experimental viewpoint, some studies
based either on the 3𝜔 method[6] or on
frequency/time-domain thermoreflectance
techniques[7,8] have recently provided mea-
surements of phonon mean free paths[9]

(MFPs), hence allowing their use for an
in-depth analysis of heat transport mech-
anisms. Unfortunately, this property alone
appears to be insufficient for the fully qual-
itative interpretation of experimental data

in the very few cases reported so far.[10]

On the theoretical side, a deep description of heat trans-
port phenomena in solid systems at both the micro- and the
nanoscopic scales has been attempted by the development of sev-
eral computational models over the last two decades. This has
witnessed the emergence of a class of ab initio methods solving
exactly (self-consistent or variational approaches)[11,12] or approx-
imately (in the single mode approximation or SMA)[13] the Boltz-
mann Transport Equation (BTE)[14] which was initially formu-
lated by Peierls in 1929. Basically, the BTE framework relies on a
phonon picture in which heat conduction is assumed to be fully
determined by phonon scattering processes and their associated
properties such as phonon frequencies, phonon scattering rates,
and group velocities. To this aim, a clear and suitable descrip-
tion of these quantities can be reached by exploiting the deriva-
tives of the potential energywith respect to atomic displacements.
More precisely, accurate harmonic and anharmonic interatomic
force constants (IFCs) are typically extracted from first princi-
ples calculations based on compression sensing[15] or density
functional perturbation (DFT) theory.[16] However, the ab initio
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evaluation of IFCs is often so computationally demanding that
solving of BTE usually needs to be truncated to the third (or at
most fourth) order derivatives, thereby limiting their domain of
applicability to the study of conductive heat transport at very low
temperatures (i.e., far below the melting point). In any case, one
of the major roadblocks which makes the applicability of such a
sophisticated quantum simulation framework particularly chal-
lenging for the investigation of thermal transport properties in
organic compounds is their high computational workload. In-
deed, the use of DFT-based approaches remains restricted to per-
fectly ordered systems including no more than a few hundred
atoms, therefore rendering first-principles calculations inappro-
priate for the investigation ofmore realistic disordered structures
like molecular crystals, usually displaying non-periodic defects
such as vacancies, dopants, etc. Furthermore, this approach can-
not be employed for reliably modeling the thermal conductivity
of compounds at high temperatures for which higher-than-third-
order anharmonic phonon-phonon interactions have to be taken
into account.
As an alternative to this first class of computational tools, a

second approach[17] based on the evaluation of actual atomic tra-
jectories in the real space has been developed. Herein, the classi-
cal molecular dynamics (MD) framework takes advantage of the
full anharmonicity of empirical many-body potentials to assess
the heat conduction properties of a given system via the compu-
tation of instantaneous heat fluxes or local temperatures. In con-
trast to first-principles approaches, MDmethods can be exploited
on virtually any complex material in whatever state of matter or
thermodynamic condition; the latter is strictly ruled by the na-
ture of the statistical ensemble initially set as input. While per-
forming ab initio calculations on organic supercells of relevant
size still remains beyond the reach of currently available com-
putational resources, MD can be extensively applied to systems
containing up to several millions of atoms with simulation times
extending over one hundred of nanoseconds. Nevertheless, some
other concerns have been raised in the past about the ability of
empirical potentials to reliably capture phonon properties, such
as the phonon spectrum (especially in the high frequency range).
In addition,MD should -in principle- be restrained to simulations
performed at high temperatures where quantum effects aremore
limited. This is motivated by the fact that MD follows a classical
(Boltzmann) distribution while ab initio calculations mainly rely
on quantum (Bose-Einstein) phonon statistics. A strong asset for
MD simulations is the fact that heat transport is typically dom-
inated by low energy lattice phonons, thus minimizing the im-
pact of quantum effects. When applied to molecular crystals, as
it is the case here, the force field used should be critically vali-
dated to ensure that the system vibrates around an equilibrium
geometry close to the experimental X-ray structure and ideally
that the computed lattice phonon frequencies and displacements
match those calculated with sophisticated quantum-chemical ap-
proaches or reproduce experimental Raman or neutron scatter-
ing spectra.[18,19] When using force field- or DFT-based calcula-
tions, a first step is to minimize the crystal unit cell at the chosen
theoretical level in order to fluctuate around the equilibrium ge-
ometry and avoid negative vibrational frequencies. Nevertheless,
a key issue is to make sure that the relaxed structure does not de-
viate too much from the X-ray crystalline structure, which would
have in turn also a profound impact on the phonon density of

states and related properties.[20] When the unit cell geometry is
properly described, it is our experience that lattice phonons com-
puted at the force field versus quantum level behave collectively
in a very similar way.[21] We will not dwell further on this issue in
the present paper whose main goal is to compare three different
algorithms using the same force field.
Basically, the set of MD-based methodologies that can be em-

ployed to compute the lattice thermal conductivity fallmainly into
three categories : i) The Green-Kubo (GK) method[22] provides an
estimate of the thermal transport coefficient via the autocorrela-
tion function of instantaneous heat fluxes which are straightfor-
wardly computed in the course of an NVE (i.e., constant num-
ber of particles N, volume V and energy E) trajectory; ii) the
“Non-Equilibrium Molecular Dynamics” or NEMD requires that
a complete stationary state is established upon application of a
temperature gradient to calculate the lattice thermal conductiv-
ity of a microcanonically (NVE) aged system; iii) the “approach-
to-equilibrium molecular dynamics” (AEMD) deduce the lattice
thermal conductivity from the spontaneous decay of a “step-like”
(AEMD)[23,24] or “sinusoidal” (SAEMD)[25] temperature gradient
toward zero over an NVE run.
A numerical comparison of the performances of these three

methodologies is available in the Literature in the case of bulk
crystalline silicon (c-Si) which is a prototypical system used to
benchmark different MD-basedmethodologies; in contrast, such
a comparison has not been done so far for organic semiconduc-
tors. As shown by Melis et al.,[23] the simulation time needed to
obtain a well-converged thermal conductivity value for a c-Si sam-
ple consisting of 180 000 atoms, using AEMD, is about 200 ps,
which corresponds to 2 × 105 simulation steps (by considering
a time step of 1 fs). On the other hand, as highlighted by He
et al.,[26] such a simulation time drastically increases in the case
of GK and NEMD simulations. In detail, using GK on a system
containing only 1728 atoms, a total simulation time as long as
about 1 ns (106 simulation steps) is needed to estimate the c-Si
thermal conductivity. Using NEMD, a total time of about 2 ns
(2 × 106 simulation steps) is required to reach convergence on
a system containing 11 520 atoms. Noteworthily, Giri, et al.[27]

applied the classical Green-Kubo and non-equilibrium MD ap-
proaches with the polymer consistent force field (PCFF) to de-
rive the lattice thermal conductivity of C60 and PCBM deriva-
tives. However, the authors did not really discuss the benefits
and limitations of the two different computational tools. In an
earlier work, Shi et al.[28] investigated the thermal conductivity
of some 2,7-dialkyl[1]benzothieno[3,2-b][1]-benzothiophene (Cn-
BTBT-Cn) derivatives using the NEMD method. Nevertheless,
they did not pay attention to the thermal transport along the stack-
ing direction, most probably because the layered herringbone
(LHB) arrangement is known to promote a two-dimensional (2D)
charge transport owing to the very small electronic coupling be-
tween molecules lying in adjacent layers.[18,29,30] Interestingly,
some of their other theoretical studies dedicated to the thermal
conduction also ended up with the conclusion that heat transport
was slightly anisotropic in organic small-molecular crystals such
as pentacene[31] or phthalocyanine.[32]

In this context, we conduct here a comprehensive com-
parison of the Green-Kubo, non-equilibrium, and approach-
to-equilibrium MD methods to estimate the lattice thermal
conductivity in a single crystal made of terthiophene (hereafter
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abbreviated 3T). The selection of this small molecule organic
semiconductor as a prototype system is purely pragmatic, as
3T has the main advantage of having a quite simple chemical
structure and a well-defined X-ray structure.[33] In addition, 3T
derivatives (such as dihexylterthiophene) are potential candi-
dates for the elaboration of efficient opto-electronic devices;[34]

short thiophenic segments are also frequently encountered in
many state-of-the-art (co)polymers used in the field of organic
electronics. This paper is organized as follows: after this general
introduction, the different MD-based methodologies employed
for the description of thermal properties in 3T systems will
be succinctly, yet comprehensively, exposed in Section 2. In
Section 3, the thermal conductivities obtained from GK, NEMD,
and AEMD results will be critically discussed. Finally, we will
briefly summarize our main findings in Section 4. For the rest of
the manuscript, we will refer to the phononic component of the
heat transport simply as the “thermal conductivity,” thereby de-
liberately disregarding contributions from electrons to the heat
conduction. As predicted by the molecular Wiedemann-Franz
law,[35] the electronic component of the thermal conductivity in
weakly or undoped organic semiconductors is several orders of
magnitude lower than their lattice counterpart,[36] whose values
lie in the range of 10−2 –100 W m−1 K−1.[37]

2. Atomistic Simulation Methods

2.1. MD Simulation Details

Before applying the Green-Kubo, approach-to-equilibrium or
non-equilibrium MD techniques, all simulation boxes were ini-
tially equilibrated through the following procedure. Samples
have first been minimized with the volume of the experimen-
tal crystalline unit cell kept fixed and were then geometrically
optimized by freely relaxing lattice parameters. These two steps
were achieved by employing the conjugate gradient algorithm
with a 10−8 and 10−8 kcal mol−1 Å−1 energy and force tolerance,
respectively. Thereafter, the MD simulations have been succes-
sively conducted in the canonical (NVT) ensemble and then in
the isothermal-isobaric (NPT) ensemble for 1 ns at a tempera-
ture of 300 K and at a pressure of 1 atm. The chosen tempera-
ture and pressure are consistent with actual experimental con-
ditions for measuring thermal conductivities. For the descrip-
tion of the non-bonded interactions, we use the Particle-Particle
and Particle-Mesh (PPPM) method for van der Waals and elec-
trostatic interactions, with the cut-off set at 10 and 12 Å for each
type of interaction. The equations ofmotion have been integrated
by the velocity Verlet algorithm with time steps as short as 1 fs;
thermostatting and barostatting have been attained by using the
Nosé-Hoover algorithm with a coupling parameter of 0.1 ps and
1 ps, respectively.

2.2. Equilibrium MD

The Green-Kubo (GK) method relies on Equilibrium Molecu-
lar Dynamics (EMD) simulations and makes use of both the
fluctuation-dissipation theorem[38] and the linear response the-
ory to directly access (off)-diagonal components of the second or-
der lattice thermal conductivity tensor, 𝜅𝛼𝛽 . According to the GK

formalism, this quantity can be expressed as the autocorrelation
function of the heat current as:

𝜅𝛼𝛽 =
1

kBT2V

𝜏

∫
0
J𝛼 (0) J𝛽 (t) dt (1)

where, kB, stands for the Boltzmann constant; V, the volume
of the system T, the temperature; 𝜏, the time correlation cor-
responding to a cut-off time beyond which numerical errors
prevent a reliable prediction of the heat current autocorrelation
function;[39] Ji(0), the heat current; and J𝛼(0)J𝛽 (t), the heat cur-
rent autocorrelation function (HCACF). In LAMMPS simula-
tions, computed “heat fluxes” Ji are expressed in energy× velocity
units; their mathematical form will be detailed hereafter. These
quantities are then divided by the volume of the system in the
input file to finally obtain the units of a “real” flux, namely en-
ergy per unit area per unit time. Note that the angular bracket
in Equation (1) denotes an ensemble average and that the up-
per limit of this time integral, known as the correlation length
𝜏, should be high enough to ensure a proper convergence of the
correspondingmatricial elements. In essence, Equation (1) states
that the thermal conductivity is related to how long it takes for
the fluctuations of the heat current Ji(t) to dissipate at equilib-
rium (i.e., until the fluctuations have completely lost the mem-
ory of their original values). Over the years, a fair number of
merits and drawbacks have been addressed to the EMD tech-
nique. On the one hand, two critical points in estimating the
thermal conductivity within the GK approach arise from: i) the
harsh numerical convergence of the heat current autocorrelation
functions; ii) the need for a physically rigorous description of in-
stantaneous heat fluxes (see Section 3.2). On the other hand, the
GK formalism is alternatively praised for having less severe ef-
fects associated to cell size compared to both AEMD and NEMD
methods and for giving a simultaneous access to the full thermal
transport tensor within the course of only one single simulation
(see Section 3.2).

2.3. Non-Equilibrium MD

The second approach followed in this study is the NEMD pro-
tocol. In short, the main principle consists in applying an exter-
nal stimulus on a system in order to get an estimate of the bulk
thermal conductivity by Fourier’s law. Up to date, many ways of
inducing a sustained heat flow or thermal pulse to measure ther-
mal transport properties have been reported in the Literature. In
this current work, we implemented a NEMD method relying on
the approach developed by Müller-Plathe.[40] Herein, the simula-
tion cell is subdivided into multiple slabs of the same thickness
while a constant heat flux is imposed by artificially swapping ki-
netic energies between two spaced regions of the simulation box
(commonly referred to as hot and cold reservoirs). Once the tem-
perature gradient has attained a non-equilibrium steady state, in-
stantaneous temperatures collected for each single slab are aver-
aged over a certain time window. By combining a linear regres-
sion through this set of data with the exactly known amplitude
of the exchanged heat flux, the thermal conductivity can be ulti-
mately estimated.
Contrarily to the EMD method previously described, the non-

equilibrium MD approach benefits from a faster convergence of
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Figure 1. a) Molecular structure of 3T; b) Stick-and-ball representation of a pair of neighboring terthiophene molecules at 0 K. Carbon, hydrogen, and
sulfur atoms are represented in black, grey, and orange, respectively. For sake of clarity, the molecular planes defined by the three sulfur atoms are
represented in blue; c) Probability density in arbitrary units of the dynamical relative orientations of terthiophene molecules, as calculated from 50
snapshots extracted along a 1 ns NPT run for a 5 × 5 × 5 3T supercell. This distribution has been fitted by a Gaussian function (red); the average value
Φth., the associated standard deviation 𝜎, and the X-ray herringbone angle ΦXRD (orange) are also reported. The herringbone arrangement of the 3T
molecules in the ab plane is shown in the inset.

the temperature in comparison to that of the heat flux, hence
generally requiring shorter time simulations to obtain properly
converged results. However, one major pitfall associated with the
NEMD algorithm is that larger simulation boxes are needed to
achieve a size-independent thermal conductivity. To get rid of
these finite size effects, an extrapolation procedure relying on
the Matthiessen’s rule is introduced, thus permitting to extract
a quasi-length-free lattice thermal conductivity from the linear
regression of 1∕𝜅i versus 1∕Li (with Li the length of the box size
along the ith-direction of heat propagation).

2.4. Approach-to-Equilibrium MD

The general scheme of AEMD consists in spatially delimiting
the simulation box in two parts containing a similar amount of
atoms. Once we have ensured that each compartment of the su-
percell has reached a thermal equilibrium after originally setting
them at target temperatures < T1 > and < T2 >, one can dissi-
pate the generated thermal gradient and compute on the fly time-
dependent difference in average temperatures, ΔT = < T1 > – <
T2 > [K], between the two subsystems. The estimation of the lat-
tice thermal conductivity can then be completed in an auxiliary
post processing code (i.e.,R studio) by fitting the previouslymon-
itored temperature profile with an accurate solution of the heat
equation, 𝜕T

𝜕t
= D 𝜕2T

𝜕i2
. The thermal diffusivity, D = 𝜅∕𝜌Cv [m

2

s−1], is the only fitting parameter needed:

ΔT = ⟨T1⟩ − ⟨T2⟩ =
∞∑

n = 1

Cne
−𝛼2nDt (2)

with n an integer and where the coefficients Cn are expressed as:

Cn = 8
(
T1 − T2

) [
cos

(
𝛼nLi
2

)
− 1

]2
𝛼2nL

2
i

(3)

with, Li, the length of the simulation box along the specific direc-
tion of heat propagation and 𝛼n = 2𝜋n/Li. In the end, the ther-
mal conductivity, 𝜅 [Wm−1 K −1], can be guessed from the above-
mentioned relationship, as long as the mass density, 𝜌 [kg m−3],
and the volumetric heat capacity, Cv [J kg

−1 K−1], of the system
have been correctly estimated by means of classical MD simula-
tions. A more detailed description of the theoretical procedures
followed to assess the validity of the calculated 𝜌 and Cv will be
given in the related subsections.

3. Results and Discussion

3.1. Validation of the Force Field

The building of the terthiophene simulation boxes was based on
the 3T structure reported in ref. [33] (Figure 1a) in which the unit
cell of 3T is monoclinic (with a space group P21/c). The corre-
sponding lattice parameters of the unit cell are: a = 15.410 Å, b =
5.709 Å, c = 26.052 Å, 𝛽 = 97.770°. At room temperature, this or-
ganic compound is known to crystallize in a herringbone packing
pattern, with a herringbone “edge-to-face” angle between vicinal
molecules equal to 55.14° (i.e., the “low temperature” or LT poly-
morph).
Choosing an adequate empirical many-body potential is a

very important criterion for gauging the reliability of classical
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MD simulations. To be consistent with prior works reported in
the Literature on similar organic systems,[28,31,41,42] all molecu-
lar mechanics and dynamics calculations were executed by the
open-source classical molecular dynamics (MD) simulation code
LAMMPS. The 3T molecule was modeled according to a specifi-
cally tailored version of the Optimized Potentials for Liquid Sim-
ulations All-Atoms (OPLS-AA) force field together with NBO-
charges which were obtained via an NPA (Natural Population
Analysis) using the Gaussian package with the PBE (Perdew-
Burke-Ernzerhof) functional and the 6-311G(d,p) basis set. All
default parameters in the bonding and non-bonding terms were
taken from the LigParGen free server database; most of them
appropriately reproduce X-ray bond lengths or carbon-sulfur-
carbon X-ray angles (see Figure S2, Supporting Information).
Nevertheless, particular attention should be addressed to mimic
the torsion potential calculated at the Möller Plesset 2 level with
a cc-pVTZ basis set (MP2/cc-pVTZ) between two adjacent thio-
phene units. A fitting procedure was then set up to capture as
close as possible the minima and the barriers of the MP2 energy
profile. As can be seen in Figure S1, Supporting Information, we
truly determined a satisfactory combination of cosine terms to fit
reasonably well this dihedral potential. When employed with the
equilibration protocol outlined in Section 2.1 of this paper, such
a finely tuned version of the OPLS-AA force field yields lattice pa-
rameters for a 3T supercell analogous to available experimental
X-ray data (see Table S1, Supporting Information) and – no less
importantly – it reliably models the layered herringbone packing
of these organic molecules. This is evidenced by computing and
comparing the herringbone angleΦ [°] between adjacent terthio-
phenemolecules with corresponding X-raymeasurements (ΦXRD
≈55.14°).[33] To computationally evaluate the herringbone angle
Φ, we defined and measured the angle enclosed by the normals
to the molecular planes of two neighboring 3Tmolecules (see in-
set of Figure 1c). For ease of computation, we arbitrarily imposed
these virtual planes to encompass the three sulfur atoms present
in each molecular fragment (see Figure 1b). Such a procedure
has been simultaneously repeated for all pairs of molecules be-
longing to a 5 × 5 × 5 supercell in 50 snapshots produced along
a 1 ns NPT trajectory, thus allowing us to build some solid statis-
tics. The fluctuations in Φth can be quantified by the standard
deviation, 𝜎 [°], of its distribution. As reported in Figure 1c, the
MD calculated herringbone angle Φth follows a Gaussian distri-
bution, with an average value, < Φth > [°], and a standard devia-
tion, 𝜎 [°], of 53.61° and 7.56°, respectively. Interestingly, the ther-
mally induced molecular motions do not significantly affect the
room temperature equilibrium crystal geometry since the stan-
dard deviation, 𝜎 [°], is quite small. Through the analysis of the
resulting histogram, we also found that the average MD calcu-
lated herringbone angle matches fairly well its experimental X-
ray counterpart.
After this equilibration setup, the density, 𝜌 [g cm−3], of the

3T bulk sample is estimated to be 1.49 g cm−3 at room tempera-
ture. The experimentally determined density of 3T is 1.50 g cm−3,
which is in good accordance with the density of our simulated
structure. We consider this agreement with experimental densi-
ties satisfactory, which validates in turn the usage of the OPLS-
AA force field for estimates of the thermal conductivity (see Sec-
tion 2.4).

3.2. Equilibrium MD Results

3.2.1. Formulation of the Heat Flux

As already mentioned, the exact definition of heat current is of
prime importance to accurately describe thermal transport coeffi-
cients using the Green-Kubo approach or any MD-based method
that relies on the direct computation of instantaneous heat fluxes.
In the regular version of the LAMMPS code, these heat currents
are expressed in a virial stress formulation as follows:

J⃗ (t) =
∑
i

𝜀iv⃗i −
∑
i

siv⃗i (4)

Herein, v⃗i is the velocity of atom i; 𝜀i is the total energy density
associated with atom i and si is the per-atom stress component.
For allm-body potentials in which the atom i is included, Pmi, the
virial term is given by:

si =
1
V

4∑
m = 2

∑
Φ∈Pmi

1
m

∑
j∈Φ

r⃗jF⃗jΦ (5)

where, F⃗jΦ, is the force on the atom j due to a specific potentialΦ.
However, this virial stress approximation has been recently chal-
lenged by several works,[43,44] demonstrating that the definition in
Equation (5) applies only to two-body potentials (i.e., atomic crys-
tals) and not to many-body potentials (i.e., molecular systems),
as it was commonly accepted. In turn, Boone et al. developed a
non-virial derivation of the instantaneous heat flux:

J⃗ (t) =
∑
i

𝜀iv⃗i + 1
V

4∑
m = 2

∑
Φ∈Pm

⎛⎜⎜⎝
1
m

∑
{i,j}∈(Φ)2

[
r⃗ij(F⃗iΦ.v⃗i − F⃗jΦ.v⃗j)

]⎞⎟⎟⎠ (6)

This corrected version of the instantaneous heat flux can be
easily implemented in LAMMPS via the GitHub page (at https:
//github.com/wilmerlab/lammps) and is strictly equivalent to
the previous virial expression when employed on a two-body po-
tential system. They also pointed out that the error associated
with the total heat flux calculationwas found to be directly propor-
tional to the amount of energy transferred via the angular (three-
body;m = 3) and dihedral (four-body;m = 4) potential terms; this
leads to an overestimation of heat fluxes and so, uncertainties
in the computation of the thermal conductivity. In a concern for
stringency, corrected and uncorrected LAMMPS virial stress heat
fluxes will be subsequently and comparatively employed in this
study, to consider how the choice can affect the final estimate of
the thermal conductivity (see next subsection).

3.2.2. Convergence of HCACFs

Once the equilibration procedure described in the Methods sec-
tion is achieved, we apply the Green-Kubo formalism to systems
described using periodic boundary conditions (PBC). As a quick
reminder, the estimation of the thermal conductivity through
Equation (1) necessarily requires the direct computation of in-
stantaneous heat fluxes. To do so, heat currents were collected
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Figure 2. a) Top: convergence of the normalized autocorrelation function for the heat flux computed at room temperature along the crystallographic
direction a in a 3T sample containing 1000 molecules (5 × 5 × 5 supercell) for a single trajectory using Equation (6); bottom: the corresponding thermal
conductivity. b–d) Running thermal conductivities (𝜅) from the EMD method for a 3T sample containing 1000 molecules (5 × 5 × 5 supercell) using
Equation (6) as a function of the correlation time 𝜏 along directions a, b, and c, respectively.

during an 2 ns NVE run (with a time step of 0.5 fs) and their au-
tocorrelation was achieved by means of fast Fourier transforms
within a post-processing step.[45] Note that heat current autocor-
relation functions were sampled at every two time steps, to find a
compromise between a better accuracy of the correlation integral
and a reasonable amount of computational data to treat. For our
materials, we define the volume, V [Å3], from the cell parameters
averaged over the last 500 ps of the NPT trajectory.
FFigure 2a portrays the resulting normalized heat current au-

tocorrelation function and the corresponding thermal conductiv-
ity as a function of the correlation length on a 5 × 5 × 5 supercell,
using Equation (6) for heat flux computations. Based on these re-
sults, it is clear that this above-described computational scheme
is not suitable for achieving well-converged thermal conductivi-
ties due to the noise in the tail of the heat current autocorrela-
tion functions. The convergence period is thus not long enough
to deduce any reliable thermal conductivity values. To overcome
this issue, a somewhat rough but convenient method has been
developed alternatively by McGaughey et al.[46] and applied suc-
cessfully to a wide range of materials, such as metal oxides[47] or
2D organic materials.[48] This procedure consists in performing
parallel NVE simulations (differentiated by random initial veloci-
ties) and then performing a running average of the integral of the
corresponding HCACFs by overlapping blocks of a few thousand
steps (typically, 5000). The present procedure allows to smooth
out short-term fluctuations in HCACF integral without affecting
the overall trend. In theory, each of these starting configurations

should yield the same thermal conductivity value, provided that
the selected correlation window, 𝜏, as well as the total simulation
time for sampling heat fluxes are longer than the total lifetime
of fluctuations in the equilibrium state of the system. However,
such a way of proceeding would largely exceed available com-
putational resources and then rapidly become infeasible for the
study of realistic systems. In this context, they suggested to aver-
age the set of data obtained from the various replicas and predict
the final thermal conductivity as soon as a convergence region is
eventually identified. In this prospect, it is shown in Figure 2b–d
that running averaged 𝜅 ii (black solid lines) converges well in the
range of 150 to 200 ps. 40mean values were thus extracted in this
range to access a representative mean value and associated stan-
dard statistical errors. As a result, it is found that even though the
thermal conductivity might not independently converge for each
propagation direction (red, blue, and green curves), a global con-
vergence of the average thermal conductivity can be ultimately
achieved (black curves).
Using this computational setup, we obtain thermal conduc-

tivities of 𝜅aa = 0.78 ± 0.04 W m−1 K−1, 𝜅bb = 0.95 ± 0.04 W
m−1 K−1 and 𝜅cc = 1.75 ± 0.09 W m−1 K−1 along the crystallo-
graphic directions a, b, and c using Equation (6). The correspond-
ing values are 𝜅aa = 0.88 ± 0.06 W m−1 K−1, 𝜅bb = 0.75 ± 0.03 W
m−1 K−1 and 𝜅cc = 1.30 ± 0.07 W m−1 K−1 using Equation (4),
respectively. Note that associated error bars were calculated as
the standard deviation divided by the square root of the number
of independent runs. The corresponding thermal conductivities
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along directions a, b, and c employing the regular version of the
LAMMPS code have been plotted in Figure S3, Supporting In-
formation. For ease of comparison between values deduced from
various protocol methods and along different crystallographic di-
rections, we rely on the concept of anisotropic thermal conduc-
tivity ratio, 𝜅 i/𝜅 j. Hence, the thermal conductivity ratios a/b, c/a,
and c/b are 0.82, 2.24, and 1.84 using Equation (6) and 1.17, 1.47,
and 1.73 using Equation (4); respectively. Surprisingly, it appears
that both formulations of the instantaneous heat flux yield rela-
tively similar results only along the a–axis while the GK values of
𝜅bb and 𝜅cc are about 27% smaller and 35% higher using Equa-
tion (6) with respect to those obtained from Equation (4). These
discrepancies between values predicted along directions b and c
are particularly challenging to explain since no direct correlation
can be expected between a truncated estimation of heat fluxes due
to an unphysical definition of J(t) and the corresponding thermal
conductivity predicted. Moreover, things are made more compli-
cated by the fact that the statistical approach followed in this sec-
tion might possibly hinder errors made in each trajectory, there-
fore attenuating greatly the impact of the exact formulation of
the heat flux on final estimates of 𝜅. Hence, the relative agree-
ment between predictions along the a–axis could be the result of
error cancellations. Concerning the anisotropic thermal conduc-
tivity, a direct comparison between the two sets of data indicates a
quite pronounced anisotropy of the thermal transport with both
the virial and non-virial formulations of J(t); this is coherent with
the predictionsmadewith the two other out-of-equilibriummeth-
ods (see Sections 3.3 and 3.4). Finally, it should be stressed that
if the methodology proposed by McGaughey actually offers the
promise of providing properly converged results regardless of the
formulation of the instantaneous heat flux considered, this proto-
col still remains very computationally demanding in comparison
to both AEMD and NEMD methods (see Sections 3.3 and 3.4).

3.2.3. Size Effect

In order to eradicate size artifacts that are likely to affect the pre-
diction of the thermal conductivity, we ran test cases at room tem-
perature on 3T supercells of various sizes. We rely once again
on 40 independent trajectories and 2 ns long simulations (with
a time step of 0.5 fs) for each cell size. Within the Green-Kubo
approach, the simulation results usually exhibit a much weaker
dependence on size compared to both NEMD and AEMD meth-
ods. As evidenced on Figure 3, calculated 𝜅 of 3T supercells for
samples ranging from 216 to 1000 molecules are modified by
less than 8% along each of their three crystallographic direc-
tions. Indeed, the very few examples reported so far in the Litera-
ture achieve size-independent thermal conductivities by applying
the GK formalism on simulation boxes usually consisting of less
than a few hundreds of molecules.[27,49]

The most likely reason for this observation is that the evalua-
tion of 𝜅 using the GK method only requires a sufficiently com-
plete sampling of the phonon population dominating heat con-
duction. Consequently, the dimension of simulation boxes has to
be large enough to ensure a reliable sampling of the phonons,
thereby allowing for a converged prediction of thermal conduc-
tivities with increasing size. Interestingly, such a length indepen-
dence in the GK framework is typically observed with simula-

Figure 3. Room temperature thermal conductivity in 3T estimated by
EMD, as a function of the number of molecules contained in periodically
repeated 2 × 2 × 2, 3 × 3 × 3, 4 × 4 × 4 and 5 × 5 × 5 supercells along
the crystallographic directions a (red), b (blue) and c (green). Each point
is averaged over 40 independent simulations which were differentiated by
random initial velocities. The time window selected for the averaging is
between correlation time of 150 and 200 ps.

tion cells comparatively much smaller than those employed in
the other two sets of classical approaches, hence considerably re-
ducing the computational cost required for the estimate of 𝜅. On
the other hand, this apparent saving of computational resources
is largely counterbalanced by the need to treat several dozens of
independent samples to get a converged value of 𝜅 with a low
uncertainty, as has been pointed out in the previous subsection.
This ultimately makes this method numerically challenging to
apply.

3.2.4. Off-Diagonal Elements of the Thermal Conductivity Tensor

Taking advantage of the Green-Kubo formalism, we calculated
next the off-diagonal components of the thermal conductivity ten-
sor via cross-correlations of HCACFs. From the results reported
in Figure S4, Supporting Information, it is clearly observed that
the diagonal elements of the thermal conductivity are main con-
tributors to the total heat transport in 3T crystals since the off-
diagonal thermal conductivities are negligible, with associated
values close to zero or slightly negative. In details, we calculated
𝜅ab = 0.043 W m−1 K−1, 𝜅ac = −0.022 W m−1 K−1 and 𝜅bc =
−0.028 W m−1 K−1 using Equation (6). The Green-Kubo method
has the advantage over both the AEMD and NEMD protocols that
it gives access to the full thermal conductivity tensor within the
course of one single trajectory. On the other hand, such an abil-
ity has a limited interest in the specific case of 3T crystals whose
heat conduction appears to be largely dominated by 𝜅aa, 𝜅bb, and
𝜅cc.

3.3. Non-Equilibrium MD Results

We now turned to the investigation of the thermal transport in
3T systems by means of a NEMD approach. For this prospect,
the chosen simulation sizes consisted of 16 to 64 unit cells for
the directions a and b, and from 5 to 44 unit cells for the direc-
tion c, respectively. After running convergence test cases, their
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Figure 4. a) Induced temperature profile along the applied heat flux direction for a b-elongated supercell. The red and blue arrows denote the heat
source and heat sink, respectively; b) Temperature evolution with time for both heat sink and heat source of two a-elongated supercells with Na set to
16- (lavender lines) and 40-unit cells (mustard lines), respectively. Note that kinetic energies were swapped every 250 fs in both cases.

lateral sections were eventually built with periodic boundaries us-
ing 3 × 2, 2 × 2 and 2 × 4 3T supercells to mimic an infinitely
large cross-section when the thermal conductivity was calculated
along the directions a, b, and c in our all simulations, respectively.
Following the equilibration procedure detailed previously in Sec-
tion 2.1, systems were analyzed within the microcanonical en-
semble (NVE) for 500 ps. The time step for all MD simulations is
still fixed to 1 fs. Thereafter, NEMD simulations were conducted
underNVE for 5 to 6 ns. In practice, supercells were consequently
subdivided into Nmultiple bins parallel to the box face along the
heat transport direction. We draw attention to the fact that in the-
oretical works previously reported,[27,31,32,50] this parameter was
arbitrarily set to N = 20 or N = 30. In this study, we decided to
systematically adapt the number of slabs N in each specific sys-
tem in a such way that all slabs within a supercell enlarged in
a given direction of heat propagation contain approximately an
equal fraction of molecules (i.e., N = 10 for a 10 × 3 × 2 super-
cell, N = 16 for a 16 × 3 × 2 supercell, etc.).
As sketched in the inset of Figure 5, the middle region (red ar-

row) and an outermost slab (blue arrow) are set as the heat source
and heat sink, respectively. Afterward, an initial heat flux was im-
posed via the Müller-Plathe algorithm by exchanging atomic ki-
netic energies every 250 time steps between heat and cold reser-
voirs in order to create and then maintain a sustainable tem-
perature gradient throughout the whole simulation box (see Fig-
ure 4b). The selection of this specific value is directly based on
benchmark calculations performed on a medium-size supercell
elongated along the a–axis and for which the influence of the ve-
locity swapping on the estimate of 𝜅 has been carefully investi-
gated, see Table S2, Supporting Information. What is astonish-
ing in the analysis of these data is that the linear response theory
holds, regardless of the intensity of imposed heat fluxes. Hence,
these results indicate that computed thermal conductivities are
negligibly impacted by the rate in the velocity swapping, with
thermal conductivity values remaining nearly constant even for
heat fluxes on the order of ≈1011 W m−1.
For all NEMD calculations on 3T systems, the generated steady

thermal pulses lied in a range of 100–250 K, 50–100 K, and 100–
200 K for a-, b- and c-elongated supercells, respectively. Finally,
the Fourier’s heat law is used to further extract thermal conduc-
tivity values fromNEMDsimulations, using the following expres-
sion:

J⃗ = −𝜅∇T (7)

Figure 4a displays a resulting steady state temperature profile
for a b-elongated supercell of intermediate size; this example is
fully representative of the other crystal orientations and simu-
lation cell lengths under study. It is found that deviations from
linearity arise in slabs acting as heat source and heat sink. In ad-
dition, these nonlinear effects become even more pronounced
when the induced thermal gradient increases (i.e., when increas-
ing simulation box length, Li), as shown in Figure S5, Supporting
Information. As suggested by D. Wang et al.,[31] these artifacts
in temperature profiles can be partially attributed to unphysical
exchanges of momentum between hot and cold reservoirs. To re-
duce statistical errors in the estimate of 𝜅, we will exclude in the
following points in the hot and cold slabs from the slope of a
least-square fit of T(t) versus distance (see the red solid line in
Figure 4a).
It is worth noting that the total production run has been

adapted based on the size of systems studied. This methodologi-
cal choice is justified by Figure 4b, in which the temperature evo-
lution with time of the heat source and heat sink are represented
for two a-elongated supercells with small- and long-size lengths.
These curves reveal that the induced thermal offset ΔT(t) is di-
rectly proportional to the corresponding simulation cell dimen-
sion, La. Subsequently, the increasing rate of ΔT(t) gets slower
while increasing the cell size along which the thermal conductiv-
ity is calculated for a given velocity swapping. More precisely, a
constant thermal gradient ΔT(t) ≈ 100 K is attained in less than
0.5 ns for a supercell elongated 16 times along direction a while
almost 2 ns is required for achieving a steady ΔT(t) ≈ 250 K in a
40-unit cell system. Accordingly, the total simulation time in all
NEMD simulations lasts from 5 to 6 ns; the system is set out of
equilibrium within the first 1 or 2 ns and the thermal conductiv-
ity is then calculated during the remaining 4 ns. To estimate the
associated standard deviations (i.e., error bars of dots in Figure 5
and Figure S6, Supporting Information), the last 4 ns production
run was split into 4 independent time blocks, with each block cor-
responding to a 1 ns trajectory. Then, the corresponding thermal
conductivity was estimated for each portion i and the standard
deviations 𝜎2 were deduced from their averaging.
In contrast to the EMDmethod, such a manner of accounting

statistical errors in the estimate of the thermal conductivity
via the non-equilibrium MD approach is far less computation-
ally prohibitive than producing the mean of 𝜅 over several 6
ns-long independent trajectories. Finally, one common arti-
fact usually faced when performing NEMD simulations on
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Figure 5. The calculated inverse of thermal conductivity 1/𝜅b with differ-
ent sizes Lb, and linear extrapolation of 1/𝜅b versus 1/Lb using NEMD
simulations. Sketch of the Müller-Plathe algorithm is shown in inset (as
inspired by the ref. [42]).

non-orthorhombic supercells is that the heat propagates in a
direction perpendicular to the cell wall rather than along the real
crystal directions a, b, and c. Transposed to our 3T system, this
implies that heat fluxes are imposed along directions a, b, and
c* instead of c due to the monoclinic character of its unit cell
(𝛽 = 97.770°). In order to provide a consistent comparison with
simulation data obtained from both GK and AEMD methods,
extra care has been exercised to properly realign lattice vectors
of c-elongated supercells via the Materials Studio software in
such a way that their c–axis corresponds to the actual thermal
conduction direction, as shown in the inset of Figure S6, Sup-
porting Information. “Infinite-length” thermal conductivity
values are obtained from the linear fit of data collected along
each crystallographic direction (see Figure 5 for axis b) according
to a Matthiessen-like relationship: 1∕ 𝜅i = (1∕𝜅∞) .(1 + 𝜆∕Li).
These are found to be: 𝜅a = 1.01 ± 0.03 W m−1 K−1, 𝜅b = 0.77
± 0.02 W m−1 K−1 and 𝜅c = 1.69 ± 0.06 W m−1 K−1, respectively.
The corresponding thermal anisotropy indices a/b, c/a, and c/b
are 1.31, 1.67, and 2.19, respectively.
Unsurprisingly, thermal conductivities exhibit a stronger size

dependence in comparison with the GK approach. Indeed, such
trends are expected since phonons with longerMFPs are believed
to contribute more significantly to the conductive heat trans-
port when increasing cell lengths while phonon boundary scat-
terings are reduced. Similarly to our previous predictions based
on the Green-Kubo method, we again highlight an anisotropy in
the thermal conductivity in 3T crystals, with the highest ther-
mal conductivity value predicted along the interlayer axis with
respect to those in-plane. Such a directional dependence in 𝜅 can
be attributed to the structural anisotropy of the layered herring-
bone packing crystal. A comparison with results obtained from
the GK method using Equation (4) clearly indicates that ther-
mal conductivities along the three principal axes are higher with
NEMD, although the same empirical many-body potential was
employed in both cases. Compared to the virial GK formula, the
non-equilibrium MD approach overestimates 𝜅 by about ≈15%
and ≈30% along the a– and c–axes while a quantitative agree-
ment is observed only in the direction b. In principle, these two

approaches are supposed to give similar results. This discrep-
ancy can be convincingly rationalized by the fact that contrarily
to the Green-Kubo formalism, the NEMD method provides the
upper limit of thermal conductivity for the bulk since extrapo-
lated predictions refer to an infinitely long sample in a purely
diffusive regime with perfect crystallinity. Hence, unsuppressed
finite size effects in Green-Kubo method could be at the origin
of slight underestimations of 𝜅 with respect to NEMD. Never-
theless, this argument has a limitation: our previous simulations
based on the non-virial GK formula show that the thermal con-
ductivity along the b–axis is on average 27% larger than that com-
puted by Fourier’s law (see Section 3.1); this overestimation is not
exactly in line with rules dictated by finite size effect theories. In
addition, most of the theoretical methodologies implemented in
this work have predicted a thermal conductivity ratio a/b larger
than the unity (see the central part of Table 1) while this trend
was not observed solely with the non-virial GK formula. In this
regard, it is our feeling that much caution has to be exercised
when considering results obtained from Equation (6) and that
data provided by the virial GK formula might be more meaning-
ful for a relevant comparison with the other two computational
tools.

3.4. Approach-to-Equilibrium MD Results

3.4.1. Heat Capacity

As mentioned before, trustworthy estimates of the thermal con-
ductivity within the approach-to-equilibrium MD approach im-
plies to correctly predict the mass density 𝜌 and the volumetric
heat capacityCv of the system. The heat capacity,Cv [J mol−1 K−1],
was calculated for the terthiophene (3T) following the methodol-
ogy proposed by McGaughey and Kaviany.[46] In detail, the total
energy E of a 5 × 5 × 5 3T supercell is computed at T = 288,
293, 298, 303, and 308 K in a 1 ns-long microcanonical MD run
and the results are averaged over the last 50 ps using 10 differ-
ent initial configurations as starting points. According to classical
thermodynamics, the heat capacity Cv can be deduced as the first
derivative of the total energy E with respect to the temperature T
at constant volume V (see Figure S7, Supporting Information):

Cv =
𝜕E
𝜕T

||||V (8)

The linear fitting of E(T) gives a specific heat equal to Cv =
25.049 J mol−1 K−1 at room temperature, which is in good agree-
ment with the value predicted by the Dulong-Petit theory (CDP

v
≈ 24.942 J mol−1 K−1), stating that the heat capacity, Cv, of any
material is equal to 3R, with R the perfect gas constant. For ease
of computation, this basic model, built upon the hypothesis that
atomic motions can be treated as a collection of classical har-
monic oscillators vibrating around their equilibrium positions,
will be assumed as a reasonable approximation to the real quan-
tum behavior and thus employed in this study.

3.4.2. Finite Size Effects and Extrapolation Rule

In MD simulations, it is well known that the prediction of the
thermal conductivity depends on the actual length Li of the
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Table 1. Left: Bulk thermal conductivities, 𝜅 i,∞, along the three main crystallographic directions a, b, and c for 3T systems using GK with two different
formulations of instantaneous heat flux, NEMD, and AEMD using two different analytical fitting models; middle: associated thermal conductivity ratios,
𝜅 i,∞/𝜅 j,∞; Right: Corresponding computational costs for each approach..

𝜅 i,∞
*) 𝜅 i,∞/𝜅 j,∞ Computational

cost#)

Method a b c a/b c/a c/b a b c

GK using
Equation (4)

0.88 0.75 1.30 1.17 1.47 1.73 53.3 53.3 53.3

GK using
Equation (6)

0.78 0.95 1.75 0.82 2.24 1.84 53.3 53.3 53.3

NEMD 1.01 0.77 1.69 1.31 1.67 2.19 51.0 51.0 53.0

AEMD using
Equation (9)

1.06 0.81 1.97 1.29 1.87 2.41 23.0 24.0 19.5

AEMD using
Equation (10)

1.14 0.79 2.06 1.44 1.81 2.61 23.0 24.0 19.5

∗)Thermal conductivities are given in W m−1 K−1;
#)
Computational cost is given in mega time steps.

Figure 6. Thermal conductivity (𝜅) of 3T systems computed along the crystallographic directions a, b, and c at room temperature, as a function of the
length of the periodic slab (Li) using approach-to-equilibrium molecular dynamics (AEMD). Orange and purple dotted lines represent a fit to Equa-
tions (9) and (10), respectively.

selected simulation cells, especially when sample dimensions are
smaller than the average phonon MFP governing heat transport.
These finite size effects can significantly vary depending on the
kind of MD-based methods chosen for computing 𝜅.
Within the AEMD approach, finite size effects are believed to

strongly affect the evaluation of the bulk thermal conductivity.
Over the recent years, several theoretical models have been de-
veloped to take them into account. As for the non-equilibrium
MD approach, a Matthiessen-like relationship based on the ki-
netic theory definition of the heat transport[51] has first been used
to extrapolate a thermal conductivity at the infinite limit 𝜅

∞
from

a set of 𝜅(Li) computed for several samples of length Li, as:

𝜅
(
Li
)
= 𝜅∞∕

(
1 + 𝜆

Li

)
(9)

where 𝜆 has the dimension of a length. In this mathematical fit-
ting function, a Li-dependence is explicitly introduced via an ad-
ditional term accounting for scattering processes due to the pres-
ence of system/thermal reservoir boundaries, the latter playing
the role of diffusive interfaces. Until very recently, this formula-
tion developed by Schelling et al. (as well as the one very similar
proposed by Sellan et al.[52]) was supposed to be a “cardinal” rule

to suppress size effects while estimating the thermal conductivity
by means of out-of-equilibrium MD runs.
However, in the AEMD approach, the effective size effect can-

not be physically attributed to phonon boundary scatterings since
no other sources of scattering except the phonon-phonon terms
are supposedly present. Alternatively, Zaoui et al.[53] developed an
analytical fitting model in which acoustic phonons are regarded
as main carriers of heat at the microscopic level:

𝜅
(
Li
)
= 𝜅∞

(
1 −

√
Λ
Li

)
(10)

with Λ, another parameter also expressed in length unit. As can
be seen on Figure 6, extrapolation to 1/Li ≈ 0 using these two
fitting procedures yields very similar results, despite the fact of
having been derived under different assumptions. In details, we
obtained thermal conductivities 𝜅a = 1.06 ± 0.02 W m−1 K−1, 𝜅b
= 0.81 ± 0.03 W m−1 K−1 and 𝜅c = 1.97 ± 0.08 W m−1 K−1 using
Equation (9) and 𝜅a = 1.14 ± 0.02Wm−1 K−1, 𝜅b = 0.79 ± 0.03W
m−1 K−1 and 𝜅c = 2.06 ± 0.07 W m−1 K−1 using Equation (10).
These observations are in good accordance with those reported
in one earlier work[25] in which Puligheddu et al. compared these
two fittingmodels when applying the sinusoidal AEMDapproach
for the study of thermal transport on a prototypical system of
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Figure 7. a) The average temperature difference ΔT(t) as simulation time progresses, with increasing simulation box size Lb, fitted to an exponential
function. The inset shows ΔT as a function of simulation time for real values (blue-colored line) and the fitting line (black-colored smooth line) for the
case ofNb = 70 unit cells (≈40 nm); b) The calculated inverse of thermal conductivity 1/𝜅b with different sizes Lb, and linear extrapolation of 1/𝜅b versus
1/Lb using AEMD simulations.

c-MgO. Besides, it is worth noticing that such a comparison has
not been done so far for organic semiconductors. For sake of con-
sistency, we will thus employ the same extrapolation procedure
(i.e., the “Schelling model”) to fit and compare results deduced
from both NEMD and AEMD methods in our theoretical bench-
mark.

3.4.3. Critical Comparison of MD-Based Results

Following the equilibration protocol described in detail in Sec-
tion 2.1, we applied the approach-to-equilibrium MD methodol-
ogy on 3T systems. First, an initial “step-like” thermal pulse be-
tween the two halves of the simulation cells ΔT0 was set at 100
K for all cell sizes La and Lc, and at 150 K for simulation boxes
of cell size Lb. Such huge thermal offsets should guarantee a bet-
ter precision on the fitting time, with decay signals clearly dis-
tinguishable from remaining thermal noises at equilibrium.[53]

Practically, the chosen systems were split into two regions which
were subsequently thermalized at different temperatures during
two consecutive NVT simulations of 250 ps each. Afterward, this
initial constraint is removed through a NVE run to let the sys-
tem free to reach thermal equilibrium (ΔTt>>0 ≈ 0 K). It should
be noted that the duration of this last simulation is specifically
adapted to the length of the system. From the check of conver-
gence with respect to the cross-section, Sij, of samples used (see
Figure S8, Supporting Information), we have observed that the
variation of thermal conductivity is around 7.4% for Sbc rang-
ing from 3 × 2 to 4 × 3 terthiophene supercells along a, around
2.6% for Sac ranging from 2 × 2 to 3 × 3 unit cells along b
and around 2.9% for Sab ranging from 2 × 3 to 3 × 4 lattice
units along c, respectively. Such slight variations indicate that
𝜅 is marginally affected by the change in corresponding cross-
sections.[54] Based on the above benchmark, we chose to apply
the approach-to-equilibriumMDmethodology on supercells hav-
ing a cross-section of 3 × 2 lattice units along the direction a, of
2 × 2 lattice units along the direction b and of 2 × 4 lattice units
along the direction c, respectively. For each of the investigated di-
rections, we took care to choose the length Li for samples much
longer than the corresponding cross-section of the supercells, in

order to be certain of inducing a 1D heat transport along the de-
sired ith–axis. In details, cell size Li was varied from 10 to 64 lat-
tice units with 7 intermediate points for the a–axis, from 10 to 76
lattice units with 10 intermediate points for the b–axis, and from
5 to 44 lattice units with 5 intermediate points for the c–axis, re-
spectively.
Figure 7a displays the fitted time-decaying temperature dif-

ferences ΔT(t) between the right and left parts of a collection
of supercells elongated along the direction b. From the anal-
ysis of these curves, it appears that increasing the cell length
Lb may substantially delay the dissipation of the thermal pulse
while slightly enhancing the fitting accuracy. Still, it is found
that the approach to thermal equilibrium occurs in a fast tran-
sient regime even for the largest systems under study, such as
the 2 × 76 × 2 3T supercell whose ΔT has nearly fallen down
to 0 K after only 1.5 ns. Interestingly, this remarkably reduces
the computational cost with respect to the other GK and NEMD
techniques.
Each dot in Figure 7b has been obtained by accurately fitting

monitored ΔT(t) (blue line shown in the inset of Figure 7a) to an
exponential function based on five terms (see Equation (2)), to
give the thermal diffusivityD and finally the thermal conductivity
𝜅(Lb), provided that the volumetric heat capacity Cv and density
of the system 𝜌 have been properly defined. Note that a fitting
function based on five terms appears to be the best compromise
between reasonable computational time and sufficient accuracy
for the estimation of the lattice thermal conductivity. It is worth
noting that the use of Equation (2) as fitting mathematical func-
tion is supported by the curve plotted in the inset of Figure 7a
where the transient to the equilibrium temperature is clearly ex-
ponential. Figure 7b shows the inverse of the calculated thermal
conductivity as a function of the inverse of the super cell length
Lb. Corresponding plots for the directions a and c can be exam-
ined in Figure S9, Supporting Information. Linearly extrapolat-
ing 𝜅(Li) to the limit of Li → ∞ using Equation (9) yields thermal
conductivities of 𝜅a = 1.06 ± 0.02 Wm−1 K−1, 𝜅b = 0.82 ± 0.05 W
m−1 K−1 and 𝜅c = 1.97± 0.07Wm−1 K−1, and corresponding ther-
mal anisotropy ratios of a/b, a/c, and c/b are 1.29, 1.87 and 2.41,
respectively. Interestingly, these theoretical predictions are again
very similar to the previous simulation data calculated using
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the same OPLS-AA force field with both the Green-Kubo and
non-equilibrium MD methods.
Accordingly, a detailed comparison of values collected from

this set of computational tools clearly highlights an anisotropic
thermal transport in terthiophene crystals, with thermal conduc-
tivities nearly two times higher along the direction c with respect
to those along the a– and b–axes. However, the absence of corre-
sponding experimental thermal conductivity measurements pre-
vents at this stage a better evaluation of the level of accuracy for
each of these MD-based methods. On the contrary, a meaningful
overview of their computational performance is readily accessi-
ble. In the GK case, the slow convergence of heat fluxes implies
to run MD with relatively long simulation times in order to sup-
press the noise in the tail of heat current autocorrelation func-
tions. In addition, converged predictions based on the Green-
Kubo formalism can only be achieved by averaging data obtained
from a large panel of parallel independent runs (up to 40 trajec-
tories), thereby increasing significantly the overall computational
cost. When using the non-equilibriumMD formulation, the total
simulation time required to obtain a reliable thermal conductiv-
ity value is related to i) the time needed to put the system out of
the equilibrium by inducing a stable thermal gradient between
its two extremities (ranging between 1 and 2 ns); ii) an additional
time period (≈4 ns) to keep the system in this stationary state
and to predict the thermal conductivity while making sure to re-
duce uncertainties in the determination of 𝜅. In contrast to the
other two methods, the AEMD approach makes use of the expo-
nential decay of the initially imposed thermal offset to accurately
evaluate the thermal conductivity on a much shorter time win-
dow (i.e., approximately within a few hundreds of picoseconds in
most cases).
Taking advantage of thismuch cheaper computational burden,

the AEMD approach will now be exploited to study the influence
of temperature on the thermal transport in organic crystals.[42]

3.4.4. Temperature Dependence

To gain insight in the temperature dependence of the thermal
conductivity of single crystals made of terthiophene, we ap-
plied here the approach-to-equilibrium MD protocol following
a methodology proposed by Wang et al.[42] The selection of this
method is justified by the previous benchmark in which we have
demonstrated that the AEMD was the most suitable method in
terms of both accuracy and computational workload to assess
thermal conductivities in this organic prototypical system.
For each temperature, we have first equilibrated three different

configurations which were initially obtained at selected temper-
ature from an initialization with different atomic velocities fol-
lowing a Maxwell-Boltzmann distribution, as we did for the GK
approach. Afterward, we calculated their corresponding average
thermal conductivities and standard deviations, here ascribed as
statistical errors. More precisely, the AEMDmethodology was ap-
plied on a set of temperatures ranging from 100 K to 350 K with
an interval of 50 K. It is worth mentioning that no quantum ef-
fects are expected to arise under these conditions since the se-
lected target temperatures remain above the range of Debye tem-
perature, 𝜃D [K], scarcely reported for organic materials (i.e., far
below 100 K). For each direction of interest, the initially imposed

Figure 8. Temperature dependence of the thermal conductivity for 3T
along a, b, and c directions. Solid lines represent fitting curves between
𝜅 and T based on the relation: 𝜅 ∝ 1∕T.

temperature gradients as well as the cross-sectional size of the
simulation boxes were the same as that in the previous AEMD
simulations performed at RT. These choices are motivated by
making the assumption that the dependence of 𝜅 with both the
cross-section and ΔT0 changes marginally with temperature. To
reduce the computational cost, we decided to carry out calcula-
tions on a single sample (displaying an “intermediate” length)
per direction, namely: a-22 unit cells; b-22 unit cells; and c-14
unit cells.What actuallymatters themost in our opinion is to pro-
vide relative variations of 𝜅 with temperature rather than accurate
“infinite-length” values since no experimental thermal conduc-
tivity of terthiophene is currently available for a direct compari-
son.
Figure 8 displays the thermal conductivity of terthiophene

along the three crystallographic directions at different simula-
tion temperatures. Similarly to the thermal transport previously
studied at room temperature, the temperature effect on 𝜅 is also
anisotropic, as suggested in Figure 8. In particular, our theo-
retical results show that the thermal conductivities of terthio-
phene along the directions a and c are reduced by ≈27% when
the temperature rises from 100 K to 350 K. On the contrary, the
thermal conductivities along the direction b remain nearly un-
changed, with a decrease of only ≈11% through the whole tem-
perature range. Such findings can be theoretically rationalized
by introducing two supplementary physical quantities: phonon
MFPs and phonon group velocities. Of notable interest is that
the phonon MFPs, LMFP [nm], can be extracted from the ana-
lytical equations associated with the extrapolation curves. With-
out dwelling on theoretical concepts that have been discussed in
more details in one of our previous papers,[36] we simply men-
tion here that such a deduction is made possible by combin-
ing the kinetic formulation of the thermal conductivity (namely,
𝜅 = 1

3
𝜌Cv𝜏

2
bulkLMFP, where 𝜏bulk [ fs] is the bulk phonon relaxation

time) with the decomposition of 𝜏bulk into separate terms due to
the independence of the various scattering events arising in the
system, as predicted by the Matthiessen’s rule. The calculated av-
erage phononMFPs along directions a, b, and c are 11.1, 5.9, and
8.0 nm for 3T at room temperature, while phonon group veloci-
ties yield an order c > b > a.
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Based on these results, it is found that crystalline 3T exhibits
longer average phonon MFPs along the directions a and c with
respect to that along the direction b and a larger average phonon
group velocity along the c–axis with respect to those along the a–
and b–axes. As already described elsewhere in the Literature,[42,55]

it is widely admitted that phonon-phonon Umklapp (U-) scatter-
ing becomes predominant as the temperature increases, hence
presumably giving rise to a notable drop of the thermal conduc-
tivity following the relationship: 𝜅 ∝ 1∕T . In the U-process, two
phonons with wavevectors K1 and K2 give rise to a new third
phonon whose resulting wavevector K3 is “folded back” by the re-
ciprocal lattice vectorG. Therefore, the energy is conserved in the
U-process, but not the momentum: this means that the phonon–
phonon Umklapp scattering directly contributes to the total ther-
mal resistivity. When the temperature rises, phonon MFPs are
expected to be reduced through U-processes but this effect is
likely to impact less thermal transport along the direction b since
both the MFP and the group velocity are already much shorter
than those along the a– and c–axes. Moreover, the assumption
of a predominant “Umklapp regime” in terthiophene crystals is
supported by fitting our MD results with an expression based on
the Callaway’s model,[56] which assumes that 𝜅(T) decreases at
higher temperatures according to 𝜅 ∝ T−1.

4. Conclusions

In summary, we have achieved a detailed comparative study of the
classical GK, NEMD, and AEMD approaches with the all-atom
version of theOptimized Potential for Liquid Simulations (OPLS-
AA) force field for deriving the room temperature lattice ther-
mal conductivity of crystalline 3T. Corresponding thermal con-
ductivities and associated anisotropic coefficients deduced from
the above set of computational tools are summarized in Table 1.
In order to consistently estimate and compare their compu-

tational performances, the total number of time steps required
for estimating “infinite-length” thermal conductivity values by
means of the GK, NEMD, and AEMD approaches have also been
indicated on the right of Table 1. Note that this quantity has been
divided by three in the specific case of the Green-Kubo formalism
since all diagonal elements of the thermal conductivity are ac-
cessible from one single trajectory. Concerning the GK method,
it is found that carrying out multiple independent trajectories
for smaller time durations (≈2 ns) is more effective to get prop-
erly converged thermal conductivities than performing one sin-
gle calculation for a very large number of time steps. It should be
noted that this statement holds regardless of the definition of the
heat flux considered. In more detail, using the non-virial formu-
lation of J(t), different trends are observed for the heat conduction
with respect to those computed from both AEMD and NEMD ap-
proaches. Intriguingly, we showed that the non-virial definition
of the heat flux overestimates the GK value of 𝜅b compared to
Fourier’s law, which appears to be odd with regular finite size ef-
fect theories. This coupled with a thermal conductivity ratio a/b
unusually smaller than the unity raises doubts about the abil-
ity of Equation (6) to reliably estimate the thermal conductivity
within the Green-Kubo method. In the Green-Kubo formalism,
the entire lattice thermal conductivity tensor can be fully deduced
from one single trajectory, unlike the NEMD and AEMD meth-
ods which necessitate several simulations in each direction to

achieve the same result. However, our calculations revealed that
off-diagonal contributions to the total conductive heat transport
are clearly negligible, therefore diminishing substantially the rel-
evance of such a feature over the other two out-of-equilibrium
approaches.
A more satisfying agreement is achieved between NEMD and

AEMD predictions, both for absolute and relative values. Nev-
ertheless, the AEMD approach completely outperforms NEMD
in terms of computational resources. This can be readily ex-
plained by the fact that the thermal conductivity is computed in
a transient regime instead of a steady state within the AEMD,
which is much less computationally prohibitive. Hence, typi-
cal simulation times to attain equilibrium are shorter by about
a factor of 2 to 4, compared to those required by the NEMD
method. In detail, using AEMD approach instead of NEMD, the
total amount of computational resources required for achieving
“infinite-length” thermal conductivity values is divided by a factor
ranging between 2.1 and 2.7 (see the right part of Table 1). Last,
the approach-to-equilibrium MD method can be almost seen as
a “parameter-free” model whose implementation is very easy in
comparison with other approaches such as Green-Kubo.
As a result of this benchmark, the approach-to-equilibrium

MD method was then applied over a certain range of temper-
atures on 3T systems to further discuss the dependence of 𝜅
on factors other than crystal orientations. Strikingly, the tem-
perature dependence of heat transport was also found to be
anisotropic. To get a better understanding of the thermal effect
on 𝜅, phonon MFPs and phonon group velocities have been es-
timated in the three main directions of heat propagation. We es-
tablished that thermal conductivity demonstrates an Umklapp
scattering-dominated temperature evolution (𝜅 ∝ T−1), which
is consistent with previously reported data on similar organic
compounds.[42]
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