Accuracy of ChatGPT-Generated Information on Head and Neck and Oromaxillofacial Surgery: A Multicenter Collaborative Analysis
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Abstract

Objective. To investigate the accuracy of Chat-Based Generative Pre-trained Transformer (ChatGPT) in answering questions and solving clinical scenarios of head and neck surgery.

Study Design. Observational and valuative study.

Setting. Eighteen surgeons from 14 Italian head and neck surgery units.
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Methods. A total of 144 clinical questions encompassing different subspecialities of head and neck surgery and 15 comprehensive clinical scenarios were developed. Questions and scenarios were inputted into ChatGPT4, and the resulting answers were evaluated by the researchers using accuracy (range 1-6), completeness (range 1-3), and references’ quality Likert scales.

Results. The overall median score of open-ended questions was 6 (interquartile range[IQR]: 5-6) for accuracy and 3 (IQR: 2-3) for completeness. Overall, the reviewers rated the answer as entirely or nearly entirely correct in 87.2% of cases and as comprehensive and covering all aspects of the question in 73% of cases. The artificial intelligence (AI) model achieved a correct response in 84.7% of the closed-ended questions (11 wrong answers). As for the clinical scenarios, ChatGPT provided a fully or nearly fully correct diagnosis in 81.7% of cases. The proposed diagnostic or therapeutic procedure was judged to be complete in 56.7% of cases. The overall quality of the bibliographic references was poor, and sources were nonexistent in 46.4% of the cases.

Conclusion. The results generally demonstrate a good level of accuracy in the AI’s answers. The AI’s ability to resolve complex clinical scenarios is promising, but it still falls short of being considered a reliable support for the decision-making process of specialists in head-neck surgery.
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Chat-Based Generative Pre-trained Transformer (ChatGPT)¹ is an advanced artificial intelligence (AI) language model developed by Open Artificial Intelligence. The first version was released in November 2022 and quickly became the fastest-growing application in history, counting 100 million active users as of February 2023.² It is based on the Generative Pre-trained Transformer 4 architecture and is designed to understand and generate human-like text responses in a conversation. ChatGPT has been trained on a wide range of data sources, making it capable of providing information, answering questions, and engaging in conversation across various topics.

The potential impact of ChatGPT on health care is substantial. First, ChatGPT could be used to assist health care professionals in diagnosing medical conditions by analyzing patient symptoms, medical history, and other relevant information. This could lead to faster and more accurate diagnoses, improving patient outcomes.³⁻⁵ Second, ChatGPT can help synthesize and analyze vast amounts of medical literature, which could lead to the discovery of new treatments, medications, or a better understanding of diseases. The potential of ChatGPT in medical writing is currently the most studied and discussed in the literature.⁶⁻⁸ Third, ChatGPT could be used as a supplementary learning tool by medical students and professionals, as it can provide explanations, answer questions, and help review medical concepts.⁹⁻¹¹ Finally, ChatGPT could power virtual assistants that help patients manage their health, provide information about medications and treatments, and answer common health-related questions.¹²⁻¹⁴

However, it is essential to consider the ethical implications and data privacy concerns related to using AI in health care, as well as to ensure that AI systems are properly validated and tested before implementation. This is important because this large amount of information is accessible to a lay public that does not have the means to criticize the information and can create unattainable expectations, misinformation, or influence the relationship between the patient and the professional.¹⁵,¹⁶

Despite the extensive literature discussing the potential benefits and possible negative aspects of using ChatGPT in scientific research processes,¹⁷,¹⁸ there remains a significant gap in understanding its applications in clinical settings. In particular, the quality of information provided by ChatGPT to health care professionals and patients has not been thoroughly explored.¹³,¹⁴,¹⁹⁻²³ Additionally, there is a noticeable absence of research addressing the role of ChatGPT in head and neck pathology.

The primary objective of this study was to comprehensively assess the quality of responses generated by ChatGPT across various branches of head and neck surgery. This investigation also aims to evaluate the quality of ChatGPT’s analysis of commonly encountered clinical scenarios in head and neck surgery departments, such as differential diagnoses, treatment planning, and patient counseling.

By conducting this in-depth examination, we hope to shed light on the practical applications and limitations of ChatGPT in the specialized field of head and neck surgery, providing insights into the potential use of AI in assisting health care professionals in diagnosing and treating patients, as well as enhancing patient education and understanding of their conditions. Moreover, this study seeks to contribute to the ongoing discourse on the ethical implications and responsibilities associated with utilizing AI-based tools in medical practice.

Materials and Methods

Setting
In February 2023, a research group was established to investigate the potential applications of AI platforms in head and neck surgery. This collaborative effort involved 18 surgeons from 14 different Italian head and neck surgery centers, encompassing a wide range of expertise
and experiences. The research group aimed to explore the practicality, effectiveness, and reliability of AI platforms in various head and neck surgery-related tasks and decision-making processes. The requirement for an ethical review and approval was waived because the study did not include any analysis of humans or animals.

**Working Group**

For the purposes of this study, the participating researchers were strategically divided into 8 working groups based on their respective areas of expertise. This division was designed to ensure comprehensive coverage of the different areas of head and neck surgery, including: pathology of the salivary glands, oral oncology, reconstructive surgery, facial nerve reanimation; sinonasal pathology; traumatology of the mandible, the mandibular condyle and the middle and upper third of the face, malformation pathology, orthognathic surgery, pathology of the temporomandibular joint and oral surgery.

**Outcomes**

Each group was tasked with leveraging their specific expertise to develop a set of 6 clinical questions that would challenge the AI platform. The 6 questions were divided as follows: 3 open-ended questions and 3 closed-ended questions (true or false).

For each of the 2 categories, researchers were asked to generate 3 questions of increasing difficulty (easy, medium, and hard). The difficulty level of each question was subjectively assessed by the researchers, based on their expertise and understanding of the subject matter as previously described.23

Closed-ended questions were included to compel the AI system to provide a definitive answer, while open-ended questions allowed for a broader exploration of the AI system’s problem-solving abilities. The researchers were instructed to propose questions that could potentially yield universally accepted answers. To ensure that the questions were well-structured and sufficiently specific, the researchers were asked to frame the questions in a comprehensive manner, providing enough context and information for the AI system to generate an absolute response. Furthermore, the researchers prepared a series of 15 comprehensive clinical scenarios, drawing inspiration from genuine cases that were assessed at their respective affiliated medical facilities. Each scenario includes detailed patient histories, along with signs and symptoms exhibited by the patients, with the primary objective of evaluating the AI platform’s proficiency in accurately framing the patient’s clinical context and subsequently proposing a suitable diagnostic pathway. The scenarios encompassed cases in traumatology, oral oncology, and salivary gland pathology.

Upon completion, all questions and clinical scenarios were submitted for collective review and approval by the entire research group. This process facilitated a thorough evaluation of the questions’ quality, relevance, and consistency within the context of head and neck surgery applications. Any necessary revisions and refinements were made during this stage, ensuring that the final set of questions was both challenging and appropriate for testing the AI platform. Binary questions were included only if all researchers agreed on the answer, otherwise, the question was modified or elaborated on until full consensus was reached. The complete set of clinical questions and scenarios is presented in Supplemental Tables S1-S3, available online.

**ChatGPT Analysis**

In order to ensure consistency in the study, a single researcher inserted all the questions and clinical scenarios into the ChatGPT version 4 on March 27, 2022. For each question, the researcher instructed the AI to provide specific answers, taking into account all available guidelines before submitting the question. In cases where a dichotomous response was expected, the AI was asked to respond with either “true” or “false” exclusively. Additionally, for the clinical scenarios, the AI was requested to identify the most probable diagnosis and to outline the most appropriate diagnostic pathway for the described case. For both open-ended questions and clinical scenarios, the AI was also asked to provide all bibliographic references from which it drew information to formulate the response.

All responses obtained through this process were meticulously recorded and provided to the researchers for evaluation. In this way, each answer was subsequently evaluated by 18 different researchers. As described by Johnson et al.,23 the researchers assessed the accuracy and completeness of the open-ended answers and the clinical scenarios using 2 predefined scales. For accuracy, a 6-point Likert scale was employed, with 1 representing a completely incorrect response, 2 denoting more incorrect than correct, 3 indicating an equal balance of correct and incorrect elements, 4 signifying more correct than incorrect, 5 representing nearly all correct, and 6 being entirely correct. As for completeness, a 3-point Likert scale was used: 1 stood for an incomplete answer that only addressed some aspects of the question with significant parts missing or incomplete, 2 represented an adequate answer that addressed all aspects of the question and provided the minimum information required for completeness, and 3 denoted a comprehensive response that covered all aspects of the question and offered additional information or context beyond expectations.

Researchers were asked not to express a judgment if they did not know the topic and were therefore unable to evaluate the answer. Dichotomous questions were evaluated solely on the basis of whether the responses were correct or incorrect. The bibliographic references were preliminarily evaluated by 2 independent reviewers who discharged references to nonexistent sources.
The remaining references were then subjected to analysis by the reviewers, alongside the corresponding answer provided by the AI. The reviewers assessed the relevance of the proposed question, the quality of the bibliographic references, their timeliness, and the extent to which they justified the given answer. Based on these criteria, the reviewers expressed a judgment on the quality of the bibliographic references using a Likert scale ranging from 1 (no or poor quality of bibliographic references) to 5 (excellent quality of bibliographic references). The clinical scenarios were also provided to a second-year head and neck surgery resident, who was asked to respond to the proposed questions in his native language. The resident was given the opportunity, just like the AI, to access information available on the internet and from any bibliographic source if deemed necessary. The responses provided by the AI and the surgeon were blindly evaluated by 3 independent senior reviewers using the same methodology mentioned above.

**Statistical Analysis**

Statistical analyses were performed using Jamovi version 2.3.18.0, a freeware and open statistical software available online at www.jamovi.org. Categorical variables are reported in numerals and percentages of the total. Descriptive statistics for quantitative variables are given as the median (interquartile range [IQR]) or mean ± standard deviation. The interrater reliability of accuracy and completeness scores for open-ended questions and clinical scenarios was evaluated using Cronbach's α. Differences in accuracy and completeness scores between groups of different difficulty levels and distinct question categories were assessed using the Kruskal-Wallis test. To evaluate the differences between each subgroup, a post hoc analysis was performed with the Dwass-Steel-Critchlow-Fligner method. The differences in the proportion of correct dichotomous responses among various subgroups were assessed using Fisher's exact test. The differences in accuracy, completeness, and references' quality scores between the responses provided by the second-year resident and ChatGPT were evaluated using the Wilcoxon signed-rank test. The level of statistical significance was set at P < 0.05 with a 95% confidence interval.

**Results**

The analysis encompassed a total of 15 clinical scenarios and 144 questions (72 open-ended and 72 binary) spanning across 12 subspecialties within head and neck surgery. The complete set of questions and answers can be found in Supplemental Tables S1-S3, available online. **Table 1** presents a few examples of questions with varying levels of difficulty and the corresponding answers provided by ChatGPT.

**Open-Ended Questions**

A total of 1072 evaluations were collected and analyzed from the 18 reviewers, who assessed 72 open-ended questions (224 missing evaluations in the data set). The overall median score for accuracy was 6 (IQR: 5-6; mean 5.43 ± 1.03), while the median score for completeness was 3 (IQR: 2-3; mean 2.7 ± 0.55). An excellent internal consistency was observed among the reviewers' assessments for both accuracy (Cronbach's α = .974) and completeness (Cronbach's α = .955). The differences in accuracy scores between groups of questions, subdivided by difficulty levels, were found to be statistically significant (Kruskal-Wallis χ² = 10.9; P = 0.004). Post hoc analysis revealed significant differences between easy (median 6 [IQR: 5-6]; mean 5.55 ± 0.83) and intermediate (median 6 [IQR: 5-6]; mean 5.52 ± 0.84) questions compared to hard questions (median 6 [IQR: 5-6]; mean 5.22 ± 1.31), but no significant differences were observed between easy and intermediate questions themselves (Figure 1A). The differences in completeness scores were also statistically significant (Kruskal-Wallis χ² = 7.74; P= 0.021) but only between easy (median 3 [IQR: 3-3]; mean 2.74 ± 0.48) and hard (median 3 [IQR: 2-3]; mean 2.62 ± 0.6) questions and not between easy and intermediate (median 3 [IQR: 3-3]; mean 2.72 ± 0.51) and between intermediate and hard questions (Figure 1B). No significant differences were found between the accuracy (Kruskal-Wallis χ² = 13.9; P = 0.238) and completeness (Kruskal-Wallis χ² = 19.7; P = 0.177) scores between the questions in the different sub specialties of head and neck surgery considered. Overall, the reviewers rated the answer as entirely or nearly entirely correct (ie, accuracy score 5 or 6) in 87.2% of cases and as comprehensive and covering all aspects of the question (ie, completeness score 3) in 73% of cases (Table 2). Considering the median of the scores reported by the reviewers for each question: all questions except 1 reported accuracy values of at least 5 and 93.1% reported a completeness score of 3 (Supplemental Table S1, available online). A total of 218 bibliographic references were provided for the 72 open-ended questions. Of these, 109 (50%) referred to nonexistent articles. Of the remaining 109 references, 22 (10.1%), contained partial errors in the authors’ list, year, volume, and page references, or in the digital object identifier. Finally, 87 references (39.9%), were found to be completely correct. Upon review, the median quality score for the sources used by ChatGPT was determined to be 1 (IQR: 1-3). Only 10 responses were supported by bibliographic sources deemed to be of good or excellent quality (eg, a quality score of 4 or 5) (Supplemental Table S1, available online).

**Closed-Ended Questions**

The analysis of 72 responses provided by ChatGPT to true-false forced-choice questions revealed that the AI model achieved a correct response in 84.7% of the cases (11 out of 72 wrong answers) (Supplemental Table S2.
<table>
<thead>
<tr>
<th>Category</th>
<th>Question</th>
<th>ChatGPT-4 answer</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Open-ended Reconstruction</strong></td>
<td><strong>Easy</strong> Before performing which type of reconstructive flap is it appropriate to perform the Allen test?</td>
<td>Allen’s test is typically performed before setting up a radial forearm free flap, which is a reconstructive procedure that uses skin, subcutaneous tissue, and fascia from the forearm to repair defects in other parts of the body, particularly the head and neck region. The radial forearm free flap is often favored for its thin and pliable tissue, making it suitable for various reconstructive purposes. Allen’s test is used to assess the blood supply and patency of the ulnar artery, which is important because the radial artery is usually sacrificed during the flap harvest. The test ensures that the hand will still receive adequate blood supply after the procedure. If Allen’s test indicates inadequate blood flow through the ulnar artery, the surgeon may consider an alternative flap or donor site to minimize the risk of complications.</td>
</tr>
</tbody>
</table>
| **Medium**                   | What tests should be performed to assess the feasibility of a free fibula flap? | Before performing a free fibula flap, a thorough preoperative evaluation is necessary to ensure the safety and viability of the flap. The primary goal is to confirm adequate blood supply in the lower leg and foot, as the peroneal artery, which supplies the fibula flap, will be sacrificed during the procedure. Two common tests to evaluate the vascular supply are:  
  1. **Ankle-Brachial Index (ABI)**: ABI is a noninvasive test that compares the blood pressure in the ankle to the blood pressure in the arm. It helps to assess the overall arterial circulation in the lower extremities and can identify any peripheral arterial disease that may contraindicate the use of a fibula flap.  
  2. **Doppler ultrasound**: A Doppler ultrasound can provide real-time visualization of the blood flow in the lower leg vessels, including the peroneal, anterior tibial, and posterior tibial arteries. It helps to evaluate the patency of these vessels and identify any anatomic variations that may impact the flap harvest. In addition to these tests, some surgeons may perform additional imaging studies, such as CT angiography or MR angiography, to further assess the vascular anatomy and the precise location of the perforating vessels that supply the fibula flap. Finally, clinical examination is essential, and the surgeon may perform a manual test, such as the capillary refill test or the toe pulse test, to confirm adequate blood flow in the foot before proceeding with the flap harvest. |
| **Hard**                     | Which technical modification of the free fibula flap allows for the restoration of proper bone thickness and facilitates the placement of dental implants? | The double-barrel fibula-free flap is a technical modification that allows for the re-establishment of correct bone thickness and facilitates implant rehabilitation. In this technique, the harvested fibula bone is longitudinally split into 2 segments, which are then stacked on top of each other to create a double-layered, or "double-barrel," construct. This double-barrel construct provides increased bone thickness and height, which can better mimic the native jaw bone’s dimensions. This technique is particularly useful in reconstructing the mandible or maxilla after resection due to cancer or other causes, as it offers several advantages for dental implant rehabilitation: |

(continued)
Table 1. (continued)

<table>
<thead>
<tr>
<th>Category</th>
<th>Question</th>
<th>ChatGPT-4 answer</th>
</tr>
</thead>
</table>
| Enhanced bone thickness | The double-barrel fibula-free flap provides increased bone thickness, which is crucial for the proper placement and stability of dental implants. | 1. 
|| Improved osseointegration | The increased bone thickness can lead to better osseointegration and the long-term success of dental implants. | 2. 
|| Easier implant placement | The double-barrel construct offers a larger surface area for implant placement, which can facilitate the surgical procedure and improve the chances of successful implant integration. | 3. 
|| Improved aesthetics and function | With the double-barrel fibula free flap, the reconstructed jawbone can more closely resemble the native jaw's dimensions, leading to better aesthetic and functional outcomes, including improved dental occlusion and facial contour. | 4. 

It is essential to consider that the double-barrel fibula-free flap may not be suitable for all patients and situations, and the decision to use this technique should be made on a case-by-case basis in consultation with the patient and a multidisciplinary team of specialists. The patient's overall health, the size of the defect, and the quality of the fibula bone should be taken into consideration when planning the reconstruction.

Closed-ended
Oral oncology
Easy
Leukoplakia is a precancerous condition
Oral tongue
Squamous cell carcinoma of 0.5 cm with a DOI < 3 mm is classified as T2.
Elective neck dissection is indicated in a cT4cN1cM0 squamous cell carcinoma of the retromolar trigone

| Oral oncology Medium |

| Clinical scenario n° 1 |

I saw a 43-year-old male patient in good general health. The patient reports having detected an asymptomatic rounded subcutaneous lesion of about 2 cm in diameter immediately below the left ear for about 3 months. For 10 days the patient has had difficulty moving the left side of the mouth. In your opinion what is the most probable cause? What tests do you recommend to perform?

I am not a doctor, but I can try to provide some general information that you could discuss with a health care professional. It is essential to consult with a medical professional for a thorough examination and accurate diagnosis. Based on the information provided, one potential cause to consider might be a parotid gland lesion, such as a benign or malignant tumor. Facial nerve weakness could be a sign of involvement of the facial nerve (cranial nerve VII), which runs through the parotid gland. However, there are various other potential causes for the symptoms, so it is crucial to get a professional evaluation. To determine the underlying cause, a health care professional may recommend the following tests:

1. **Physical examination**: A thorough examination of the head and neck region, including assessment of the cranial nerves, can provide essential information.
2. **Imaging studies**: Ultrasound, CT, or magnetic resonance imaging can help evaluate the lesion and surrounding structures, including the parotid gland and facial nerve.

(continued)
available online). Fisher’s exact test identified significant differences in error rates depending on the subspecialty in question. Specifically, ChatGPT exhibited considerably higher error rates in the fields of malformative pathology (83.3%), reconstructive surgery (50%), and condylar traumatology (33.3%) (Table 3). The differences between the various subgroups of questions, identified by the level of difficulty, were not significant ($P = 1$) (Table 3).

**Clinical Scenarios**

Overall, 268 assessments of 15 clinical scenarios were included and analyzed (2 assessments missing from the
data set). The inter-rater reliability was high for both accuracy (Cronbach’s $\alpha = .875$) and completeness scores (Cronbach’s $\alpha = .792$). ChatGPT provided a fully or nearly fully correct diagnosis in 81.7% of cases (median accuracy score 6 [IQR: 5-6], mean 5.2 ± 1.06) (Figure 2A). The proposed diagnostic or therapeutic procedure was judged to be complete in 56.7% of cases (median completeness score 3 [IQR 2-3], mean 2.51 ± 0.6) (Figure 2B). Considering the median of the scores reported by the reviewers for each question: all questions except 1 reported accuracy values of at least 5 and 60% reported a completeness score of 3 (Supplemental Table S3, available online). In support of the 15 clinical scenario responses, ChatGPT provided a total of 49 bibliographic references. Out of these, 15 (30.6%) were found to be nonexistent. Of the remaining 34 references (69.4%) that indeed had a corresponding source, 10 (20.4%) still contained errors.

Overall, the median references’ quality score was determined to be 2 (IQR: 1.5-4), and only 4 responses were supported by bibliographic references evaluated as good or excellent (Supplemental Table S3, available online). The comparative analysis of the quality of responses provided by ChatGPT and the second-year resident (Supplemental Table S4, available online) revealed significant differences in terms of accuracy ($P = 0.001$) completeness ($P = 0.011$), and references’ quality score ($P < 0.001$) (Figure 3).

**Discussion**

AI chatbox such as ChatGPT holds the potential to drastically transform the way we provide assistance to patients and how patients access health information.\textsuperscript{20,26,30} However, the use of AI health care brings several ethical issues that need to be carefully considered and are not yet
explored and clarified. First, ChatGPT processes and stores sensitive health care information, including personal details and medical records that are entered by patients in the chatbox. Ensuring the privacy and security of this data is crucial to avoid unauthorized access, data breaches, or identity theft. Second, potential medicolegal aspects related to the use of ChatGPT remain to be fully elucidated and will be a key focus of future investigation. These include determining accountability for incorrect or misleading information provided by the AI and establishing guidelines for its use in different clinical settings to ensure patient safety and uphold professional ethical standards. Third, patients need to be aware that they are interacting with an AI chatbot and not a human health care provider and they must be provided with information about the system’s capabilities and limitations. In all responses to clinical scenarios included in this study, where the AI was asked to provide diagnostic or therapeutic guidance, ChatGPT consistently began its answers by acknowledging that it is not a doctor or health care professional.

Figure 3. Comparative analysis of the differences in accuracy (A), completeness (B), and quality of reference (C) scores reported by ChatGPT and the second-year resident.
Moreover, it always concluded by advising the individual to consult with a specialist, often even suggesting the specific type of specialist to approach. This is of utmost importance, as AI should not replace medical professionals, but rather serve as a valuable tool to assist patients in navigating the appropriate diagnostic and therapeutic pathways.

Fourth, AI systems may provide incorrect or misleading information, which can have negative consequences in a healthcare setting. Furthermore, it is important to note that the answers provided by ChatGPT may not be up-to-date, as they are currently based on information available up until September 2021. Consequently, any advances, discoveries, or changes in medical practice and knowledge made after this date may not be reflected in the AI’s responses. For these reasons, it is essential to constantly evaluate the accuracy of health information provided by AI language models such as ChatGPT. Research studies in this field are of utmost importance. The present study, focusing on head and neck pathology, demonstrated good levels of accuracy and completeness in open-ended responses, as well as a strong ability of ChatGPT to synthesize answers and express forced judgments in closed-ended questions. These results outperform those reported in studies involving other types of diseases or medical branches. A key factor in these improved results is likely related to the fact that ChatGPT version 4 was used in the present study. This latest version, released on March 13, 2023, is characterized by a significant improvement in reasoning skills and integrating information to generate answers. Compared to what was reported for the previous version, it was infrequent to find answers which, although well-argued, reached completely wrong conclusions (eg, Supplemental Table S1, available online, question oral oncology—hard 1). In open-ended questions, the AI demonstrated lower accuracy in responding to difficult questions as compared to easy and intermediate ones. This is likely due to the increased challenge of performing complex reasoning and assimilating a larger amount of information required to address harder questions. Similarly, ChatGPT proved to be less effective in providing forced answers to closed-ended questions on ultraspecialist topics such as malformation pathology on which it is more difficult to find information to integrate.

ChatGPT has demonstrated promising analytical capabilities in solving complex clinical scenarios based on the same clinical information that the patients provided to the specialist during the first visit. However, the unacceptable figure of 18.3% completely or partially incorrect diagnoses, coupled with the 43.3% incompleteness rate, renders ChatGPT still far from having a reliable supportive role in clinical decision-making for head-neck surgeons. The quality of responses provided by ChatGPT was inferior to that of a second-year resident in terms of both accuracy and completeness. The risk of ChatGPT providing incorrect responses holds serious implications in medical decision-making, potentially leading to erroneous actions and harmful patient outcomes. This highlights the critical importance of ensuring the reliability and accuracy of such AI tools when applied within healthcare contexts. Therefore, developing rigorous guidelines and protocols for assessing these systems, and improving their accuracy and reliability, becomes an urgent requirement for their future integration into healthcare practice.

In the present study, 46.4% of the bibliographic references provided by ChatGPT4 were found to be nonexistent. Though some researchers have hypothesized a potential for ChatGPT in conducting systematic literature reviews, it has been reported by several authors that version 3.5 of ChatGPT has the issue of generating nonexistent bibliographic references in over 80% of instances. The results obtained from this study reveal a lower frequency of nonexistent bibliographic references compared to these values, but the rate remains intolerable. The generation of nonexistent references presents a series of problems. First, it undermines the reliability and credibility of the tool, making it unfit for serious academic or professional use. Second, it may mislead users and result in misinformation, as individuals may not verify the sources and could assume the data provided is accurate. Lastly, in the case of students or researchers, it could lead to waste of valuable time and effort in tracking down nonexistent references, and ultimately to the production of work based on inaccurate or fabricated information. Therefore, significant improvements in the accuracy of ChatGPT’s bibliographic references are necessary before they can be used effectively in scholarly and professional contexts. Furthermore, the quality of the bibliographic references provided by ChatGPT was generally poor, not including systematic reviews or randomized trials. Without references to high-quality evidence, the risk of introducing bias and providing potentially misleading information increases.

The present study has several limitations that need to be acknowledged. First, the data set of questions used is limited and cannot be considered representative of the entire knowledge base surrounding head and neck pathology. The generalizability of this study is further limited due to the fact that not all areas within the otorhinolaryngology–head and neck surgery were covered. The selection of difficulty level for both open-ended and multiple-choice questions was subjective and solely based on the researcher’s judgment, even though the questions were later evaluated collectively. Furthermore, the questions were restricted to topics with universally accepted answers, leaving it uncertain how the AI might perform on currently debated subjects. However, it should be noted that the AI consistently attempted to present areas of uncertainty and alternative hypotheses in its responses. Moreover, the ChatGPT AI model is constantly learning and evolving, which means that it cannot be ruled out that its responses may vary over time. It must also be acknowledged that ChatGPT4’s
knowledge is updated only up to September 2021, and this could change in the near future. Lastly, assessing the fidelity of ChatGPT responses comes with inherent limitations. Foremost, there's a lack of validated evaluation systems, necessitating the development of such tools in the future. Second, the evaluation can be subjective, with varying opinions among individuals regarding response accuracy; despite this, the present study maintained high interrater reliability. Lastly, as ChatGPT lacks a consistent personality, it can provide inconsistent responses to similar or identical queries. ChatGPT, like many deep learning models, is largely a black box, meaning its internal workings are not easily interpretable. This makes it difficult to understand why a given response was generated, which complicates the assessment of fidelity.

Conclusions
In conclusion, this study represents the first comprehensive evaluation of the accuracy of ChatGPT's responses in the context of head and neck surgery. The results generally demonstrate a good level of accuracy in the AI's answers. The AI's ability to resolve complex clinical scenarios is promising, but it still falls short of being considered a reliable support for the decision-making process of specialists in head-neck surgery.

Numerous ethical concerns will need to be addressed and resolved in the future, but with the proper precautions in place, ChatGPT has the potential to improve health care delivery and patient outcomes by assisting head and neck surgeons in making better-informed decisions.
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