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ABSTRACT Oscillation-based testing (OBT) and Oscillation-based built-in self-testing (OBIST) circuits
enable detection of catastrophic faults in analogue and RF circuits, but both are sensitive to process, voltage
and temperature (PVT) variation. This paper investigates 15 OBT and OBIST feature extraction strategies,
and four approaches to threshold selection, by calculating figure-of-merit (FoM) across PVT variation. This
is done using a 2.4 GHz LNA in 0.35 μm CMOS as DUT. Of the 15 feature extraction approaches, the
OBT approaches are found more effective, with some benefit gained from switched-state detection. Of the
four approaches to threshold selection (nominal-ranged static thresholds, extreme-range static thresholds,
temperature dynamic thresholds, and simple noise-filtered tone detection), dynamic thresholds resulted in
the highest average FoM of 0.919, with the best FoM of 0.952, with a corresponding probability of test
escape P(TE) and yield loss P(YL) of 5·10-2 and 1.89·10-2 respectively but requires accurate temperature
measurement. Extreme static threshold selection resulted in a comparable average FoM of 0.912, but
with less susceptibility to process variation and without the need for temperature measurement. Binary
detection of a noise-filtered oscillating tone is found the least complex approach, with an average FoM
of 0.891.

INDEX TERMS Built-in self-test, circuit simulation, CMOS, design for testability, LNA, microwave
integrated circuits, oscillation-based testing, PVT.

I. INTRODUCTION

WITH the increased application of RF front-ends in
system-on-chip (SoC) devices, the need to charac-

terize RF components with very few accessible nodes has
become a challenge both in terms of cost and ease of
testing [1]. Analogue and RF components need accessible
nodes in order to be tested with traditional or automated
methods that occupy valuable chip space and introduce
additional probe-pad parasitics [2]. Several design-for-test
(DfT) strategies can reduce test time and complexity,
with most being defect-oriented to detect or diagnose
failures [3]. Such strategies include, but are not limited

to, process-control monitors (PCM), current monitoring,
envelope monitoring, oscillation-based testing and on-chip
stimulus generation [4], [5].

Numerous approaches to analogue [6], [7], [8] and RF [9],
[10], [11], [12], [13], [14], [15] built-in self-testing (BIST)
have been proposed, with most of the state-of-the-art tech-
niques relying on indirect parameter measurement using
nonintrusive sensors [16] or predictive modelling [17],
whereas the classical approaches [18] require the application
of some test stimulus.
One technique to reduce test complexity and achieve

high fault coverage is through oscillation-based-testing
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(OBT) [19], [20], [21], [22], [23], [24], [25] and oscillation-
based built-in-self-testing (OBIST) [6], [25], [26] circuits,
with the distinction illustrated in Fig. 2.

In both OBT and OBIST circuits, the circuit under test
(CUT) is connected into an astable feedback loop to convert
the CUT into an oscillator [27]. The feedback loop required
to establish natural oscillation may be passive if the CUT
has gain, but gain may be introduced if the CUT is passive
or has low gain. Deviation from the nominal behaviour of
the oscillator can then be used to detect or diagnose faults
in the CUT.
OBT and OBIST have been applied to a wide variety of

analogue and mixed-signal (AMS) CMOS circuits, includ-
ing operational transimpedance amplifiers (OTAs) [28], [29]
and OTA-based filters [30], second-generation current con-
veyors (CCIIs) [31] and CCII-based filters [32], conventional
op-amps [33], switched capacitor filters [34], [35], digital cir-
cuits such as digital filters [36], full AMS blocks [37] and
phase shifters [38].
OBT uses test equipment to measure the oscillation

parameters [25], [27], and may also be used to establish
the feedback loop [29]. At RF frequencies, these instru-
ments typically only measure scalar values of frequency and
power [38], but at least one RF node needs to be accessed
off-chip in the case of RF OBT CMOS testing.
OBIST, in contrast, incorporates all of the testing circuitry

on-chip (including switches to switch the CUT from its nom-
inal system integration into an OBIST test mode), with no
need for RF test equipment or off-chip RF interfaces [39],
[40]. Apart from the time and cost saving in production test-
ing, this further enables in situ testing during deployment.
The drawback of OBIST is, however, that the test circuitry
is subject to the same process, supply voltage and tempera-
ture (PVT) variation as the CUT; a problem which has been
discussed in the context of other RF BIST approaches [41],
[42], [43], [44], [45], but has not received much attention in
OBT and OBIST literature [45]. Adaptive test strategies may
be used to dynamically alter test parameters based on wafer
or die properties [46], [47], [48], [49], [50], including at
RF [51], and should be considered in an OBT test threshold
selection evaluation. Temperature-aware adaptive testing has
also been shown to improve test efficacy [49], [52], espe-
cially when combined in full PVT awareness [53] but has not
been explored in an OBT or OBIST context for RFCMOS.
This paper presents an extensive study on the impact of

test feature extraction, and threshold selection, on both OBT
and OBIST under PVT variation at RF, using a 2.4 GHz
LNA in 0.35 μm CMOS [40] as CUT, operating from a
nominal VDD of 3.3 V. The process is selected for its low
prototyping cost and prior usage for demonstrating novel RF
circuit principles [54], [55], [56], [57]. This work extends
on [40] by considering full PVT variation and not only
process variation, comparing 15 OBT and OBIST approaches
(as opposed to the original four), improving on the definition
of the OBT figure-of-merit (FoM) and relating it to the
more commonly used Test Escape (TE) and Yield Loss (YL)

parameters. To the authors’ knowledge, this is the first study
of OBT and OBIST in RFCMOS.
A critical consideration addressed here is the selection of

detection thresholds and comparing different approaches to
setting thresholds under PVT variation. We further present
more details on the design and response of critical power
detectors, data to motivate the choice of Johnson SB dis-
tributions in fitting, and explicit distinctions between OBT
and OBIST test approaches. This investigation into RF OBT
and RF OBIST threshold selection and resulting efficacy,
when faced with PVT variation, is an important step toward
commercial adoption of the techniques.
The paper is organized as follows:
Section II presents the circuit under test (CUT) and

its nominal performance, derived largely from our prior
work in [40]. Section III discusses the fault modeling
and simulation setup of the circuit, with Section IV
describing the postprocessing of the data generated in
simulation. Section V presents the different threshold selec-
tion approaches. Section VI presents the results of the
study with some discussion, and the study is concluded
in Section VII with a summary and avenues for future
inquiry.

II. CIRCUIT DESIGN AND NOMINAL OBT/ OBIST DATA
The full test circuit [40] is shown in Fig. 1. The CUT is
a 2.4 GHz LNA using a popular two-stage common-source
topology (M3-M4), with inductive source degeneration Ls in
the first stage. The OBT switching and feedback circuitry
(M1,2,5,6, CFB,ST, L1-3) is designed to form part of the LNA
matching network, which was a key contribution of our prior
work in [40]. The LNA achieves above 10 dB gain and below
4 dB NF from 1.25 – 2.6 GHz during nominal operation,
which compares favourably with 12 dB gain and 3.4 dB NF
without the switching components (Fig. 3).
The feedback path has a switchable shunt capacitor (CST)

to ground, which alters the gain and phase shift of the feed-
back loop and, consequently, generates two distinct and
selectable OBT oscillation frequencies. Subsequent anal-
yses will show that this measure can improve the fault
identification and FoM of certain OBT strategies.
The RF power detector uses a single NMOS transistor in

common-gate configuration, matched with coupling capac-
itor CCPD and inductor LPD in series to a DC load R0.
R2 provides a high resistance path to ground for the power
detector. The loading effect of the detector is minimised by
utilising a −10.35 dB resistive power-divider M8-R1 which
maintains a low insertion loss of less than 2.12 dB. The LC
matching circuit results in a frequency-dependent DC output
voltage that decreases linearly from 0.5–2GHz at nominal
temperature (Fig. 4). This enables separate frequency and
output power discrimination by power detection alone, when
used in conjunction with two switched oscillation states at
different frequencies.
The RF power detector, outlined in red in Fig. 1 (M8-

M9, R0-R2, LPD and CCPD,PD), is considered part of the
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FIGURE 1. Full LNA, feedback and power detector circuit schematic. The power detector, outlined in red, is included in OBIST simulations but excluded in OBT simulation.

FIGURE 2. Test interface for a) OBT circuit and b) OBIST circuit.

OBIST circuit when faults are simulated and the FoM is
calculated, and the voltage at node N14 monitored. For OBT
evaluation (where off-chip RF detection is assumed), the RF
power detector circuit is excluded from fault injection and
FoM calculation. For OBT evaluation, the voltage of the
fundamental and three harmonics, as shown in Fig. 6, at
node N0_1 (Port 1) are monitored and converted to power
using an ideal power detector and filter as would be the case
for off-chip OBT detection (Fig. 2).
It is important to note the temperature dependence of the

on-chip power detector used in OBIST testing, as shown in

FIGURE 3. LNA NF and S-Parameters, with and without OBT circuitry.

FIGURE 4. Power Detector frequency response (left) and sensitivity (right).

Fig. 5. The mean of the output is decreases over frequency
for the different temperatures but increases on average with
temperature. It is further of note that the standard deviation
of the output decreases with an increase in temperature,
as the deviation at higher temperatures are dominated by
the temperature of the device and not the noise variation at
the input. This is shown later in the paper to manifest in the
performance of OBIST circuits.
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FIGURE 5. Power Detector frequency response for temperature and process
variation at −20dBm input power. Solid lines indicates the mean and the dashed lines
indicating one standard deviation from the mean.

FIGURE 6. Nominal outputs for a) fundamental and three harmonics of the oscillator
at Port 1 (OBT) and b) DC value output of the total power detector at node 14 (OBIST).

The nominal output of the voltage at Port 1 in both states
of the OBT circuit is plotted for the fundamental and three
harmonics in Fig. 6 (a). The nominal DC output of the power
detector, of the OBIST circuit, at node N14 in both states is
shown in Fig. 6 (b). Solid lines represent the nominal values,
whereas faded lines show the results over 200 Monte Carlo
(MC) analyses.

III. FAULT MODELLING AND SIMULATION SETUP
A. FAULT MODELLING
The most common way of evaluating OBT circuits is by
evaluating them over single-catastrophic or single-deviation
fault models [19], [20], [21], [26], [27], [31], [40], enabling
the use of fault coverage to evaluate the efficacy of the
testing strategy. This is often augmented by Monte Carlo
analysis of both faulty and non-faulty circuits [58] to evaluate
the test approach over PVT variation. In this work, only
single-catastrophic faults are considered, as the consideration
of parametric faults [30] increases the number of required
simulations substantially.
Each fault-injected circuit is evaluated over a range of PVT

variation. Open-circuit (OC) and short-circuit (SC) faults are

considered, with OC faults modelled with a 1 M� resis-
tor (replacing the conducting node) and SC faults modelled
with a 10 � resistor between two nodes. This matches the
approach used previously [19], [27], [31], [40], with the only
difference being the choice of 1 M� resistor for the OC, as
opposed to 10 M� previously, to ensure correspondence to
the previous paper [40]. Based on the results in [31], this
change is not expected to influence the test results.
OC faults are connected in the redundant branches and are

chosen based on the layout of the device. These redundant
branches can be seen in Fig. 1 as NA_B, where A is the
node number and B the redundant branch (e.g., N4_3 is the
third redundant branch in node 4). This gives an OC fault
count of 41 possible faults. For SC faults, N × (N − 1)/2
non-redundant short-circuits are possible between N nodes,
leading to a total of 120 fault cases for 16 nodes (N0-N14,
with N15 as ground). The total faults in the circuit for the
OBIST circuit (including the power detector) is 161, and for
the OBT circuit 146 (without the power detector).
The number of faults simulated under PVT and MC is

reduced to a manageable dataset of 30 faults 19 OC and 11
SC) that oscillate, by assuming that the circuit will not oscil-
late under any other PVT condition if it does not oscillate
at nominal PVT. Of these 30 faults that exhibit oscillation
under nominal conditions, 15 manifests in the power detec-
tor, while the other 15 occur in the main LNA. It is further
important to note that the oscillation condition of the CUT
is minimally affected by faults in the on-chip power detector
in case of OBIST testing, because of the minimal loading
of the power detector on the oscillating circuit; however, the
OBIST circuit’s ability to detect these oscillations may be
impeded by a faulty power detector. For this reason, faults
in the power detector are considered as a faulty CUT if the
OBIST circuit.

B. SIMULATION SETUP AND DATA RECORDING
A Periodic Steady State (PSS) simulation is used for each
schematic setup to determine the frequency and power of
oscillation harmonics from 600 MHz to 2.6 GHz, with a
200 run Monte Carlo (MC) analysis for each netlist. The
PDK’s standard sensitivity parameters are used, introducing
variation both to active and passive circuit components.
Both switched oscillation states are simulated (state 1 with

Vstate = 0 V, and state 2 with Vstate = 3 V), with the two
complementary runs using the same starting seed for the MC
run. Both OBT and OBIST data are considered. For OBIST
detection, only the voltage output at the power detector for
each state are recorded at each simulation, as depicted in
the test OBIST interface Fig. 2 (b).

To evaluate OBT testing (i.e., evaluating test efficacy under
the assumption that frequency and power measurements are
available off-chip), only the detected voltage (first four har-
monics) output at the input port and fundamental frequency is
recorded, as depicted in the OBT test interface in Fig. 2 (a).
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From the recorded data for the OBIST and OBT circuit,
9 strategies for output data recording are considered. These
are:
OBIST:
1. P1 (dBV), the power detector (PD) DC output for the

oscillator in state 1.
2. P2 (dBV), the PD DC output in state 2.
3. |P1 – P2| (dBV).
Power detected OBT:
4. P1OBT, the port 1 total power in oscillating state 1

(dBm). OBT equivalent of Strategy 1.
5. P2OBT, the port 1 total power in oscillating state 2

(dBm). OBT equivalent of Strategy 2.
6. |P1OBT – P2OBT| (dBm). OBT equivalent of Strategy

3.
7. PLPF1 (dBm), the port 1 total power in oscillat-

ing state 1, frequency-filtered on a -20 dB/decade
slope, producing an output power proportional to
frequency. OBT equivalent of Strategy 1 with
frequency dependence.

8. PLPF2 (dBm), the port 1 total power in oscillating
state 2, frequency-filtered on a -20 dB/decade slope,
producing an output power proportional to frequency.
Frequency dependent OBT equivalent of Strategy 2.

9. |PLPF1 - PLPF2| (dBm). Frequency dependent OBT
equivalent of Strategy 3.

10. | P1OBT - PLPF1| (dBm) the difference of port 1 total
power in oscillating state 1 (dBm), directly and through
a low pass filter.

Voltage and frequency OBT:
11. V1, the port 1 voltage at fundamental oscillating tone

in state 1 (dBV).
12. V2, the port 1 voltage at fundamental oscillating tone

in state 2 (dBV).
13. |V2 – V1|, where V2 is the port voltage in state 2

(dBV).
14. Frequency of fundamental oscillation tone in state 1

(f1).
15. |f2- f1|, where f2 is the frequency of fundamental

oscillation tone in state 2.
All test results are interpreted in terms of analog voltage

values, neglecting possible effects of finite ADC resolution
or comparator offset error.

C. PARAMETRIC SWEEP PROCEDURE
The full flow of the simulation is shown in the flow chart in
Fig. 7, including parametric sweeps in voltage from 2.805
to 3.795 V in 0.165 V increments, and temperature varia-
tion from −40 to 160◦C in 10 ◦C increments. The prior
described MC analysis is repeated at each unique voltage
and temperature increment to simulate process variation.
This simulation flow leads to the following assumptions:
1. If the circuit with an injected fault does not oscillate

at nominal voltage and temperature at the TT corner
in both state 1 and state 2, it is assumed that it will

FIGURE 7. Simulation flow chart.

not oscillate at other temperatures, voltages or process
values for the same injected fault. These faults are
considered 100% detectable.

2. If one of the circuit simulation MC points fails for
a specific sample of temperature and voltage, it is
assumed that the circuit outputs will be the same as
the nominal circuit (i.e., without OBT/OBIST switches
engaged). In these cases, the port data for the nominal
PSS simulation at the current temperature, voltage and
MC point is applied as detected quantities.

3. The sequence of process variations over 200 iterations
of the MC analysis will be the same if the same seed
value is selected. This means that MC analysis may be
applied sequentially to state 1 and state 2 operation,
with identical process variation considered, emulating
the same manufactured circuit.

IV. DATA POST-PROCESSING
The simulation flow in Section III produced 48 data features
from 8820 distinct, 200-point MC simulations of process
variation (1,764,000 simulations in total), iterating through
30 faults, 21 temperature points, 7 supply voltage values and
2 states. To interpret the data, the data post-processing flow
in Fig. 8 is followed.
We present data in various stages of processing throughout

the paper. An example of the lowest level of processing is
shown in Fig. 10, presenting a single Monte Carlo process
variation run, for a specific fault at a specific temperature
and supply rail value, using a specific detection strategy
(Strategy 1). This data is reduced, for a specific test strategy,
by fitting the distribution pictured in Fig. 10, aggregating
these results over all injected faults to calculate the FoM as
per Equation (12), and then repeated for incremented voltage
and temperature values. These results are then consolidated
on a heatmap (one for each test strategy) as presented in, e.g.,
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FIGURE 8. Data processing flow chart.

Fig. 16. Finally, the data in the heat maps are consolidated
into box plots and compared side-by-side in Fig. 23-Fig. 25.
This procedure reduces the features of each simulation to a

2D array of FoM values that is dependent on supply voltage
and temperature. For all the fault simulations associated with
a specific supply voltage and temperature, all the feature
data are noise-threshold filtered before the data is fitted to
distributions and the number of threshold-filtered data points
counted. The distribution mean and variance for the data
above the detection threshold, as well as the number of
data points below the detection threshold, are then used to
determine the probability for each fault to lie within the
detection thresholds of the nominal working circuit. After all
the probabilities for all the faults are determined and scaled,
these are used to determine the FoM of the test procedure
for that specific voltage and temperature (VT) point. This is
then iterated over all supply voltages and temperatures.

A. PROBABILITY CALCULATION AND THRESHOLD
APPLICATION
The probability that a random variable lies between two
detection thresholds x1 and x2, i.e., P(x1 < X < x2) (where X
may be detected power, frequency or voltage, or a combina-
tion of quantities, as outlined in the 15 strategies previously)
is key to evaluating the FoM of an OBT or OBIST strat-
egy. Our approach to PDF fitting and detection probability
calculation is outlined here.

FIGURE 9. Output of strategy 1 test for two faulty circuits (one oscillating in blue,
one non-oscillating in green), with P(B) (fitted distribution for all data) and P(B|A)
(fitted distribution to thresholded data) fitted.

For each MC run, a zero-voltage, zero-power or zero-
frequency result (as discussed in Section III) are considered
100% likely detections of a fault. All other data in the
MC run are fitted to an appropriate distribution (Fig. 9) to
determine probability of detection given detection thresholds.
As some results are disregarded (due to threshold limiting)

in fitting the distribution, a conditional probability condition
is applied [59]. P(B) is the probability that the random vari-
able (in this case, the measured OBT or OBIST quantity)
falls within some prescribed threshold range [x1, x2], accord-
ing to some fitted distribution function as pictured in Fig. 9
and Fig. 10. P(A) is the probability of a nonzero detection:

P(A) = 1 − NZ
NT

, (1)

where NZ is the number of zero-detections in the dataset
and NT the total number of simulations.

To calculate the probability of random variable B falling
in the range [x1, x2], it is necessary to include the probability
non-zero detection as well. The addition law of probability
gives:

P(B ∪ A) = P(B) + P(A) − P(B ∩ A), (2)

which leads to:

P(B ∩ A) = P(B) + P(A) − P(B ∪ A). (3)

The conditional probability for any two variables is given
by Kolmogorov definition:

P(B|A) · P(A) = P(B ∩ A). (4)

By substituting in (4) into (3),

P(B|A) · P(A) = P(B) + P(A) − P(B ∪ A). (5)

Since the event B is completely in event A:

P(A) = P(B ∪ A). (6)

Therefore,

P(B|A) · P(A) = P(B). (7)
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FIGURE 10. Fitted (B) distributions to strategy 1 detected data for a faulty case.

The probability that B is between x1 and x2 is now
given by:

P(x1 < B < x2) = P(x1 < B < x2|A) · P(A). (8)

The probability that B is between x1, x2 is now calculated as
the probability of event B, given event A, is between x1, x2
and scaled by the probability of event A. This leads to a
more accurate description when all the statistical data is not
used to fit the distributions, but still needs to be accounted
for.

B. DISTRIBUTION FITTING
Another critical choice in data processing is the choice of
distribution to calculate P(B). Several distributions were eval-
uated (selected based on prior use in Monte Carlo analysis
and similarity and visual inspection of sample data), namely
the normal Gaussian distribution, the Gaussian distribution
with kernel density estimation, and the Johnson SB bounded
distribution. An example dataset, with the three fitted PDFs,
is shown in Fig. 10.
A coefficient of determination for each fitted distribution,

as a measure of goodness of fit, is calculated as:

R2 = 1 − SSRES
SSTOT

, (9)

where SSTOT is the total sum of squares and SSRES is the
sum of the squares of the residuals.
This fitting and R2 calculation are then done for all faults,

supply voltages and temperatures, an example result of which
is shown in Fig. 11.
The mean and standard deviation of the 2D arrays of R2

were then calculated for each fault and for each strategy, a
sample of which is shown in Fig. 12 for strategy 1 (measur-
ing only P1). The mean and standard deviation of this graph
for each fit is then used as a summary and is tabulated in
Table 1.

It is evident that the Gaussian fitting is consistently the
least accurate approach, as it cannot model the skewness of
the data (which is a result of logarithmic voltage and power
detection). For strategies 6, 9, 11, 13-15 the kernel distribu-
tion is marginally better than the Johnson’s SB distribution.

FIGURE 11. R2 array for Gaussian distribution to strategy 1 detected data for a
faulty circuit over voltage and temperature variation.

FIGURE 12. R2 for three distribution functions over all faults using strategy 1
detection data, with range shown in shaded colors.

TABLE 1. Summary of R2 distributions for different PDFs.

The Kernel and Johnson’s SB distributions have an R2 distri-
bution mean of 0.922 and 0.910 respectively, and a variance
of 0.019 and 0.017 respectively.
However, the Johnson’s SB variance is more consistently

accurate between 0.006 and 0.025 as opposed to the Kernel
which varies between 0.005 and 0.058. For this reason, the
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Johnson’s SB distribution was chosen as the distribution of
choice for all datasets in this study, though its applicability
should be interrogated explicitly (using the approach demon-
strated here) before applying this analysis to other RFCMOS
circuits.

C. FIGURE OF MERIT CALCULATION
In literature on specification-driven testing, probability of
test escape P(TE) and yield loss P(YL) are used as a
measure for determining the efficacy of a test under investi-
gation [13], [60]. P(YL) is defined as functional CUTs that
fail the test despite meeting the required performance spec-
ification, where P(TE) is defined as circuits not meeting
specification that pass the tests. While the true number of
faulty devices that pass testing is a function both of P(TE)

and the probability of a specific fault occurring, this work
will focus on the efficacy of the test assuming that a known
fault has occurred.
As this work considers structural testing, as opposed

to performance testing, performance specifications are not
considered in classification. In its absence, a conservative
approach is taken, which assumes that any circuit that con-
tains any injected fault, does not meet the specification,
irrespective of actual performance. Therefore, a fault-free
circuit that fails the threshold detection test is assumed to
be part of P(YL), and a faulty circuit that passes the test is
assumed to be part of P(TE).

In this paper, each injected catastrophic fault is considered
equally probable for the purpose of analysis, and the prob-
ability of correctly identifying working and faulty circuits
are evaluated as statistically independent processes.
To compare different OBT and OBIST strategies for ana-

logue and RF circuits where the oscillation of the circuit
causes a probabilistic random variable (power, voltage or
frequency) as an output, an FoM is defined for a specific
OBT/OBIST approach where P(TE) and P(YL) are weighted
by a differential factor δ ∈ [0,1]:

FoM = δ · (1 − (PYL)) + (1 − δ) · (1 − P(TE)) (10)

The parameter δ in (10) may be used to weigh the FoM
in favour of either reduced risk of passing a faulty circuit
(leading to lower yield) or lower probability of failing a
passing circuit (leading to more test escapes). In the case
of δ = 0.5, the penalty of failing a single passing circuit
is weighted the same as the penalty of passing a failing
circuit, averaged over N possible faults. If the FoM is to be
used to optimize test efficacy and minimize cost, it must be
informed by the relative cost of test escapes vs. yield loss,
as well as a statistical model for injected faults.
In a system where the fault-free CUT is the only one that

meets specification, as is assumed here, each CUT and detec-
tion threshold selection approach will be associated with a
specific P(YL). On the other hand, for the ith injected fault,
there is a probability that a CUT with that specific fault can
escape the test, quantified as TEi. Since all the faults are
simulated using the same number of MC runs, and all the

probabilities are scaled using (8), one can calculate the total
P(TE) of the CUT with all possible faults as:

P(TE) =
∑N

i P(TEi)

N
. (11)

Using detection thresholds x1,2, as discussed previously,
the FoM definition in [28] can be extended on as:

FoM = δ · P(x1 < X < x2)

+ (1 − δ) ·
∑N

i 1 − P(x1 < Yi < x2)

N
(12)

where N is the number of possible faults, P(x1 < X <

x2) = (1 − P(YL)) is the probability of the nominal
circuit’s measured output X falling within the thresholds
x1 and x2 (correct detection of a nonfaulty circuit) and
1 − P(x1 < Yi < x2) = 1 − P(TEi) is the probability that
the ith faulty circuit’s measured output Yi falls outside of the
same thresholds (correct detection of a faulty circuit). Both
probabilities are scaled by assuming event A (i.e., that there
is some measured quantity due to oscillation) as discussed
in Section IV-A. The FoM is further informed by a relative
weighting of P(TE) and P(YL), controlled by parameter δ.
By setting δ to 0.1, the contribution of P(YL) to the FoM is
10% that of the contribution of P(TE).

From (12) it is evident that the choice of the lower (x1)

and upper (x2) threshold will have a major impact on the two
terms of the FoM calculation. In order to conduct a sensible
testing campaign, it should be assumed that the upper and
lower thresholds must include, at least to some degree, the
working circuit distribution, otherwise the P(YL) will be 1
and all the working circuits will be discarded while some
non-working circuits might pass the test.
The approach to selecting x1 and x2 in this study, is to use

a symmetric offset around the mean value of some measure-
ment associated with a working circuit, and to calculate both
using the confidence interval (CI) of the distribution P(X).
It is shown in Fig. 13 that a smaller choice of δ results
in lower impact P(YL) on FoM, while a larger δ leads to
a higher FoM for wider detection thresholds to reduce the
FoM penalty of yield loss. In this work, a δ of 0.1 is used
for further analysis, as test escapes are generally considered
more expensive than yield loss.

V. THRESHOLD SELECTION APPROACHES
Previous work only considered the CUT, OBT or OBIST
circuits under nominal PVT, leading to simple choices for
x1 and x2 using a nominal distribution P(X). However, as is
shown in Fig. 14 and Fig. 15, there is significant variation
in X (and, similarly, Yi) over the temperature for both OBT
and OBIST circuits, invalidating the nominal thresholds.
In Fig. 14, the strategy 1 distributions (as discussed in

Section III-B) for a nonfaulty CUT are shown for different
temperatures, with four thresholding approaches (discussed
below) to determine the x1 and x2 illustrated as applied
at each temperature increment. In Fig. 15, the same four
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FIGURE 13. FoM vs CI threshold selection approaches for strategy 1 data, for
different values of δ.

FIGURE 14. P(B) for strategy 1 OBIST under temperature variation, on a non-faulty
circuit with nominal supply voltage.

FIGURE 15. P(B) for strategy 13 OBT under temperature variation, on a non-faulty
circuit with nominal supply voltage.

thresholding approaches are applied for OBT-based detection
using strategy 13, for the same incremental temperatures.
It is generally found that P(X) and P(Yi) are more heavily

influenced by �T than by �V, as changes in the tempera-
ture of the circuit lead to far greater changes in the statistical
distributions of measured quantities than changes in supply
rail voltage. As such, VDD-dependent dynamic threshold-
ing is not investigated here, though the use of bias-aware
thresholding (and, in fact, the implementation of bias control
in generating more test data [61]) should be considered for
future work.
Four approaches to thresholding are investigated systemat-

ically (across a VDD range of 2.805-3.795 V and a T range
of −40 – 160 ◦C), as discussed below. These threshold-
ing approaches are different from the strategies discussed in

FIGURE 16. FoM heatmap for nominal static threshold approach using strategy 1.

Section III-B, in that they are applied to all 15 strategies
and are only used in determining the FoM. Thresholding
approach 4 is not visualized in Fig. 14 or Fig. 15, as the
noise thresholds are much lower than the pictured outputs.

1) NOMINAL STATIC THRESHOLD APPROACH
(APPROACH 1)

The nominal static approach uses the nominal temperature
(20 ◦C) output to determine the threshold values at a CI of 0.9
(coinciding to ≈ 1.64 σ for normally distributed data) from
the nominal working circuit. With this, a peak FoM of 0.895
is calculated from P(X), (Yi) and P(A) at 160◦C and VDD
= 3.795 V. The resulting spread of FoM values in Fig. 16
would indicate reasonable FoM retention above 120◦C and
across �V, due to the narrowing of the distributions with
temperature.

2) TEMPERATURE DYNAMIC THRESHOLD APPROACH
(APPROACH 2)

The dynamic approach uses an MC simulation at each 10 ◦C
increment of temperature from −40 to 160 ◦C (maintaining
VDD of 3.3V) and re-calculates the thresholds at a CI of 0.9
for the nominal working circuit at each evaluated tempera-
ture point. The FoM heatmap generated by this approach,
shown in Fig. 17, would indicate high test efficacy across
�T and �V, at the expense of implementation complexity,
as accurate thermometers are required on-chip to determine
the appropriate threshold values. The result is also subject to
low PVT variation in the thermometer circuit itself. As with
ADCs, thermometer circuits were not included in this study,
to reduce the number of fault simulations and maintain focus
on the RF circuit testing.
Due to the δ of 0.1 in the FoM assigning greater weight

to P(TE), and the wider thresholds at lower temperatures of
strategy 1, as shown in Fig. 14, the FoM degrades rapidly
below 50◦C. However, the FoM is greatly improved (com-
pared to nominal static thresholding) between 60◦C and
120◦C.
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FIGURE 17. FoM heatmap for dynamic threshold approach using strategy 1.

FIGURE 18. FoM heatmap for extreme static threshold approach for strategy 1.

3) EXTREME STATIC THRESHOLD APPROACH
(APPROACH 3)

The extreme static approach fixes x1 and x2 as the worst-case
0.9 CI values, over all temperature simulations, to ensure
that all P(X) distributions fall well within these bounds at
higher temperatures (as shown in Fig. 14 and Fig. 15). The
resulting FoM heatmap in Fig. 18 would indicate consis-
tent performance across �T and �V, but consistently lower
efficacy than nominal static thresholding and dynamic thresh-
olding. This thresholding technique might be valuable when
more weight is assigned to P(YL) than to P(TE)

4) NOISE FILTERING THRESHOLD APPROACH
(APPROACH 4)

The noise threshold detection approach is the simplest of the
four, implementing binary detection of an oscillating tone.
It effectively sets x1 to the same threshold that was used
to remove outlier data and x2 to ∞. The approach assumes
that no faulty circuits oscillate; if any P1 or P2 value (for
OBIST strategies) is detected above the x1 noise threshold,
the circuit is detected as non-faulty. This also applies for the
OBT voltage at port 1; if the fundamental tone is detected

FIGURE 19. FoM heatmap for the noise threshold approach for strategy 1.

FIGURE 20. 1-P(YL) with confidence intervals of 0.1 and 0.9, for all four threshold
selection approaches.

FIGURE 21. 1- P(TE ) with confidence intervals of 0.1 and 0.9, for all four threshold
selection approaches.

above the noise threshold, the circuit is detected as nonfaulty.
For the frequency in OBT strategies 14 and 15, x1 is set to
600 MHz, matching the PSS solver lower oscillator limit.
This may similarly be expressed as the assumption that NZ
= NT in (1), or P(A) = 0.
This method yields a similarly consistent FoM across �T

and �V (as shown in Fig. 19), though lower than any of
the other approaches. The advantage of this approach is,
however, that a simple comparator, rather than a digitizer,
an be used for binary fault detection, greatly reducing the
complexity of the test circuit.

VI. RESULTS AND DISCUSSION
In this section, the FoM is calculated using (12), across all
test strategies, with δ=0.1. However, to gain understanding
of the effect of the confidence interval on the FoM, the 1-
P(YL), 1-P(TE), and the resulting FoM are shown in Fig. 20-
Fig. 22, for test strategies 1, 4, and 14. Note that CI has no
effect on noise thresholding.
It is important to note from Fig. 20-Fig. 22 that, when

considering P(YL) alone, almost no working circuits will be
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FIGURE 22. The resulting FoM, using (12), with CI’s of 0.1 and 0.9, for all four
threshold selection approaches.

FIGURE 23. FoM comparison for OBIST test strategies 1-3 and all four threshold
selection approaches.

discarded using the noise threshold approach as 1 - P(YL)
tends to 1. For a CI value of 0.1 the 1 - P(YL) tends to
degrade for all the other thresholding approaches, especially
the dynamic and nominal static thresholds. Even though the
effect of P(YL) on the FoM is minimal when δ = 0.1, it still
contributes enough to influence the FoM to such a degree
that the noise threshold approach will be preferable over all
the others in the OBT strategies 4 and 14 (with CI set to
0.1).
Keeping this observation in mind, the data of the heatmaps

of Fig. 16-Fig. 19 is now generated for each of the 15 test
strategies in Section V, for δ=0.1 and CI = 0.9, and summa-
rized in Fig. 23 for the OBIST approaches (strategies 1-3),
Fig. 24 for the power detected OBT approaches (strategies 4-
9) and Fig. 25 for the voltage and frequency OBT approaches
(strategies 10– 15).
An important initial observation is that the OBT strategies

outperformed the OBIST strategies. This may be attributed to
the fact that faults in the power detector do not get factored
into to the FoM of the OBT, resulting in a higher FoM.
The nominal static threshold, approach 1, has the widest

spread in FoM and can be worse than the noise thresh-
old approach, approach 4, at extreme temperatures. This is
readily explained by the extreme temperature-dependence on
P(X) shown in Fig. 14 and Fig. 15. This threshold approach
will, however, perform well if the CUT is operating in a
known, temperature stable environment.
When considering OBIST strategies there seems to be very

little benefit, in terms of FoM, in enforcing two switching
states, with the comparative strategy 3 actually performing
worse when extreme static thresholding is applied. While

FIGURE 24. FoM comparison for equivalent OBT test strategies 4-10 and all four
threshold selection approaches.

FIGURE 25. FoM comparison for scalar OBT test strategies 11-15 and all four
threshold selection approaches.

temperature-aware dynamic thresholding outperforms nom-
inal static thresholding in some cases, its benefit varies
considerably over test conditions, as evidenced by the wider
error boxes.
However, when considering the equivalent power detected

OBT strategies, the benefit of switching becomes clearer as
the switching strategies (6, 9, 13) outperforms the single
state strategies (4, 5, 7, 8, 11 and 12). Strategies 7, 8 and
9, which use a frequency dependent power detector, seems
to provide little benefit over the OBT strategies (4, 5 and
6) with no frequency dependence. This would indicate that
oscillator power, rather than frequency, is a stronger indicator
of faults.
The peak voltage measurement OBT strategies (11, 12

and 13) that measures the voltage at port 1 provide very
similar results to that of the equivalent power measurement
OBT strategies (4-10) but with less variance, except for the
nominal static threshold case with strategy 13. The advantage
of total power measurement at RF, as opposed to down
conversion or RF digitization, further favours strategies 4-6.
The strategies using an off-chip frequency counter (14 and
15) were found to be exhibit the widest variation in FoM
values of the OBT strategies.
The results of the best-performing thresholding approach,

namely dynamic threshold selection based on temperature,
is shown in Table 2 for all the OBT and OBIST strategies,
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TABLE 2. Summary of best FoM with the corresponding P(YL) and P(TE) for all
strategies for the dynamic threshold selection approach. δ = 0.1.

with shaded rows indicating measurements using both states.
All fault-free circuits that fail the threshold detection test is
assumed to be part of P(YL), and all faulty circuits that pass
the test is assumed to be part of P(TE).
Due to this conservative approach, the test escape that

correspond to the best FoM (0.953) at P(TE) = 5·10-2 is
much worse in this study than that of an optimized P(TE)
= 9.09·10-4 from [16] and P(TE) = 1.98·10-4 from [60].
Due to the CI choice of 0.9, the yield loss that correspond
to the best FoM in this study is high at P(YL) = 1.89·10-2
compared to that of P(YL)= 9.1·10-3 from [16] and P(YL)
= 1.98· 10−4 from [60].
P(TE) may be improved when performance specifications,

rather than structural faults, is used in the evaluation, though
this may lead to passing of several circuits with struc-
tural faults, but that still meet performance specifications.
This result may be further refined by augmenting OBT or
OBIST measurements with other tests, such as IDDQ mea-
surements [62], [63]. P(YL) can be improved by increasing
the CI over which the thresholds are selected.
These tabulated results are further evident when consid-

ering the fitted distributions of X in green and selected
distributions of Yi in Fig. 26 for T between −20 – 160 ◦C in
20 ◦C increments with V = 3.3 V. Strategies 1-3 (with strat-
egy 1 shown in as in Fig. 26 (a)) have wider distributions
with, consequently, significant overlap between different Yi
distributions and significantly more overlap between different
Yi distributions and X. This means the faults are not distin-
guishable from each other, with most faults detected equally
well. In strategies 4-15 (shown in Fig. 26 (b)-(e)), how-
ever, the nominal distributions are clearly narrower, which
illustrates why better fault detection attainable.
Another interesting feature of these results is evident

when considering the distributions for some faulty condi-
tions. These include OC on node N0_3, SC between node
N0 and N1 and SC between node N2 and N9 to produce
the yellow, red and blue distribution respectively. The clear
and distinct distribution of the measurements associated with
these faults not only improve the FoM, but may also lead to

TABLE 3. Average FoM between threshold approaches for all the strategies.

fault diagnosis using secondary OBT testing in future work.
Even though the frequency related strategies (14 and 15)
results in poor FoM results, they can still be used to isolate
and identify specific faults, as shown in Fig. 26 (d) and (e).
A summary of the test results is shown in Table 3, with

shaded rows indicating test strategies with two measurement
states. The highest overall FoM is for Strategy 6 (|P1OBT
– P2OBT|, the difference in the total detected power at Port
1 when switching between oscillation states 1 and 2) using
nominal static thresholds, though Strategy 6 maintains high
FoM across all threshold selection approaches. As this does
not necessitate high-speed digitization nor an additional RF
test port interface to the chip, its application to this particular
CUT would be advantageous.
Considering OBIST approaches with only DC and control

interfaces to the chip, Strategy 1 (P1 (dBV), the power detec-
tor DC output for the oscillator in state 1). The approach may
be improved with temperature-dependent dynamic threshold
selection, but not by a switched oscillation state.
In all cases, frequency information (either in frequency

dependent power measurement or oscillation frequency
counting) does not add much value to detection efficacy.

VII. CONCLUSION
We have presented an analysis on the efficacy of differ-
ent OBT and OBIST approaches to feature extraction, and
threshold selection, on a 2.4 GHz LNA in 0.35 μm CMOS
over process, temperature, and voltage variations. This is the
first time that an extensive study has been done on the influ-
ence of these choices, and the first that considers the effect
of PVT variations on the outputs of OBT or OBIST systems,
especially at RF. Furthermore, this study is the first to report
on different approaches for threshold selection in the testing
circuitry to pass or fail a test when the temperature is varied.
It is shown that OBIST detection provided lower test

FoM than off-chip OBT strategies due to the larger quantity
of potential faults in the on-chip detection circuitry. It is
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FIGURE 26. Fitted distribution ridge plots for (a) Strategy 1, (b) Strategy 4,
(c) Strategy 6, (d) Strategy 14 and (e) Strategy 15, for nominal supply voltage and
different temperatures. Nominal working circuit distributions shown in green, with
selected faults in blue (SC between N2 and N9), yellow (OC in branch N0_3), red (SC
between N0 and N1), cyan (OC in branch N11_3), magenta (SC between N0 and Gnd).
Lower x1 (blue line) and upper x2 (red line) dynamic thresholds is also shown.

further shown that test FoM is improved at extreme tem-
peratures by selecting dynamic thresholds based on built-in
thermometer readings, but that the same dynamic threshold

adjustment due to VDD variation is not required. If tem-
perature measurements are not available for the testing,
extreme threshold selection is shown to outperform thresh-
old selection for nominal operating data, especially at lower
temperatures, as seen in Fig. 16 and Fig. 18. It is, how-
ever, found that the FoM is only degraded by an average of
2.303% (compared to extreme threshold selection) if sim-
ple noise-thresholded binary detection is used. This latter
approach requires neither thermometers, nor digitizers as
part of the OBIST circuit, leading to an exceptionally simple
BIST design. Finally, it it shown that the value of differential
OBT and OBIST detection, as proposed in [40], diminishes
over a wide temperature range.
It is anticipated that the analysis approach established

here, will be valuable in OBT/OBIST circuit design and
threshold selection for a wide variety of designs in future.
Future work will include doing a more comprehensive spec-
ification test simulation to better evaluate P(TE) and P(YL),
also accounting for finite ADC resolution and other non-
ideal digitization effects. The study should also be repeated
for more advanced nodes, such as 28 nm FDSOI, to see
if the principles are maintained in different processes, as
well as for parametric circuit faults and performance testing.
Finally, the use of bias control as an additional test con-
trol [61], multivariate and other statistical test techniques [64]
as well as adaptive test thresholding based on known wafer
or die data [46], [51] should be considered to improve test
discrimination.
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