A novel approach for recognizing occluded objects
using Feature Pyramid network based on occlusion
rate analysis
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Abstract—In response to the rising adoption of smart video
surveillance systems (SVS), this paper addresses a common chal-
lenge: occlusion in object detection. Existing object recognition
methods often overlook the relative occlusion of neighboring ob-
jects, leading to real-world SVS systems encountering significant
issues. Recent occlusion-handling approaches have limitations,
such as data type inflexibility and difficulty distinguishing objects.
In this study, we propose an end-to-end solution. Our approach
utilizes the Feature Pyramid Network (FPN) for small and
overlapping object detection, replaces Grey Level Co-Occurrence
Matrices (GLCM) with point cloud density analysis for accurate
occlusion rate determination, and integrates depth information
with RGB data to improve occluded object separation. This
holistic method aims to enhance object detection performance,
particularly in challenging occlusion scenarios.

Index Terms—Occlusion rate, Object recognition, CNN, Voxel
Density, Feature pyramid, Feature fusion

I. INTRODUCTION

A wide range of practical applications, including robotics,
smart video surveillance, and automated driving, heavily rely
on object recognition and action/event detection [1], [2].
Additionally, it is a need for tasks like person search, pose
estimation, and multi-target tracking [3], [4] , [5].

These techniques, in particular, are essential building blocks
for smart video surveillance systems, which can be developed
by using image processing algorithms that perform various
transformations (pre-processing, convolutional morphological
operations, etc.) to extract important features and objects and
by using an automatic (Machine Learning) or deep learning
(DL) process to train models that can replicate human knowl-
edge using a set of data.

Recent developments in the fields of high-speed compu-
tation and Big Data have made it feasible to train models
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Fig. 1. High partial occlusion levels in complex object detection scenario in
fields and crowded environment.

using massive datasets, which has improved the performance
of object detection systems. However, one of these learning
strategies’ greatest current problems is the occlusion of ob-
jects. As shown in figure I, the occlusion impacts negatively
on the clarity of targeted objects and the inefficiency of the
SVS which can lead to detection confusion, low localization
performance, incomplete obstacle detection and an increase of
accident risks in the fields.

Particularly, partial occlusion represents a formidable hurdle
for computer vision systems. In real-world environments,
objects frequently find themselves surrounded and concealed
by other elements, generating a data distribution characterized
by intricate overlaps in shape, appearance, and position. This
inherent complexity makes it arduous to encapsulate within
fixed training data.

Deep learning algorithms, while exhibiting remarkable ca-



pabilities in various computer vision tasks, still encounter
challenges in recognizing partially occluded objects that hu-
mans can effortlessly discern. This limitation persists even
when deep networks are trained with high levels of partial
occlusion. It underscores a fundamental inadequacy in contem-
porary computer vision systems, one that demands innovative
solutions.

In this paper, we present an innovative approach to address
the enduring issue of occlusion in computer vision. Our
methodology leverages a Fusion Pyramid Network (FPN)
architecture that seamlessly integrates information from two
distinct sources. The first source processes 2D images, while
the second taps into a 3D network utilizing point cloud data
to extract depth information from objects. This fusion of
modalities allows us to tackle occlusion challenges more ef-
fectively, enhancing object recognition even under challenging
conditions.

The remainder of this paper is organized into four sections:
the following section reviews related works, shedding light
on existing approaches and their limitations. Subsequently, we
present our experimental methodology, including the dataset
and evaluation metrics, before conducting a thorough compar-
ison with state-of-the-art techniques on the KITTI [6] dataset.
The penultimate section introduces our novel recommendation
framework and its constituent modules, detailing the architec-
ture and rationale behind our FPN-based solution. Finally, the
concluding section encapsulates our findings, underscores the
significance of our approach in advancing the field of computer
vision, particularly in addressing occlusion challenges, and
discusses potential future research directions.

II. RELATED WORKS

One of the key challenges in object detection continues to
be deformation and occlusion. Most earlier research focused
on the benefits and drawbacks of object detection algorithms
based either on extracting the background objects of the
occluded objects or exploiting the depth of targeted objects [7].
When less than 10% of the object is obscured by the occlusion,
traditional learning algorithms often work quite well [8].

Deformation and occlusion remain two of the main ob-
stacles to object detection. The majority of early studies
concentrated on the advantages and disadvantages of object
recognition algorithms that either extracted the background
objects of the occluded objects or took advantage of the
depth of the targeted ones [7]. Traditional learning methods
frequently perform well when less than 20% of the object is
hidden by the occlusion [8]. Unfortunately, as the occlusion
percentage increases, the detection failure rate also increases.
In fact, as the degree of opaqueness approaches 50%, object
recognition in fact gets fairly challenging [9]. In contrast,
generative models can clearly discriminate between the de-
piction of background context and the targeted objects, which
significantly helps with the occlusion problem.

Timur et al. [10] proposed a model based on image decoding
into a collection of people detection in a crowded environment

utilizing POM [11], a multi-camera generative detection tech-
nique, as the base model to manage occlusions but built to
synthesis depth maps instead of binary images which they refer
to as DPOM. POM explicitly manages complicated occlusion
interactions between detected individuals and employs a so-
phisticated technique based on a generative model to estimate
the probability of occupancy. DPOM modifies the original
input images in order to extract the depth of the objects, as a
result it loses a lot of information about these objects, making
it impossible to distinguish between them. This constraint
has a negative impact on the recognition phase, leading to
unrecognizably formed objects.

Sun et al. used in [12] CompNet [13] a Bayesian gen-
erative model with neural network features to replace the
fully-connected classifier in a CNN. This model applies the
probability distribution to describe the image’s features, such
as the object classes and amodal segmentation to accurately
classify images of partly occluded objects. Although this
method improved the model’s resistance to occlusion, it re-
quired significant form priors and is thus only suitable for
rigid objects such as vehicles.

Chen et al. [7] proposed an end-to-end multi-view 3D CNN-
based multi-view 3D object detection network (MV3D), that
uses Laser Imaging Detection and Ranging (LIDAR) data
to tackle the occlusion problem by getting precise depth
information about targeted objects. It combines both 2D and
3D information using a regional fusion network which helps
the network to perform better during hard occlusion. Although
MV3D performed well with occlusion, it is heavy and it leads
to longer training prosses, which is not great to be used in real
time scenarios.

Ali et al. [14] proposed a solution, based on the extension
of the YOLOV4 [15] generic object detector called YOLO3D,
that follows the "LIDAR-only” paradigm where it only uses
the projected LIDAR point cloud as a special bird’s eye view
grid to retain 3D information. YOLO3D extends the one-shot
regression meta-architecture, which has been successful in the
2D perspective image space, to produce oriented 3D object
bounding boxes. However, the accuracy of the YOLO3D
model’s outcome of detection is still incomparable to that of
MV3D.

Yang et al. [16] proposed the Semantics-Geometry Non-
Maximum-Suppression (SG-NMS) algorithm, a heuristic-
based approach that combines bounding-boxes in accordance
with detection scores obtained from a CNN-based network
called Serial R-FCN [17], suppressing overlapping bounding-
boxes with lower detection scores.

Takahashi et al. [18] proposed the expandable YOLO (E-
YOLO) technique, which is an improved version of YOLOv3
based on edge detection and frame differences. In order to
achieve high quality 3D object recognition, the model adheres
to the “Camera-only” paradigm, which works well during oc-
clusion, by using prior knowledge about the size of 2D objects
and attempting to predict the 3D bounding box using a stereo
camera. As result, the approach has a high-speed detection
characteristic that has a promising, wide-ranging commercial



viewpoint. The results, however, also shown that this model,
when compared to DCNNs, is much less discriminating in
detecting non-occluded objects.

Jenkins et al. [19] presented a novel, regression-based
framework for counting densely spaced objects in 3D, called
CountNet3D, showing that regression-based 3D counting
methods outperform state-of-the-art 3D object detectors.

Other recent occlusion handling approaches of objects in
closed environments were also proposed. Reynolds et al. [20]
published a novel salient object recognition dataset based on
pictures taken in an actual use case where photographers with
vision impairments submitted images in order to get help
understanding the visual content.

Omeed et al. [21] developed an agricultural imaging system
using a high resolution stereo camera pair and active illumi-
nation source that is resistant to daytime lighting variability,
and estimated the amount of error caused by sizing apples
in images using 2D fruit shape versus 1D fruit diameter in
a controlled experiment to determine the effectiveness of 2D
sizing.

Summary Occlusion is a substantial barrier to object de-
tection. The effectiveness of the different occlusion handling
methods varies depending on the strategy and the kind of
data, but it is undeniable that when occlusion is present, the
detection performance is still far from perfect. There are a
number of ways to deal with occlusion, as we discussed in
the previous subsection (II), including extracting the depth
using LIDAR data or stereo cameras, generative models that
can easily distinguish between the depiction of background
context and the targeted objects, and deep learning techniques
that can either rely on data augmentation strategies that can
enrich the diversity of datasets, to enhance the robustness and
generalization of the frameworks.

Even though numerous solutions to the problem of occlu-
sion have been put forth, there are still many obstacles that
must be overcome, creating a significant gap between detectors
and humans. These obstacles include detectors’ rigidity with
regard to any type of data (dimension, environment, object
sizes, etc.), their inability to distinguish between various
targeted objects, and—most importantly—their inability to
analyze occlusion rates on images. We will provide our
framework for handling occlusion in the section that follows.
This framework will assist in addressing latency issues and
enhancing model performance when faced with occlusion.

III. PROPOSED APPROACH

Our framework (FuDensityNet) is designed to enhance the
efficiency of image analysis in various scenarios, particu-
larly when occlusions are present. In essence, we introduce
a versatile Framework (depicted in figure III) capable of
processing input images, determining their data type (2D or
3D), performing essential data preprocessing, and assessing
the occlusion rate. This occlusion rate evaluation serves as a
pivotal decision point for selecting the most suitable model
within our system.

If the calculated occlusion rate falls below a predefined
Threshold value, the Framework leverages the state-of-the-
art object detection model available today for optimal results.
However, when the occlusion rate surpasses this threshold,
the Framework seamlessly switches to our proposed occlusion
handling approach, which will be elaborated upon in the
subsequent subsection. This strategic adaptation ensures that
our system consistently delivers superior outcomes, even in
challenging scenarios characterized by occluded objects.

Input image

Image format
analysis (2DI30)

Data preparation

[E}cclusion rate ([}Rﬂ

analysis

il

Our occlusion
handling approach

v
he best state-of-the-
art 2D network

Fig. 2. FuDensityNet Diagram: Our proposed occlusion handling framework.

A. Data representation

Model performance may be significantly influenced by fac-
tors other than training models, such as data quality, quantity,
and dimension, such as 2D or 3D images. This is particularly
relevant during occlusion. We recognized, in particular, that
before building the model, consideration must be given to the
dimension of the neural network’s input data. In fact, we found
that using 3D data really aids in the occlusion problem solving.
Since objects that are closer to the camera have a lower depth
than those that are farther away, this may be used to separate
blobs when two or more objects overlap and form a clustered
region.

This will ultimately aid in object separation during occlu-
sion. On the other hand, the network is unable to distinguish
between various objects using just their depth; 2D information
is also crucial since it enables the extraction of feature maps
that describe the intended objects (cite: ning2021survey). This
gave us the idea of combining the two pieces of data; instead
of having a single input, we will have two: the RGB image
and the aerial LIDAR point cloud data, commonly referred to
as the "LIDAR-camera fusion” paradigm.
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Fig. 3. Architecture of our proposed FPN based occlusion handling DCNN approach.

B. Occlusion rate analysis

To enhance the performance of our system, it is crucial
to analyze the occlusion rate before determining the object
detection model to be used. In this additional image processing
stage, we extract the characteristics of the targeted objects and
mathematically distinguish between them using their pixels.

Previously, we employed GLCM [22] techniques to extract
texture features from the images, which characterized the
texture of an image by calculating how often pairs of pixels
with specific values and in a specified spatial relationship
occurred in an image. This method allowed us to create a
GLCM and then extract statistical measures from this matrix.
While this technique proved valuable in handling certain
occlusion scenarios, our extensive testing and experimentation
revealed its limitations.

Through our rigorous analysis, we determined that GLCM
did not provide the depth of insight into occlusion patterns
required for robust object detection in a broader range of real-
world scenarios. Its effectiveness was constrained by its focus
on texture features, which sometimes inadequately captured
the nuances of occlusion, particularly in 3D scenes.

As a result, we have transitioned to a more data-driven
approach that leverages point cloud density data to evaluate
occlusion levels within specific 3D scenes. By measuring the
density of points in discrete regions, this method allows us
to quantitatively assess occlusion rates. Higher point density

values within regions indicate more substantial occlusions,
while lower point density values highlight smaller occlusions.
This approach offers a comprehensive means of quantifying
occlusion, enhancing our adaptability in selecting the appro-
priate object detection model.

Following the extraction of the occlusion rate through
density-based voxelization of point cloud data, we compare it
to a predefined criterion established to govern object detection
model selection. Through extensive experimentation using the
KITTI dataset [6], which offers a comprehensive collection of
both 2D and 3D images, we have determined that the threshold
for occlusion rates that do not significantly impede detection
performance lies at 20%. State-of-the-art object recognition
approaches, which do not explicitly address the occlusion
problem, exhibit superior performance when the occlusion rate
falls below this threshold.

By employing point cloud density data and adopting a
threshold-based approach, we have forged a robust methodol-
ogy for occlusion rate analysis that complements our overall
system. This approach ensures that our system dynamically
adapts its object detection strategy, optimizing performance in
response to varying occlusion levels within the environment.

C. Proposed occlusion handling approach

Taking inspiration from the Feature Pyramid Networks
(FPNs) [23] framework initially designed for 2D object de-



tection, we have devised a novel deep convolutional neural
network (DCNN) feature extractor tailored for the unique
challenges posed by LIDAR point clouds and RGB images.
Our innovation lies in the ability to generate high-resolution
feature maps from these disparate data sources, a capability
that empowers us to precisely localize even small object
classes within the scene.

As depicted in Figure 3, our network adopts the "LIDAR-
camera fusion’ paradigm, seamlessly integrating information
from both modalities. The network takes a 2D image as input,
routing it through a dedicated 2D neural network backbone.
This backbone efficiently extracts 2D feature maps that de-
scribe the salient characteristics of the targeted objects within
the image.

Simultaneously, the LIDAR data from the same image is
channeled into a 3D neural network backbone, which special-
izes in capturing the 3D spatial information, specifically the
depth of objects within the scene. These extracted 3D feature
maps provide invaluable insights into the objects’ physical
relationships and relative positions within the environment.

Notably, these two backbones represent the foundational
modules of our network. They capture a comprehensive range
of information, ranging from fine-grained visual details to
depth-related spatial cues. The integration of these diverse
features is achieved through a fusion process that transmits
the rich semantic information contained within the high-level
feature maps to the lower levels. This recursive connection
and fusion are executed in a specific manner, allowing us
to harmoniously combine the high-level and low-level feature
maps.

By fusing the insights from both the 2D and 3D domains,
our network possesses the capacity to robustly analyze com-
plex scenes and accurately localize objects of interest. This
fusion of multimodal information equips our system with the
comprehensive context necessary to address challenging sce-
narios, including occlusions and small object classes, further
enhancing the effectiveness of our object detection capabilities.

IV. COMPARATIVE ANALYSIS

A. Experimental Setup

In our experiments, we leveraged the computational prowess
of the Tensor Processing Unit (TPU) v2, which provides
an ideal environment for high-performance machine learning
and deep learning applications. Equipped with a substantial
35GB of RAM capacity, the TPU v2 played a pivotal role in
ensuring efficient model training and evaluation. Additionally,
we conducted our experiments using the KITTI dataset, a well-
established benchmark in the computer vision community.

Our experimental design entailed a rigorous comparative
analysis involving FuDensityNet, alternative occlusion han-
dling methods, and our occlusion-aware network. This enabled
us to systematically evaluate the performance of our proposed
approach across various occlusion scenarios.

B. Evaluation of 2D Object Detection Models

In our quest to optimize object detection performance in
the face of varying occlusion levels, we embarked on a com-
prehensive comparative analysis of diverse object detection
models, as detailed in Table I. This analysis culminated in the
formulation of a strategic approach tailored to address different
degrees of occlusion encountered in real-world scenarios.

Class AP(%) (KITTI 2D)

Model
Car  Pedestrian  Cyclist
F-RCNN 71.2 67.4 66.7
ResNet50-F-RCNN 76.8 69.4 67.8
MobileNetV2-F-RCNN  57.2 53.8 48.5
vggl6-F-RCNN 59.2 584 47.6
SSD 66.7 64.4 58.1
RetinaNet 65.6 63.3 58.4
YOLOVS5s 89.9 87.7 83.8
YOLOVv6s 92.2 88.1 85.7
YOLOv7 90.2 86.5 84.1
YOLOv8s 93.7 91.3 87.2
YOLO-NAS 95.4 92.8 91.1
TABLE 1

OBJECT DETECTION AP RESULTS FOR KITTI 2D DATASET

When confronted with scenarios characterized by low to
no occlusion, our analysis pinpointed YOLO-NAS [24] as
the standout performer. YOLO-NAS, distinguished by its
lightweight architecture, demonstrated remarkable efficiency
and accuracy in object detection. It excelled in scenarios
where occlusion was minimal, making it the ideal choice
for rapid and precise object detection without the need for
intricate feature extraction. This strategic selection harmonizes
inference speed and accuracy in scenarios where occlusion
presents minimal challenges.

In scenarios with moderate to high occlusion, a custom
backbone in Faster R-CNN [17], integrating ResNet50 [25]
and our custom 3D backbone, proves effective. This inte-
gration harnesses the image feature extraction capabilities of
ResNet50 and spatial understanding from 3D data, enhancing
the model’s resilience against occluded objects. This combined
approach enables Faster R-CNN to accurately locate objects
despite occlusion, further bolstered by its robust region pro-
posal mechanism.

C. Performance Assessment of FuDensityNet

Our performance evaluation of FuDensityNet (Table II),
juxtaposed against YOLO3D, CompNet, and MV3D, revealed
its notable superiority over YOLO3D, while it demonstrated
performance levels closely aligned with CompNet. Notably,
FuDensityNet’s performance ranked lower than MV3D and
CompNet, with MV3D consistently exhibiting superior per-
formance across all occlusion levels.

This comparative analysis provides valuable insights into
the effectiveness of each approach in handling diverse occlu-
sion scenarios. While MV3D consistently outperformed other



Network Car Pedestrian Cyclist

Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard
CompNet 85.3 78.5 749 82.6 75.2 71.8 804 68.7 64.5
YOLO3D 64.0 57.8 492 61.2 52.7 459 564 43.0 35.0
MV3D 88.0 76.1 73.5 852 72.4 69.8 81.2 65.5 62.1
YOLO-NAS 95.4 72.2 70.1 92.8 69.3 70.8 91.1 64.4 61.5
FuDensityNet-Our 95.4 69.8 64.5 92.8 68.0 62.3 91.1 61.6 58.2

TABLE II

OBJECT DETECTION AP RESULTS ON KITTI DATASET FOR OCCLUSION ANALYSIS

models, it’s essential to interpret these results considering con-
textual factors that may influence the outcomes. FuDensityNet,
with its competitive performance, positions itself as a promis-
ing solution for occlusion-aware object detection, bridging
the gap between efficiency and effectiveness in complex real-
world environments.

CONCLUSION

In our pursuit of advancing object detection, we delved into
occlusion handling strategies. This research explored cutting-
edge methodologies and identified a critical need for address-
ing occlusion challenges comprehensively. Our response was
the development of an end-to-end framework that employs
novel techniques, including point cloud density analysis, in
place of GLCM, for precise occlusion rate determination. We
integrated the Feature Pyramid Network (FPN) strategy to
enhance object detection, especially in scenarios with small
or overlapping objects. The fusion of depth information and
RGB imagery further improved occluded object separation.

While our model, FuDensityNet, didn’t claim the top spot,
it showcased competitive performance, surpassing one state-
of-the-art model. Our ongoing mission is to fine-tune this
model, achieving an ideal balance between accuracy and speed
for effective occlusion-aware object detection. In the future,
we plan to integrate this model into person search tasks,
recognizing the paramount importance of occlusion handling
in real-world computer vision applications.

In sum, our research represents a significant stride toward
robust occlusion handling in object detection, and we are
committed to pushing the boundaries of performance in this
dynamic field.
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