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A B S T R A C T   

Objective: This work aims to create an automatic detection process of cardiac structures in both short-axis and 
long-axis views. A workflow inspired by human thinking process, for better explainability. 
Methods: we began by separating the images into two classes: long axis and short axis, using a Residual Network 
model. Then, we used Particle Swarm Optimization for general segmentation. After segmentation, a character-
ization step based on shape descriptors calculated from bounding box and ANOVA for features selection were 
applied on the binary images to detect the location of each region of interest: lung, left and right ventricle in the 
short-axis view, the aorta, the left heart (left atrium and ventricle), and the right heart (right atrium and 
ventricle) in the long axis view. 
Results: we achieved a 90% accuracy on view separation. We have selected: Elongation, Compactness, Circu-
larity, Type Factor, for short axis identification; and:Area, Centre of Mass Y, Moment of Inertia XY, Moment of 
Inertia YY, for long axis identification. 
Conclusion: a successful separation of long axis and short axis views allows for a better characterization and 
detection of segmented cardiac structures. After that, any method can be applied for segmentation, attribute 
selection, and classification. 
Significance: an attempt to introduce explainability into cardiac image segmentation, we tried to mimic the 
human workflow while computerizing each step. The process seems to be valid and added clarity and inter-
pretability to the detection.   

1. Introduction 

Despite all research and resources dedicated to cardiac diseases, they 
still are the leading cause of deaths around the globe. Automatic seg-
mentation and characterization of structures of interest in cardiac MRI is 
an important step for understanding cardiac function and detecting 
malformations and cardiovascular diseases. 

Many studies have been proposed to localize or detect the left 
ventricle (LV) and right ventricle (RV) in cardiac images. 

The localization of cardiac structures can serve two different 
purposes:  

• The automation of segmentation algorithms that require manual 
initialization. Such as methods based on active contours, level set, 
Active Shape Model (ASM), or Active Appearance Models (AAM).  

• Characterization of regions after a global segmentation algorithm to 
isolate each region. 

Image processing localization methods are classified into two 
categories: 

1. The first category is based on the time variation; this approach 
exploits the movement of the heart during the cardiac cycle [1,2,3]. 

2. The second category is based on shape recognition [4,5]. 
The left ventricle has been the most investigated structure; early 

segmentation methods relied on low-level techniques like thresholding 
followed by a region-growing method. For instance, the authors in [6] 
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separated the blood pool from the myocardium with a simple threshold, 
then used radial region-growing and convex hulling extraction to 
distinguish endocardial and epicardial boundaries. While in [7] 
thresholding was used to extract a region of interest for the left ventricle, 
and then it was followed by a region-growing step for segmentation of 
LV endocardium, epicardium, papillary muscles and trabeculations. In 
[8] the authors extracted the endocardium by initializing a level set 
segmentation method with a mask they get from thresholding. similarly, 
in [9] authors delineated the myocardial contours by first localising the 
LV in a previously thresholded image, they then used a segmentation 
method that is a fusion between intensity-based and texture-based fuzzy 
affinity maps, which is inspired by another fuzzy connectedness region- 
growing method [10]. The proposed method starts with setting a seed 
point and a sample region for the fuzzy connectedness estimates, which 
then gets expanded to using adaptive weights for the homogeneity and 
the gradient energy functions. The framework is finally extended to 
allow forces from dual contrast and fuzzy connectedness data integrated 
with shape constraints. 

As for segmentation of the right ventricle, it remains a rather chal-
lenging task due to its irregular shape; It has mostly been done based on 
a joined segmentation with the left ventricle, taking advantage of the 
resemblance of texture in both blood cavities and the consistence of 
relative positions of both ventricles. Such information can come handy 
when working with active contours ([11,12]) or graph cut based 
methods [13]. It can also be used in frameworks that require prior in-
formation in the shape of a biomechanical model [14], a 3D heart model 
[15 16], or atlases ([17]), [18]). 

With the emergence of deep learning, a lot of work focused on its 
application in cardiology [19]. even though deep learning-based 
methods achieved state of the art results, they still struggle with the 
issue of explainability. Most end to end deep learning models lack clarity 
and are considered black boxes, so they can hardly be trusted in critical 
applications. 

As a compromise, recent papers explored combining deep learning 
with image processing methods; the authors in [20] used a structured 
inference on a deep belief network (DBN) to detect the left ventricle 
region of interest, then used that region as initialization for endocardium 
segmentation using Otsu’s thresholding [21] and distance regularized 
level set. the final segmentation is used as an initial rough delineation 
for epicardium detection. They finally take the ROI detection to 
initialize an optimization process, and the delineation of the endocardial 
and epicardial borders to constrain a level set evolution. 

In [22], the authors achieved high quality segmentations using a 
pipeline consisting of a distance regularized level-set method following a 
Deep Belief Network (DBNs) for both localization and segmentation of 
the left ventricle. while the authors in [23] they used a three-stage 
approach, starting with a Convolutional Neural Network CNN to 
detect the left ventricle chamber, then applied stacked autoencoder to 
infer the shape of the left ventricle, followed by level-set refinement. Luo 
et al. [24] adopted an LV atlas mapping method to achieve accurate 
localization using MRI data, then trained a three-layer CNN to predict 
the left ventricle. 

The authors in [25] combined CNN with active contours, they used a 
four layer patch-based CNN to predict a vector starting from the 
evolving contour towards the closest point on the boundary of the object 
of interest, the set of predictions result in a vector field which was then 
used for evolving the contour through the Sobolev active contour 
framework. 

Other studies involved Atlas-based methods. For instance, the au-
thors in [26] came up with a novel encoder-decoder network called SVF- 
Net [27] and used it as a registration method for multi-atlas framework, 
which means they establishing predictions of the parameters from 
training images instead of the optimization of an energy criteria. Simi-
larly, the authors in [28] reported achieving better accuracy compared 
to majority voting, patch-based label fusion, multi-atlas patch match 
and SVM with augmented features. They used deep learning for feature 

extraction and label fusion from cardiac MRI images, and then applied 
learned features to define a similarity measure for MRI atlas selection. 

In a recent paper [29], the authors proposed a novel approach for 
ventricle localization using slope difference distribution (SDD) clus-
tering and a coarse-to-fine SDD threshold selection method to locate the 
positions of the left and right ventricles. They begin by segmenting the 
ventricles in the first images of all the slices using the coarse SDD, all 
segmenting results are then added to form a grayscale image, the coarse 
SDD algorithm is then set to isolate a relatively high threshold in order to 
isolate two distinguish blobs that will be serve as seeds for left ventricle 
and right ventricle. Then seeded region growing is used to segment the 
LV and the RV in the first image of each slice. The coarse SDD threshold 
selection is used to obtain the coarse threshold for the generated RV and 
LV ROIs, while the fine SDD threshold selection is used to obtain the fine 
threshold for the same ROIs. They finally use post-processing to refine 
segmentation. The method achieved 100% localization accuracy for LV 
and 90% accuracy for RV, which exceeds any other state of the art 
results. 

Noothout et al. [30] proposed a joint classification and regression 
based fully FCN (convolutional neutral network) to predict heart tissue 
anatomy landmark locations, where only those patches that are classi-
fied by the network as containing the landmark are used to determine 
the final landmark location. 

Mahapatra [31] uses classification on local patches to find landmark 
regions, they focus their work inside ROIs to reduce the computational 
cost. 

In this article, we ALSO combine deep learning with other image 
processing techniques in an automatic workflow for segmentation and 
characterization of the left and right ventricles from cardiac MRI images. 
The idea is to consider the thinking process executed by an expert, from 
seeing an MRI image until visually localizing the structures, and trans-
lating each step into an automatic process. 

We begin by separating long-axis views from short-axis views using a 
deep learning network called Residual Network, and then we use Par-
ticle Swarm Optimization for general segmentation of different region of 
interest: lung, left and right ventricle in the short-axis view, the aorta, 
the left heart (left atrium and ventricle), and the right heart (right atrium 
and ventricle) in the long axis view. Finally, we propose characterizing 
the left and right ventricles using descriptors carefully chosen with an 
Analysis of variance (ANOVA). The rest of this paper includes a detailed 
description of the methods and materials used in this work in section 2, 
followed by the results found in each step of section 3, and finally a 
conclusion. 

2. Materials and methods 

2.1. Neural networks and Residual networks 

Resnet or residual network is an artificial neural network. Neural 
networks are computing systems that rely on learning patterns and re-
lationships from data through experience and error optimization instead 
of programing. 

The learning process within artificial neural networks is a result of 
altering the network’s weights at every iteration until the classification 
hits a perfect accuracy. Such a process demands a lot of images, in the 
order of millions, and a long training time. 

Lately a new concept is introduced “transfer learning”, where models 
are trained on very big datasets, has their weights frozen, then used on 
new tasks. They only need to be retrained on the desired task for a short 
period. 

2.2. Particle swarm optimization 

Particle Swarm Optimization (PSO) is another algorithm inspired 
from nature, proposed by Kennedy and Eberhart [32]. It is an optimi-
zation method based on the rules followed by groups of living organisms 
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to self-organise and act as a unit. It follows a set of regulations:  

- Cohesion: particles tend to be drawn to the centre of the group.  
- Alignment: particles follow the same path as their neighbours.  
- Separation: to avoid collisions, particles self-separate with safety 

distance. 

The Particle Swarm Optimization method assumes one important 
principle: there is no random movement, all particles have an objective 
to reach; this is determined by an “objective function” which should be 
either optimized or provided by the user, depending on the application 
at hand. This algorithm is used to solve multilevel thresholding seg-
mentation problems, it has recently gained a reputation for providing 
perfect segmentation. In a recent publication [33], the others compared 
Particle Swarm Optimization for segmentation to the Ostu method, only 
to conclude that PSO-based image segmentation can create segments 
with great details. A similar approach by [34] used multimodal particle 
swarm optimization algorithm, which showed effectiveness and 
robustness and performed better than c-means. 

Problem formulation [35]: 
Image segmentation can be simplified as a binarization that keeps 

the target object, in our case the right and left ventricles, and eliminates 
everything else as background. Finding the right threshold to binarize an 
image is the most challenging part. In this work we estimate that the 
ideal threshold is calculated by maximizing the variance inter-class, 
defined by the following equation: 

σ2
B

∑n

j=1
ωj (μj − μT )

2 (1) 

where j signifies a particular class, wj is the probability of occur-
rence, and μj is the mean of class j. 

The total mean of an image, or a particular class, can be calculated 
using its probability distribution, as shown on equation (2). 

μT =
∑L

ipi (2) 

A probability distribution is a statistical function that describes the 
values that a variable can take within a given range, with the proba-
bilities of the occurrences. It can be calculated with the formula (3). 

pi =
hci
N
,
∑N

i = 1, pi = 1 (3) 

Where: 
I is a specific intensity value between [0, L-1]. 
N is the overall number of pixels in the image. 
hi is the number of pixels with intensity level i. 
Finally, the thresholding problem is handled as an optimization 

aiming to find tj , the threshold that maximizes the objective functions 
(fitness function) defined as: 

1φ = max1<t1 <⋯<tn− 1<Lσ2
β(tj ) (4) 

In each step t, the particle success is controlled by a fitness function. 
As an imitation of the swarm [32], each particle n is considered in 
constant movement with coordinates (xn[t],vn[t]), where 0 ≤ xn[t] ≤ L-1, 
and (vn[t]) respectively are the position and velocity values, they rely 
highly on local best (x̌n[t]) and global best (ǧn[t]) information: 

vn[t+ 1] = ωvn[t] + ρ1r1

(

ǧn − xn
)

+ ρ2r2

(

x̌n − xn[t]
)

(5)  

xn[t+ 1] = xn[t] + vn[t+ 1]

The inertial influence is controlled by w, ρ1 and ρ2. It is usually set a 
value a little under 1. While the “cognitive” and “social” components are 
represented by r1 and r2 respectively. 

2.3. Characterization of the right and left ventricle 

The characterization step is very important. It allows the detection 
and localization of cardiac chambers like the left and right ventricles. A 
lot of different descriptors exist in the field of pattern recognition, 
choosing the right descriptors for a particular task depends on the nature 
of the object characterized. 

Both ventricles have similar natures when it comes to texture and 
grayscale levels; a threshold segmentation method would result in the 
segmentation of both ventricles. However, the two ventricles have their 
differences; the left ventricle generally has a circular shape, and the right 
ventricle is longer, they also have distinguished spatial positions. That’s 
why we choose to work with shape factors to differentiate between the 
two [36]. 

Shape factors are numerical values that depict the physical and 
spatial form of an object, regardless of its size. 

2.3.1. Circularity factor :
Circularity factor is the most common shape describer, it compares 

the object to a circle. A circularity factor of 1 is addressed to a circle, the 
further the shape gets from a circle the smaller the value gets. It can be 
calculated in function of the perimeter P(R), and area A(R). 

FcH = P(R)/(2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
π.A(R)

√
(6)  

2.3.2. Elongation factor 
A less commonly used shape factor. Elongation factor, as its name 

suggests, calculates the elongation of the object. Suppose there is a 
bounding box rectangle surrounding the object, elongation is given as 
the ration between its width and length. The elongation value varies 
between 0 and 1, 1 being assigned to more of a circular or rectangular 
shape, as the ratio approaches 0, the shape resembles more of a long 
rectangle. 

Elongation ¼ Length bounding_box / width bounding_box (7). 

2.3.3. Type Factor: 
A feature linking the surface area to the moment of inertia. 

Ft =
A2

4π
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Ixx + Iyy

√ (8)  

2.3.4. Centre of mass 
Centre of mass is the balance point of an object. It is a position in the 

object that is assumed to accumulate all of its mass. It makes it easy to 
work with oddly shaped objects. 

Mx =
(
∑

x)
A

(9) 

My¼
(
∑

y)
A (10). 

2.3.5. Moment of inertia 
The moment of inertia in physics is a property that opposes the 

change of state of the object in rotational motion. In image processing it 
refers to Second-order moments which describe how mass varies around 
the center of mass. 

Moment of inertia xx: Ixx = (
∑

x2) − A*Mx
2 (11). 

Moment of inertia yy: Iyy = (
∑

y2) − A*My
2 (12). 

3. Results and discussions 

3.1. Image acquisition 

The main dataset used in this paper was provided by the Multi- 
Centre, Multi-Vendor and Multi-Disease Cardiac Segmentation 
(M&M), organized as part of the Statistical Atlases and Computational 
Modelling of the Heart (STACOM) Workshop, held in conjunction with 
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the MICCAI 2020 Conference. (The dataset is publicly available at http 
s://www.ub.edu/mnms). 

It was collected from three different countries (Spain, Germany, and 
Canada), where four different types of scanners were used (Siemens, 
General Electric, Philips, and Canon). It was gathered from 375 subjects, 
including patients suffering from hypertrophic and dilated cardiomy-
opathies and healthy subjects. The training set has 150 annotated im-
ages generated by two vendors and 25 unannotated images from a third 
vendor. The testing set has 200 images, 50 new cases provided by each 
of the previous vendors, and 50 by a new vendor. 

Experienced clinicians provided segmentation and notations of the 
data from the respective institutions; it included contours of the left (LV) 
and right ventricle (RV) and left ventricular myocardium (MYO) [37]. 

3.2. Methodology 

Our method is based on human-thinking process: The expert sees the 
image, recognises it as a long axis or a short axis slice. They would 
recognise different components by their colour/grey level degree, then 
differentiate between the different structures using shape, position, and 
size. 

Similarly, we tried to recreate each step with computerized tech-
niques. Fig. 1 shows each step and its computerization. 

3.2.1. View identification 
The motivation behind this step is that an expert naturally distin-

guishes between the two views at first sight. A similar approach in 
automatic localization can help reduce computation cost, as it will use 
attributes specific to one view per image. 

Long-axis and short-axis views are very different, and they can offer 
different sorts of information. For example, a long-axis view usually 
contains the four chambers and the aorta, while a short axis view has 
two chambers. Human experts can easily distinguish between the two 
views, then recognise different heart chambers accordingly. To mimic 
the same process, we run a classification step using transfer learning. 

Deep learning has been widely used for image classification; the 
neural networks learn complicated patterns that help fit an image into 
its suitable class. For this task, we tested a number of pre-trained models 
and finally settled on a residual network (Resnet) with 101 layers; we 
kept the weights on all the layers except for the last one and trained the 

network again. 
In order to create data for training and testing, we manually sepa-

rated the images into long axis and short axis views, following the 
labelling provided by the original dataset. 

Naturally the number of short axis images is significantly higher than 
long axis images. this is a result of any MRI exam, due to the elongated 
shape of the heart. 

As shown in Table 1 the dataset in hand is quite imbalanced, it 
contains a larger number of short-axis as opposed to long-axis images, 
this is due to the nature of an MRI scan and the shape of the heart. 
Research have been done on the impact of dropout on training with 
unbalanced data [38], to avoid overfitting, we experienced with dropout 
and settled on 30% for our final model. 

We trained the model for 5 epochs over the whole dataset, for a 
duration of 1228 min, it achieved a 99 % accuracy. The detailed 
confusion matrix is shown in Fig. 2. The model has better performance 
classifying short axis images (99.9%), than long axis images (95.5%). 
This is due to the abundance of short axis images, not only in the dataset, 
but in all cardiac MRI exams. 

High performance is not unusual in deep learning algorithm, espe-
cially when using transfer learning. To ensure the results were valid and 
not due to overfitting, meaning the model didn’t memorize the images 
by heart but learned how to recognise them properly (a common 
problem when dealing with small datasets); we have tested the model on 
unseen images, and it still reported accurate classification. We achieved 
98.31% validation accuracy. 

3.2.2. Segmentation and localisation of the left and the right ventricles 
We applied Particle Swarm Optimization algorithm for the segmen-

tation of the short and long-axis views. We present in Fig. 3 a segmen-
tation example by using the PSO algorithm with 3 clusters. 

As shown in Fig. 3.b, the algorithm segments the short axis view into 
three classes. The first represented by the low intensity pixels, and 

Fig. 1. Thinking process for ventricle identification vs. computerized workflow.  

Table 1 
Description of the classification dataset.  

Training images Test images 
Long axis Short axis Long axis Short axis 

1612 6350 323 1270  
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Fig. 2. Confusion Matrices that describe the classification performance in detail On the left is the classification of test images, on the right classification of vali-
dation images. 

Fig. 3. (a, c) Original images. (b, d) Images after segmentation with PSO.  
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contains the lung and the background of the image. The second gathers 
the pixels of average intensities like the myocardium, and the third 
gathers high intensities like the left and right ventricles. 

While for the long axis view (Fig. 3.d), the first cluster represented by 
the low intensities contains the two lungs and the background. The 
average intensities like the myocardium represent the second cluster, 
while the third cluster contains the regions with high intensities like the 
left atrium, ventricle, right atrium, and descendent aorta. 

In our task to localize the left ventricle and right ventricle, we start 
by detecting the lung from the first class (Fig. 4.e). 

Using the detected lung’s position, we can consequently detect the 
right and left ventricles from the third class (Fig. 4.F). 

As represented in Fig. 5, we have three regions of interest for the long 
axis view: the aorta, the left heart (left atrium and ventricle), and the 
right heart (right atrium and ventricle). 

4. Results and discussions 

For each image we calculated, using the bounding box method, area. 
We used the bounding box method to calculate the following pa-

rameters (groups) for each image: area, compactness, elongation factor, 
circularity factor, type factor, centers of mass X and Y, moments of 

inertia XX, XY and YY. 
ANOVA is used to compare differences of means among more than 

two groups. It does this by looking at variation in the data and where 
that variation is found (hence its name). Specifically, ANOVA compares 
the amount of variation between groups with the amount of variation 
within groups. 

In order to select the most relevant features for ventricle character-
ization, we used Analysis of variance (ANOVA). ANOVA is a statistical 
analysis tool that was developed by Ronald Fisher in 1918, it tests 
whether any difference exists between the groups on some variable 
(feature) according to the following steps:  

- Assume all groups have the same variance (null hypothesis)  
- Calculate the Sum of Squares (MST)  
- calculate the ANOVA effect size, which determines the degree of 

freedom (d.f)  
- Calculate F-value (equation (13)); an F-test is a way of telling if a 

group of variables are jointly significant. deciding to support or 
reject the null hypothesis. 

F =
MSE
MST

(13) 

Fig. 4. The different steps of the proposed methodology.  
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where: 
F: ANOVA coefficient. 
MST: Mean sum of squares due to treatment. 
MSE: Mean sum of squares due to error.  

- Accept or Reject the Null Hypothesis 

After segmentation, a long-axis view image contains the right heart 
(the right ventricle + right atrium), the left heart (left atrium +
ventricle), and the aorta. We picked 8 different features that can char-
acterize the different groups, then we tested for the most significant 
features. 

Table 2 demonstrates the detailed process of testing the features, 
while Fig. 5 shows the ANOVA representations. In the table we provided 

every feature we tested, sum square, degree of freedom, mean square, f- 
value, and the final verdict based on the comparison between the f value 
and the F critical value. 

Fig. 6 provides a more visible interpretation of the interactions be-
tween the different groups. For a specific feature, when there is no 
overlap between two structures, the feature is considered a good criteria 
to distinguish between the two structures. 

Not all the features studied above have significant “variation”, and 
can be for classification. 

To be accurate only two features were good enough for our evalua-
tion: centre of mass Y, and area. Position could also be used to tell the 
left heart and the right heart apart, but we haven’t used spatial features 
in this work due to the non-consistency if the dataset. This will definitely 
be explored in a future work. 

Fig. 5. The segmentation result on a long axis image.  

Table 2 
Feature extraction for long axis segmentation.   

source Sum square Degree of 
freedom 

Mean 
square 

F- 
value 

Prb > f Verdict  

Centre of Mass X g 8221 3 2470.34 1.04 0.3857  Feature not significant 
error 10,549 40 2637.3 
Total 113,713 43 

Centre of Mass Y  g 27859.5 3 9286.5 8.6 0.0002 The aorta is significantly different from every other 
group error 43202.4 40 1080.06 

Total 71061.9 43 
Area g 5.4749 1007 3 1.82497 1007 6.05 0.0017 Left heart and right heart are different than other groups 

Error 1.20749 
1008 

40 3.01872 1006 

Total 1.75498 
1008 

43 

Elongation Factor g 15.7963 3 5.26542 5.74 0.0023 Feature not significant 
Error 36.7085 40 0.91771 
Total 52.5048 43 

Heywood Circularity 
Factor  

g 3.519 3 1.17301 4.29 0.0102 Feature not significant 
Error 10.9277 40 0.27319 
Total 14.4468 43 

Moment of Inertia XX  g 6.97888 
1012 

3 2.32629 1012 1.59 0.2061 Feature not significant 

Error 5.84062 
1013 

40 1.46015 1012 

Total 6.5351 1013 43 
Moment of Inertia XY g 6.7484 1012 3 2.24947 1012 3.45 0.0253 Can be used to identify left heart 

Error 2.60511 
1013 

40 6.51278 1011 

Total 3.27995 
1013 

43 

Moment of Inertia YY g 6.7484 1012 3 2.24947 1012 3.45 0.0253 Can be used to identify left heart 
Error 2.60511 

1013 
40 6.51278 1011 

Total 3.27995 
1013 

43  
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The aorta has a significantly lower centre of mass Y with F-value =
0.0002 compared to the other objects on the segmented image. At the 
same time, the left heart has a higher moment of inertia XY moment of 
inertia YY compared to the other objects. 

In the same fashion, Table 3 and Fig. 7 contain features we tested for 
short axis characterization. 

All four features tested in Table 3 and Fig. 7 can be used to charac-
terize and distinguish between the right and left ventricles on short-axis 
images. The right ventricle has high elongation and Heywood circu-
larity, while the left ventricle can be characterized with high compact-
ness and type factor. 

Fig. 6. ANOVA representations of the long-axis features.  
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5. Conclusion 

In recent computer vision solutions, explainability has become an 
urging concern especially in medical applications. it is crucial for cli-
nicians to understand the process behind the result, which is not always 
possible when extracting the information straight from the provided 
images, that is why this work has focused on achieving segmentation 
and characterization of structures of interest in cardiac MRI images 
following a detailed workflow. We tried to make the process explainable 

by imitating a human-like workflow, then automating every step. 
A human expert would recognize the images as long axis or short axis 

slices from first sight; accordingly, they would know what to expect to 
find in the image. They would recognize left ventricle based on its cir-
cular shape, right ventricle based on its lunar shape, and the lung based 
on its position; In this paper we recreated the same workflow but with 
computerizing each step. 

We began by classifying the images into long-axis and short-axis 
views first, which allows a more customised segmentation and 

Table 3 
Feature extraction for short axis segmentation.   

Source Sum square Degree of freedom Mean sq. F-value Prb > f Verdict  

Elongation g  7.7261 1 7.72607 66.58 7.03777 10-10 Significant feature 
error  4.4094 38 0.11604 
Total  12.1355 39 

Compactness  g  0.20517 1 0.20517 64.61 1.01530 10-09 Significant feature 
error  0.12067 38 0.00318 
Total  0.32584 39 

Heywood Circularity  g  0.5774 1 0.5774 42.74 1.04602 10-07 Significant feature 
Error  0.51339 38 0.01351 
Total  1.0908 39 

Type Factor g  0.42483 1 0.42483 155.14 5.47648 10-15 Significant feature 
Error  0.10406 38 0.00274 
Total  0.52889 39  

Fig. 7. ANOVA representations of the short-axis features.  
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processing of the images. We could successfully achieve 99% classifi-
cation accuracy using a pre-trained Resnet model. It is not uncommon 
for pre-trained models to achieve high performance even with little data, 
which was the reason we used it to compensate for the relatively small 
dataset. 

We used Particle Swarm Optimization (PSO) for general segmenta-
tion, the algorithm has gained popularity for creating segments with 
good attention to details. PSO was applied to all images equally because 
the textures of the structures do not change from one view to another. 

In order to identify the different objects present after segmentation, 
we tested a number of descriptors including area, centre of mass, 
circularity and elongation factors, moment of inertia. ANOVA was used 
for feature selection to detect the location of each region of interest. 

Short axis images were easier to deal with, as they only have three 
regions of interest: lung, left ventricle and short ventricle; all three 
structures are significantly different. The lung could be easily identified 
based on its large area and removed. As for the right and left ventricle, 
they could be each located based on: elongation, compactness, Heywood 
circularity, and type factor. 

Long axis images, however, contain all four chambers, plus the aorta 
and other structures. To make our work simpler, we considered the re-
gions of interest to be: aorta, left heart (left ventricle + left atrium), right 
heart (right ventricle + right atrium), and other. Having so many groups 
with similar attributes made the process of feature selection more 
complicated; the aorta was easily identified by. 

The purpose of such characterization is to provide a tool that even-
tually allows advanced segmentation locating objects of interest after a 
global segmentation using classification methods: FCM, KFCM, EM and 
operator’s manual and automatic thresholding. 

This was an initial study to test the possibility of applying a human- 
inspired workflow with computerizing every step, as an attempt to have 
an explainable fully automatic segmentation of cardiac structures. Even 
though the process seems long, it was rather simple to apply. Applying 
the classification step would mean we’d only use one set of attributes to 
characterize the segmented structures, this can be cost efficient. 

At last, it is important to note that the innovation of our work isn’t 
the models used at each step, but the workflow itself; recreating a 
human-like thinking process is what we are aiming for. 

Further work will be done in the future to perfect the outcome of 
every step, which should have good results considering the advances 
provided in the literature for each step (classification, segmentation, 
feature selection). 
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