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Higher-spin gauge theories in three spacetime
dimensions

Andrea Campoleoni and Stefan Fredenhagen

Abstract These lecture notes provide an introduction to higher-spin gauge theories

in three spacetime dimensions, with a focus on their asymptotic symmetries, their

holographic description in terms of conformal field theories with W -symmetries as

well as on their couplings to scalar matter.
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1 Introduction

Elementary particles are characterised by their mass and spin. For free particles,

any value of the spin is allowed, while the structure of interactions strongly depends

on the spin. The interactions of massless particles with spin greater than two, also

known as higher-spin particles, are severely constrained by various no-go results;

see, e.g., [1, 2] for a review. In spite of this, gauge theories involving higher-spin

fields have been investigated over the years,1 mainly in view of their possible im-

pact in the study of quantum gravity. Indeed, on the one hand, building consistent

interactions for massless higher-spin fields typically also requires the presence of

a massless spin-two field in the spectrum. This leads to field theories including a

putative graviton and displaying a huge gauge symmetry, that is expected to im-

prove the UV behaviour of Einstein’s gravity [4]. On the other hand, string theory

does involve massive excitations of arbitrary spin, and it has been conjectured that it

might actually describe a symmetry-broken phase of a higher-spin gauge theory [5]

(see also [6,7] for a review of the ensuing developments). More recently, these sug-

gestions have been reinforced by the natural emergence of higher-spin theories in

the AdS/CFT correspondence, as gravity duals of certain weakly coupled conformal

field theories; see, e.g., [8] for a review.

In spacetimes of dimension four or higher, there are strong indications that

higher-spin gauge theories must involve an infinite number of fields. An explicit

example of a complete interacting theory of this sort has been provided by Vasiliev

and collaborators on constant curvature backgrounds [9, 10] (see also [11, 12] for

a review). Higher-spin generalisations of self-dual Yang-Mills and gravity have

also been obtained on flat four-dimensional manifolds with Euclidean or split sig-

nature [13, 14], and the status of higher-spin theories on Minkowski backgrounds

was recently reconsidered in [15]. Conformal gravity admits a higher-spin exten-

sion too [16], and we refer to [17] for an overview of higher-spin theories and their

applications. All previous examples entail various peculiarities – allowing them to

evade the plethora of no-go results – together with technical difficulties brought by

the unbounded spectra of fields. Studying higher-spin theories on three-dimensional

spacetimes gives the unique opportunity to explore some of these peculiarities in a

highly simplified context, where, for instance, interacting theories involving only a

finite number of higher-spin fields can be built.

Strictly speaking, there are no massless higher-spin particles in three dimensions:

the little group does not admit massless representations of arbitrary helicity, so that

only scalar and spin-1/2 degrees of freedom can propagate [18]. On the other hand,

one can still consider field theories similar to those describing higher-spin degrees of

freedom in four dimensions and use them as toy models for higher-spin theories, in

analogy with the role played by three-dimensional gravity. One can indeed consider

vacuum Einstein’s equations also in three dimensions, although they do not allow

any local degrees of freedom [19,20]. Equivalently, no gravitational, spin-two waves

propagate in three dimensions. Still, black hole solutions do exist [21,22] and three-

1 See, e.g., [3] for an historical overview.
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dimensional gravity has been a powerful testing ground for various ideas about their

quantum properties as well as a source of insights that found applications in higher

dimensions too; see, e.g., [23–25].

Analogous considerations extend to arbitrary spin, since handy non-linear com-

pletions of the free equations of motion can be defined in three dimensions for any

value of the spin, with or without a cosmological constant [26,27]. They profit from

the same simplifications that allow the rewriting of the Einstein–Hilbert action as

a Chern–Simons action [28, 29] and, as anticipated, they do not require to con-

sider an infinite number of fields as in four dimensions.2 The resulting interacting

higher-spin gauge theories have been explored in various directions in recent years

and, since they typically involve also spin-two fields, they are often collectively

denoted as higher-spin gravity. A notable research avenue revolves around a holo-

graphic duality, dubbed minimal-model holography, that links higher-spin gauge

theories coupled to matter on anti-de Sitter (AdS) spacetime to a specific large-N

limit of WN-minimal models [31] (see also [32] for a review). Such relation elab-

orates upon the observation that the asymptotic symmetries of three-dimensional

higher-spin gauge theories are given by non-linear W -algebras, rather than by Lie

algebras [33, 34]. As a result, their putative boundary duals must admit global sym-

metries of the same type. In spite of this peculiarity, minimal-model holography

can be considered as a three-dimensional counterpart of the holographic duality be-

tween Vasiliev’s higher-spin theories in four dimensions and the large-N limit of

the three-dimensional O(N) vector model [35] (see also [36–40, 8]). It provides a

privileged setup where to test quantitatively the AdS3/CFT2 correspondence, thanks

to its virtue of combining the good analytic control one has over WN-minimal mod-

els with the option to access the semiclassical regime via a large-N limit. It also

triggered interesting complementary developments as, e.g., the study of black holes

in theories in which the higher-spin gauge symmetry makes their usual geometric

characterisations meaningless [41–43], as it might be expected in quantum gravity

(see also [44–46] for a review).

These lecture notes aim at providing an introduction to three-dimensional higher-

spin theories allowing to access research papers or specialised reviews on minimal-

model holography, like [32]. To this end, three main topics are discussed: sections 2

and 3 set the stage by presenting the Chern–Simons formulation of higher-spin

gauge theories in three dimensions and their asymptotic symmetries. The focus is on

higher-spin theories on anti-de Sitter space, but we stress that the same techniques

apply to any value of the cosmological constant. Section 4 begins with an introduc-

tion to quantum W -algebras and then reviews the bases of minimal-model hologra-

phy, mainly from the viewpoint of the boundary conformal field theory. Section 5

discusses the subtleties encountered when coupling higher-spin fields to matter, and

reviews the Prokushkin–Vasiliev model [47]. This provides an example of such a

coupling and has been considered as a natural candidate bulk dual of the confor-

mal field theories introduced in the previous section. Additional research directions

on three-dimensional higher-spin theories and their links with the material here re-

2 The option to define interacting higher-spin theories with field spectra that are not consistent in

four dimensions was already noticed in [30].
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viewed are sketched in section 6. We also refer to this section for a more detailed

overview of the material presented in these lecture notes.

Each topic is approached assuming only a textbook knowledge of gravity and

conformal field theory, but more advanced developments and applications are dis-

cussed towards the end of each section. This allows for different reading paths: a

reader with experience in three-dimensional higher-spin theories might still profit,

e.g., from section 3.5, reviewing more sophisticated techniques to characterise the

asymptotic symmetries of Chern–Simons theories, or from sections 4.4–4.7 that

delve into the general properties of quantum W -algebras and their applications in

minimal-model holography. Section 5 is meant to provide an introduction to the

Prokushkin–Vasiliev model, accessible also to readers without any previous ex-

posure to Vasiliev’s unfolded formulation of higher-spin gauge theories. On the

other hand, it introduces a number of techniques that might be useful also in other

contexts, like the oscillator realisations of higher-spin algebras discussed in sec-

tion 5.1.2. Several exercises complement the text. They suggest some computations

that might be useful to consolidate the understanding of the material here reviewed,

and we collected a number of solutions in section D. Exercises with a solution are

marked with an asterisk.

2 Higher spins and Chern–Simons theory

In this section, we present non-linear actions in three spacetime dimensions that,

when linearised around a constant curvature background, reduce to a sum of free

actions for massless fields with various spin. The simplest example is the Einstein–

Hilbert action in three dimensions: its linearised equations of motion do not admit

wave solutions, but they take the same form as in a spacetime of dimension four

or higher, where local degrees of freedom are present. When the spin is greater

than two, one can reverse the logic: linear equations with an analogous structure as

those describing massless spin-s particles in D ≥ 4 can be defined in D = 3 too.

They do not admit wave solutions as for s = 2, but we consider any non-linear com-

pletion thereof that preserves the same amount of gauge symmetries as in the free

theory as a higher-spin gauge theory. Remarkably, if one ignores matter couplings,

in three dimensions higher-spin gauge theories have essentially the same structure

as Einstein’s gravity. For this reason, we first briefly recall the main features of the

Einstein–Hilbert action in D = 2+1 and then we show how to include higher spins.
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2.1 Three-dimensional gravity as a Chern–Simons theory

To generalise the construction of three-dimensional gravity to higher spins, it is

convenient to work in a first-order formalism.3 In terms of the dreibein ea = eµ
adxµ

and the spin connection ωab = ωµ
abdxµ, the Einstein–Hilbert action in D = 2+ 1

dimensions reads

S EH =
1

16πG

∫
ǫabc

(
ea∧Rbc +

1

3ℓ2
ea∧ eb∧ ec

)
, (2.1)

where Rab = dωab +ωac∧ωc
b is the Riemann curvature, ℓ is related to the cosmo-

logical constant by Λ= −ℓ−2 and G is Newton’s constant, which has dimension of

length in three dimensions. The equation of motion for the dreibein imposes that the

curvature must be constant on shell, thus confirming the absence of local degrees of

freedom.

Here and in the following, a,b, . . . denote Lorentz frame indices, while µ,ν, . . .

denote base-manifold indices. The latter will often be omitted. We use the following

conventions for the Minkowski metric and the Levi–Civita tensor:

ηab = (−,+,+) and ǫ012 = 1 . (2.2)

As usual, ηab is used to raise and lower Lorentz frame indices.

In three dimensions, one can dualise the spin connection and define

ωa =
1

2
ǫabcωbc , Ra = dωa +

1

2
ǫabcωb∧ωc . (2.3)

The action (2.1) can then be rewritten as

S EH =
1

8πG

∫ (
ea∧Ra +

1

6ℓ2
ǫabc ea∧ eb∧ ec

)
, (2.4)

and its equations of motions read

T
a := dea + ǫabcωb∧ ec = 0 , (2.5a)

R
a := Ra +

1

2ℓ2
ǫabceb∧ ec = 0 . (2.5b)

The torsion constraint (2.5a) allows one to rewrite the dualised spin connection in

terms of the dreibein, while (2.5b) states that the curvature is constant.

Exercise 1.* Show that the torsion constraint T a = 0 implies

ωµ
a = ǫabceνb (∂µeνc−∂νeµc)−

1

2
ǫbcd

(
eνb eρc ∂νeρd

)
eµ

a , (2.6)

3 An extensive introduction to three-dimensional gravity, covering both its first and second order

formulations, is given in [23].
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where eµa denotes the inverse dreibein, satisfying eµaeµ
b = δa

b and eµaeν
a = δµν.

As in spacetimes of dimension D ≥ 4, the Einstein–Hilbert action is invariant

under diffeomorphisms and local Lorentz transformations. When D = 3, the action

is also invariant under local translations, so that its symmetries are given by

δea = ∇ξa + ǫabcebΛc , δωa = ∇Λa +
1

ℓ2
ǫabcebξc , (2.7)

where we introduced the Lorentz-covariant derivative ∇, acting on tangent-space

vectors as

∇ f a = d f a + ǫabcωb fc . (2.8)

Exercise 2.* Show that a local translation with parameter ξa = eµ
avµ is equivalent

on shell to the diffeomorphism generated by the vector field vµ,

δeµ
a = vν∂νeµ

a + eν
a∂µvν , (2.9)

up to a local Lorentz transformation with parameter Λa = ωµ
avµ. This implies that

the invariance under diffeomorphisms does not constitute an additional symmetry

of the action.

One can further simplify the form (2.4) of the action by introducing the fields

E = 1
G

eaPa and Ω = ωaLa, where Pa and La are the generators of the isometry

algebra of the vacuum:

[Pa,Pb] =

(
G

ℓ

)2

ǫabcLc , [La,Pb] = ǫabcPc , [La,Lb] = ǫabcLc . (2.10)

For ℓ→ ∞ one gets the three-dimensional Poincaré algebra iso(1,2), for ℓ2 < 0 one

gets the de Sitter algebra so(1,3), and for ℓ2 > 0 one gets the anti-de Sitter algebra

so(2,2). The customary presentation of the vacuum isometry algebras, applying to

spacetimes of any dimension, is recovered by dualising the Lorentz generators as

La =
1
2
ǫabcMbc. One can then rewrite the Einstein–Hilbert action (2.4) as

S EH =
1

8π

∫
Tr

(
E∧R+

1

3
E∧E∧E

)
, (2.11)

where R = dΩ+Ω∧Ω= RaLa and where we introduced the bilinear form4

Tr(PaPb) = 0 , Tr(PaLb) = ηab , Tr(LaLb) = 0 . (2.12)

Up to boundary terms, the action (2.11) is equivalent to a Chern–Simons action for

the field A = E+Ω with gauge algebra iso(1,2), so(1,3) or so(2,2), depending on

4 For the Lie algebras iso(1,2) and so(2,2), which are not simple, there is also another independent

invariant bilinear form that, however, does not lead to the Einstein–Hilbert action [29].
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the value of ℓ [29]:5

S EH =
1

16π

∫
Tr

(
A ∧dA +

2

3
A ∧A ∧A

)
. (2.13)

All solutions of the Chern–Simons field equations,

dA +A ∧A = 0 , (2.14)

are flat connections, so that one can see once again that three-dimensional gravity

has no local degrees of freedom.

For a negative cosmological constant, one can also profit from the isomorphism

so(2,2)∼= sl(2,R)⊕ sl(2,R). The two copies of sl(2,R) are generated by

J±a =
1

2

(
La±

ℓ

G
Pa

)
, (2.15)

that, indeed, satisfy

[J±a , J
±
b ] = ǫab

cJ±c , [J±a , J
∓
b ] = 0 . (2.16)

The bilinear form (2.12) then induces

Tr(J±a J±b ) =±
1

2

ℓ

G
ηab , Tr(J±a J∓b ) = 0 . (2.17)

Splitting the so(2,2) connection as A = AaJ+a + ÃaJ−a gives

Aa = ωa +
1

ℓ
ea , Ãa = ωa− 1

ℓ
ea , (2.18)

and substituting this splitting of A in the action (2.13) one can rewrite it as the

difference of two Chern–Simons actions [28, 29]. The latter form of the three-

dimensional Einstein–Hilbert action with negative cosmological constant is the most

common one in the literature:

S EH = S CS[A]− S CS[Ã] , (2.19)

with

S CS[A] =
k

4π

∫
tr

(
A∧dA+

2

3
A∧A∧A

)
. (2.20)

We introduced here the fields A = AaJa and Ã = ÃaJa, taking values in a single

sl(2,R) algebra with bilinear form

5 In our conventions, the field A is dimensionless, and this explains the overall dimensionless

parameter. Newton’s constant has been absorbed in the definition of E.
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tr(Ja Jb) =
1

2
ηab . (2.21)

The opposite sign in the scalar products (2.17) of the generators J±a is taken into

account by the relative sign between the two Chern–Simons actions in (2.19). Fur-

thermore, we absorbed the dimensionless factor ℓ
G

in the definition of the level k:

k =
ℓ

4G
. (2.22)

Let us stress again that the Einstein–Hilbert action can only be rewritten as the

difference of two sl(2,R) Chern–Simons actions when the cosmological constant is

negative, i.e. for ℓ2 > 0. Nevertheless, it can always be rewritten as a Chern–Simons

action with a iso(1,2), so(1,3) or so(2,2) gauge algebra, since (2.13) holds for

arbitrary values of ℓ2.

Yet another useful rewriting of the Einstein–Hilbert action results from consider-

ing the combinations

e =
ℓ

2

(
A− Ã

)
, ω=

1

2

(
A+ Ã

)
, (2.23)

where all fields are again assumed to take values in the single sl(2,R) algebra with

Killing metric (2.21).

Exercise 3.* Show that one can rewrite the action (2.19) as

S EH =
1

4πG

∫
tr

(
e∧R+

1

3ℓ2
e∧ e∧ e

)
, (2.24)

and argue that this form of the action actually holds for arbitrary values of the cos-

mological constant.

Exercise 4. Check that the infinitesimal gauge transformations of the Chern–Simons

fields,

δA = dλ+[A,λ] , δÃ = dλ̃+[Ã, λ̃] , (2.25)

can be rewritten as

δe = dξ+[ω,ξ]+ [e,Λ] , δω= dΛ+[ω,Λ]+
1

ℓ2
[e, ξ] , (2.26)

with

ξ =
ℓ

2

(
λ− λ̃

)
, Λ=

1

2

(
λ+ λ̃

)
, (2.27)

and check that the transformations (2.26) correspond to the symmetries (2.7) of the

Einstein–Hilbert action.
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2.2 Including higher-spin fields

To include higher-spin gauge fields, we begin by presenting their free equations of

motion in two approaches, first generalising the “metric”, second-order formulation

of Einstein’s gravity, and then generalising the “frame”, first-order formulation that

we reviewed in the previous section. We then show that Chern–Simons actions give

interacting theories that decompose into a sum of free higher-spin frame-like actions

upon linearisation.

2.2.1 Metric-like formulation

A massless spin-s particle in Minkowski space can be described by a symmetric

tensor field φµ1···µs fulfilling the Fronsdal equation [48]

�φµ1···µs − s∂σ∂(µ1
φµ2···µs)σ+

s(s− 1)

2
∂(µ1

∂µ2
φµ3···µs)

σ
σ = 0 . (2.28)

Here and below, indices enclosed between parentheses are symmetrised, and di-

viding by the number of terms in the sum is understood (weight-one convention).

For instance, A(µBν) := 1
2
(AµBν+AνBµ). This equation is left invariant by gauge

transformations

δφµ1···µs = s∂(µ1
ǫµ2···µs) (2.29)

with a traceless gauge parameter,

ǫµ1···µs−3

σ
σ = 0 . (2.30)

For s = 1 and s = 2, Fronsdal’s equations reduce, respectively, to Maxwell’s equa-

tions and to linearised Einstein’s equations.

The equations of motion (2.28) can be defined on a Minkowski space of any

dimension D. Together with the gauge symmetry (2.29), they imply that, out of

the
(

D+s−1
s

)
independent components of the field φµ1···µs , only the

(
D+s−4

s

)
D+2s−4
D+s−4

degrees of freedom of a massless spin-s particle propagate on shell (see, e.g., [7]).

When D = 3, Fronsdal’s equations can be defined as well but, consistently with the

previous counting, they do not admit wave solutions like the spin-two Fierz–Pauli

equations.

In the following, we shall be mainly interested in massless higher-spin fields

propagating on an AdS background with metric ḡµν. Their equations of motion can

be obtained by replacing partial derivatives with Levi–Civita covariant derivatives ∇̄

for the AdS metric in (2.28) and by adding suitable mass terms to restore the gauge

symmetry

δφµ1...µs = s∇̄(µ1
ǫµ2···µs) with ḡρσǫµ1···µs−3ρσ = 0. (2.31)

The additional mass terms allow one to compensate the contributions to the gauge

variation produced by the commutator of covariant derivatives,
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[∇̄µ, ∇̄ν]vρ =
1

ℓ2
(ḡνρvµ− ḡµρvν) . (2.32)

The resulting equations of motion for a massless spin-s field in AdS [49] are then

given by

(
�−m2

s

)
φµ1···µs − s∇̄σ∇̄(µ1

φµ2···µs)σ+
s(s− 1)

2
∇̄(µ1

∇̄µ2
φµ3···µs)

σ
σ = 0 , (2.33)

with the mass coefficient6

m2
s =

2(s− 1)(D+ s− 3)

ℓ2
. (2.34)

In AdS3 one thus obtains m2
s = 2s(s− 1)ℓ−2.

Exercise 5. Check the invariance of the equations (2.33) under the gauge transfor-

mations (2.31).

2.2.2 Frame-like formulation

In three dimensions, the equations of motion (2.33) can be reformulated in a first-

order form by introducing the higher-spin vielbeins and spin connections

ea1···as−1 = eµ
a1···as−1dxµ , ωa1···as−1 = ωµ

a1···as−1 dxµ , (2.35)

which are symmetric and traceless in their Lorentz indices ai and admit the gauge

symmetries

δea1···as−1 = ∇ξa1···as−1 +(s− 1) ēb ǫ
bc(a1Λa2···as−1)

c , (2.36a)

δωa1···as−1 = ∇Λa1···as−1 +
s− 1

ℓ2
ēb ǫ

bc(a1ξa2···as−1)
c , (2.36b)

where ē and ω̄ denote the dreibein and spin connection of the AdS background, and

the gauge parameters ξa1···as−1 and Λa1···as−1 are symmetric and traceless like the

fields. Moreover, ∇ denotes the Lorentz covariant derivative

∇ f a1···an = d f a1···an + nǫbc(a1 ω̄b∧ f a2···an)
c , (2.37)

which satisfies

∇2 f a1···an =
n

ℓ2
ēb∧ ē(a1 ∧ f a2···an)

b . (2.38)

For s = 2 one recovers the dreibein and the dualised spin connection introduced

in (2.3), together with the linearisation of the transformations (2.7). When D > 3,

6 In AdS the order of derivatives does matter: often in the literature the derivatives in the sec-

ond term of (2.33) are exchanged and this gives a different mass term involving also the trace of

the field. Notice also that, for s = 2, (2.33) agrees with the linearisation of the vacuum Einstein

equations Rµν− 2Λ
D−2

gµν = 0.
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one must actually introduce spin connections of the form ωb,a1···as−1 satisfying

ω(b,a1···as−1) = 0 (see, e.g., [12, 7] and appendix A for more details). When D = 3,

the latter irreducibility condition allows one to dualise them to recover the fields

introduced in (2.35).

For any value of the spin, one can then consider the action

S =
1

8πG

∫ (
ea1···as−1

∧∇ωa1···as−1 +
s− 1

2
ǫbcd ēb∧ωc

a1···as−1
∧ωda1···as−1

+
s− 1

2ℓ2
ǫbcd ēb∧ ec

a1···as−1
∧ eda1···as−1

)
,

(2.39)

which is left invariant by the gauge transformations (2.36) and, for s = 2, corre-

sponds to the linearisation of the Einstein–Hilbert action (2.4). It also corresponds

to the three-dimensional version of the linearised action for a massless spin-s par-

ticle in arbitrary dimension that we discuss in section A. When D = 3, one could

also consider other gauge invariant quadratic actions in the fields (2.35), while for

generic values of D the action is uniquely fixed.

One can also introduce the following curvatures for the fields e and ω:

T
a1···as−1 = ∇ea1···as−1 +(s− 1)ǫbc(a1 ēb∧ωa2···as−1)

c , (2.40a)

R
a1···as−1 = ∇ωa1···as−1 +

s− 1

ℓ2
ǫbc(a1 ēb∧ ea2···as−1)

c . (2.40b)

These two-forms are invariant under the transformations (2.36) and satisfy the

Bianchi identities

∇T
a1···as−1 +(s− 1)ǫbc(a1 ēb∧R

a2···as−1)
c = 0 , (2.41a)

∇R
a1···as−1 +

s− 1

ℓ2
ǫbc(a1 ēb∧T

a2···as−1)
c = 0 . (2.41b)

In analogy with the spin two example, the equations of motion of the action (2.39)

are the zero-curvature conditions

T
a1···as−1 = 0 , (2.42a)

R
a1···as−1 = 0 . (2.42b)

This is again a peculiarity of the three-dimensional setup: when D > 3, in analogy

with gravity, the equations of motion only imply the vanishing of a certain projection

of the analogue of the curvature (2.42b) – see again section A for more details.

Exercise 6. Prove the gauge invariance of the action (2.39) under the transforma-

tions (2.36) and check that its equations of motion are those in (2.42).

Equations (2.42) are equivalent to the Fronsdal equation (2.33). This can be

shown by following the same steps as in exercise 1, i.e., by first expressing the

generalised spin connection in terms of the higher-spin vielbein and its first deriva-

tive using the torsion constraint (2.42a), and then by substituting the resulting
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ωa1···as−1 = ωa1···as−1(e,∇e) in (2.42b) (see [34] for more details or section A for

the analogous, and somehow simpler, solution (A.16) of the torsion constraint in

any D). The Fronsdal equation can eventually be recovered by rewriting (2.42b) in

terms of

φµ1···µs = ēa1
(µ1
· · · ēas−1

µs−1
eµs)a1···as−1

. (2.43)

2.2.3 Chern–Simons formulation

As for gravity, one can combine the spin connections ωa1···as−1 and the vielbeins

ea1···as−1 into the linear combinations

Aa1···as−1 =
(
ω+

1

ℓ
e
)a1···as−1

, Ãa1···as−1 =
(
ω− 1

ℓ
e
)a1···as−1

. (2.44)

We now wish to introduce Chern–Simons fields A and Ã including the gravitational

connections discussed in section 2.1, together with the fields above contracted with

the generators Ja1···as−1
of a higher-spin Lie algebra that we still need to identify.

These generators, besides being symmetric under permutations of their indices,

cannot be all independent as they must satisfy the constraints ηabJabc1···cs−3
= 0 in-

duced by the contraction with traceless fields. Moreover, we can fix the commutation

relations between Ja and Jb1···bs−1
by imposing that the linearisation of the Chern–

Simons equations of motion reproduces the free equations of motion for higher-spin

fields on the AdS background. The vanishing of the curvatures for A and Ã, when

expressed in terms of e and ω, imposes

dω+ω∧ω+
1

ℓ2
e∧ e = 0 , de+ e∧ω+ω∧ e= 0 (2.45)

(see also exercise 3, where the precise form of the gauge algebra did not play any

role). Expanding the fields in terms of the generators tA of the Lie algebra satisfying

[tA, tB] = fAB
C tC , we obtain

dωA +
1

2
fBC

AωB∧ωC +
1

2ℓ2
fBC

A eB∧ eC = 0 , deA + fBC
A eB∧ωC = 0 . (2.46)

Linearising around a background ē = ēaJa, ω̄= ω̄aJa one obtains

dωA+ fbC
A ω̄b∧ωC +

1

ℓ2
fbC

A ēb∧eC = 0 , deA+ fbC
A ω̄b∧eC + fbC

A ēb∧eC = 0 ,

(2.47)

where capital indices can be traded for the multi-indices (a1 · · ·as−1). Comparing to

(2.42) we can read off the Lie bracket

[Ja, Jb1···bs−1
] = (s− 1)ǫd

a(b1
Jb2···bs−1)d . (2.48)
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The zero-curvature equations of motion (2.45) may be obtained starting from

several actions, as noticed in the gravity case in [29]. On the other hand, we also

wish to recover upon linearisation the action (2.39), that directly generalises the

Einstein–Hilbert action and corresponds to the D = 3 instance of the free higher-

spin action (A.1). To this end, one can start from an action of the form (2.24) that,

as shown in exercise 3, can also be written as the difference of two Chern–Simons

actions when the cosmological constant is negative (the rewriting does not rely on

the form of the gauge algebra). A direct comparison with the linearised action (2.39)

then fixes the invariant bilinear form in (2.24) to

tr (JaJb) =
1

2
ηab , tr

(
JaJb1···bs−1

)
= 0 , (2.49a)

tr
(

Ja1···as−1
Jb1···bs−1

)
=

1

2
ηa1(b1|ηa2|b2

· · ·ηbs−1)as−1
+ · · · , (2.49b)

where in the last line we omitted the terms needed to separately enforce a traceless

projection in the indices ai and bi (when writing the action the projection is already

automatically taken into account by the contraction with the traceless fields).7

Exercise 7.* Check (2.48) and (2.49) starting, respectively, from (2.47), (2.42) and

(2.24), (2.39).

A Chern–Simons theory with gauge algebra g⊕ g and action (2.19) thus repro-

duces Fronsdal’s equations in AdS3 upon linearisation, provided that g admits the

non-degenerate invariant bilinear form (2.49) and its generators can be collected in

traceless symmetric tensors Ja1···as−1
satisfying the Lie bracket (2.48). At this point,

one should classify all algebras fulfilling the previous conditions to classify all pos-

sible interacting higher-spin gauge theories.8 In principle, this task can be achieved

by solving the Jacobi identities with the initial data (2.48); still, we stress that any

non-compact Lie algebra with a non-degenerate bilinear form fits into this scheme

upon selecting a distinguished sl(2,R) subalgebra to be interpreted as the gravita-

tional one, possibly modulo the flip in the overall sign of (2.49b) for some values

of s. We shall comment more on this general setup at the end of this section, while

we now illustrate the key features of three-dimensional higher-spin algebras in a

prototypical example.

To begin with, we observe that a symmetric and traceless product of sl(2,R)
generators satisfies the commutator (2.48), so that we can set

7 Notice that we fixed conventionally the overall sign in (2.49b) independently of the value of s.

While keeping the same relative sign between the kinetic terms of different fields is a reasonable

requirement, we stress that this is not mandatory in the current context in which there are no

propagating degrees of freedom and, therefore, no risks to introduce ghosts. At the level of the

gauge algebra, introducing relative signs in (2.49b) would correspond to selecting different real

forms of the same complex Lie algebra.
8 A priori this classification would only cover interacting theories that can be cast in the Chern–

Simons form, but one can prove that the latter exhaust the space of all possible interactions in the

absence of matter couplings [50, 51].
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Ja1···as−1
∼ J{a1

· · · Jas−1} , (2.50)

where braces denote a symmetrisation and a traceless projection.

Defining (2.50) requires introducing an associative product, out of which one

can realise the Lie bracket as a commutator. The simplest way of doing so is to

consider a finite-dimensional representation of sl(2,R) and use the matrix product.

For concreteness, let us first focus on the three-dimensional representation. We can

then consider the combinations

Ja , J{aJb} = J(aJb)−
1

3
ηab C2 , (2.51)

where

C2 = ηabJaJb (2.52)

is the sl(2,R) Casimir operator. As you are invited to check in the following exer-

cise, these eight matrices are all traceless and linearly independent: as a result, they

span all traceless 3×3-matrices and generate sl(3,R). The resulting Chern–Simons

theory contains fields of spin two and three corresponding, respectively, to the gen-

erators Ja and J{aJb}.

Exercise 8. Use the following three-dimensional representation of sl(2,R),

J0 =
1√
2




0 −1 0

1 0 −1

0 1 0


 , J1 =

1√
2




0 1 0

1 0 1

0 1 0


 , J2 =




1 0 0

0 0 0

0 0 −1


 , (2.53)

to show that the matrices in (2.51) are linearly independent and traceless.

Starting from a N-dimensional representation of sl(2,R) leads to an analogous

construction: symmetrised and traceless products of s− 1 ≤ N generators are in-

dependent and form the fundamental representation of sl(N,R) [52]. As a result, a

Chern–Simons theory with gauge algebra sl(N,R)⊕sl(N,R) describes gauge fields

of spin s = 2,3, . . . ,N. Each of them corresponds, respectively, to the components

proportional to

Ja1···as−1
=

√
(2s− 1)!

6(s− 1)!2

s−1

∏
i=2

2

N2− i2
J{a1
· · · Jas−1} , 2≤ s≤ N , (2.54)

where we fixed the normalisation such that it agrees with the normalisation of the

bilinear invariant form introduced in (2.49).

This construction can be generalised to include infinite-dimensional representa-

tions of sl(2,R) so as to obtain higher-spin theories with an unbounded spectrum of

fields. To this end, let us recall that in a N-dimensional irreducible representation of

sl(2,R) the quadratic Casimir (2.52) takes the value

C2 =
1

4

(
N2− 1

)
I . (2.55)
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The previous construction can thus be recovered by defining the combinations (2.54)

in the universal enveloping algebra9 of sl(2,R) and then imposing (2.55) by factor-

ing out the corresponding relation. One can then generalise the procedure to include

other values of C2 so as to define the associative algebras

B[λ] =
U (sl(2,R))

〈C2− 1
4
(λ2− 1)I〉

. (2.56)

We can turn this associative algebra into a Lie algebra with Lie bracket given by the

commutator. As a Lie algebra, B[λ] decomposes as

B[λ] = R⊕hs[λ] , (2.57)

since the identity I commutes with all generators. For all values of λ, the Lie algebra

hs[λ] is a higher-spin algebra spanned by generators Ja, J{aJb},. . . , because any an-

tisymmetric combination can be expressed in terms of the Lie bracket, and any trace

part can be expressed in terms of the Casimir operator.10 A Chern–Simons theory

with gauge algebra hs[λ]⊕ hs[λ] thus describes an interacting higher-spin theory

for gauge fields of spin s = 2,3,4, . . . , while different values of λ give inequivalent

theories since the gauge algebras are not isomorphic (see, e.g., [27, 57]).

To build a Chern–Simons action, one also needs to define an invariant, non-

degenerate bilinear form on hs[λ]. This can be done introducing a trace in B[λ]
defined by

tr I= const , tr J{a1
· · · Jas−1} = 0 . (2.58)

The corresponding invariant bilinear form on hs[λ] is non-degenerate for non-integer

λ [59]. If λ= N > 1 is an integer, the bilinear form degenerates, and there is a non-

trivial ideal

IN = {V ∈ hs[N]| for all W ∈ hs[N] : tr(VW) = 0} . (2.59)

Factoring out this ideal leads to sl(N,R),

hs[λ= N]

IN

∼= sl(N,R) , (2.60)

and thus reproduces the previous construction in terms of products of matrices of

finite-dimensional representations of the sl(2,R) algebra.

9 For any Lie algebra g, its universal enveloping algebra U (g) is built as follows. One first in-

troduces the space of linear combinations of all possible products of generators, defined by con-

catenation, and then quotients out the two-sided ideal generated by Ja Jb− JbJa− fab
c Jc to ensure

that the Lie bracket is realised as the commutator. One can show that U (g) is spanned by sym-

metrised products of the generators since any antisymmetrised combination can be replaced by the

commutator. For more details, see, e.g., [53, chapter 14].
10 This infinite-dimensional algebra has been introduced from different perspectives in [54,27,55–

58]. In section 5.1.2, we shall also discuss in detail an alternative construction of hs[λ] in terms of

oscillator variables.
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We now introduce a convenient basis for hs[λ] that we shall use extensively later.

To begin with, we define the linear combinations

L±1 = J0± J1 , L0 = J2 (2.61)

that form a basis for the sl(2,R) algebra with commutation relations

[Lm,Ln] = (m− n)Lm+n . (2.62)

The invariant bilinear form (2.21) in this basis takes the form

tr L0L0 =
1

2
, tr L1L−1 =−1 , tr L0L±1 = 0 . (2.63)

For any fixed s the generators J{a1
· · · Jas−1} form a (2s−1)-dimensional irreducible

representation of sl(2,R) with respect to the adjoint action. This directly follows

from standard consideration on the tensoring of sl(2,R) representations, and can

also be made more manifest by using as a basis the generators W s
m (with −s+ 1 ≤

m≤ s− 1) defined as follows. One first introduces the generator

W s
s−1 = (L1)

s−1 (2.64)

and then defines recursively further 2s− 2 generators using

W s
m−1 =−

1

m+ s− 1
[L−1,W

s
m] (2.65)

until one gets W s
1−s = (L−1)

s−1. These generators are in one-to-one correspondence

with the independent components of the symmetric and traceless tensor Ja1···as−1
of

rank s− 1: their number is 2s− 1 and they are all independent because they are

eigenvectors of L0 with different eigenvalues (see the following exercise).

Exercise 9.* Check that (2.64) and (2.65) imply

[Lm,W
s
n] = ((s− 1)m− n)W s

m+n . (2.66)

The definition we gave thus uniquely fixes the commutation relations of the basis

elements with the sl(2,R) generators. In particular, the “mode number” n corre-

sponds to minus the eigenvalue of L0 under the adjoint action. One can then check

that (2.66) implies

[L0, [W
s
m,W

t
n]] =−(m+ n)[W s

m,W
t
n] (2.67)

and therefore that the mode number is additive under the Lie bracket.

In general, all commutation relations of hs[λ] can be cast in the form11

11 The structure of the commutators shows that one can rescale W2n+1
m → iW2n+1

m to obtain an-

other real form of hs[λ], which allows for unitary representations for 0 < λ < 1 [60]. For λ = N,

it corresponds to the algebra su( N−1
2
, N+1

2
) for N odd and su( N

2
, N

2
) for N even. One can also see
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[W s1
m ,W

s2
n ] =

min(s1,s2)−2

∑
k=0

cλ[m,n]W
s1+s2−2k−2
m+n . (2.68)

We refer to, e.g., [55] for more details about this statement, while here we propose

to analyse its simplest manifestation in the following exercises.

Exercise 10.* Prove that the commutator [W3
m,W

3
n ] must be a combination of W4

m+n

and Lm+n, and then check that the m,n-dependence of the structure constants is

completely fixed by (2.66) via the Jacobi identities. That is, prove that

[W3
m,W

3
n ] = α[λ](m− n)W4

m+n +
β[λ]

12
(m− n)(2m2+ 2n2−mn− 8)Lm+n . (2.69)

Exercise 11.* Determine α[λ] and β[λ] by computing the commutator (2.69) using

concrete expressions for W3
m and W4

n obtained starting from (2.64) and the recursion

relation (2.65). Notice that the result,

α[λ] = 2 , β[λ] =
4−λ2

5
, (2.70)

can be obtained using only a selected number of m and n components; one also has

to use that

C2 = L2
0−

1

2
(L1L−1 + L−1L1) =

1

4

(
λ2− 1

)
I . (2.71)

General expressions for the structure constants of hs[λ] were postulated in [55]

and later proven in [66]. The invariant bilinear form can be defined via the trace

in (2.58) [59]. If we normalize the trace such that it coincides with the standard

form (2.21) on the sl(2) subalgebra, it is explicitly given by (see for example [63])

tr
(
W s

m W t
n

)
= (−1)m 6(s− 1)!2

(2s− 1)!

(s+m− 1)!(s−m− 1)!

(2s− 2)!

s−1

∏
i=2

(λ2− i2)δs,tδm+n,0 .

(2.72)

From this expression one can directly read off that the bilinear form is degenerate

for any integer λ= N > 1.

Taking symmetrised products of sl(2) generators is a natural way to build higher-

spin algebras in three dimensions and mimics the construction of higher-spin al-

gebras in any spacetime dimensions [67–70].12 On the other hand, we can start

with any Lie algebra g admitting a non-degenerate bilinear form and that con-

tains a sl(2,R) subalgebra. The decomposition of g into irreducible representa-

tions of sl(2,R) with respect to the adjoint action then determines the field content:

from (2.68) that it is possible to consistently truncate the algebra to only contain even-spin genera-

tors, which for integer λ results in a real form of so(2N). We refer, e.g., to [61–65] for more details

and for applications of these observations.
12 In a spacetime of dimension D, higher-spin algebras are defined as quotients of the universal

enveloping algebra of so(2,D− 1) and are used to organise the non-linear deformations of the

free field equations, see, e.g., [12]. See also [71] for an explicit comparison between the previous

construction and the one that applies in generic spacetime dimensions.
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the 2s− 1 generators belonging to each irreducible representation can indeed be

grouped into a tensor Ja1···as−1
satisfying (2.48) or, equivalently, into a tensor W s

m

satisfying (2.66). Let us stress that different embeddings of sl(2,R) into g lead to

different spectra (see, e.g., [63, 72]). For example, under the regular embedding of

sl(2,R)⊂ sl(3,R) as 2× 2-matrix blocks,13 we have the decomposition

sl(3,R)≃ 3+ 2 ·2+ 1 , (2.73)

where we labelled sl(2) representations by their dimension in boldface. We can in-

terpret the corresponding Chern–Simons theory as a gauge theory containing gravity

coupled to two bosonic spin- 3
2

fields and one spin-1 field.

In the following, we shall anyway focus on higher-spin theories with hs[λ] or

sl(N,R) gauge algebras, often resorting to their simplest N = 3 instance to intro-

duce new concepts. For this reason, we close this section with an exercise aiming

at fixing all conventions for the sl(3,R)× sl(3,R) Chern–Simons theory describing

the coupling of a spin-three field to gravity.

Exercise 12. Starting from the three-dimensional representation of sl(2,R) given

in (2.53), check that the explicit matrix representations of the generators Lm and W3
m

is

L1 =
√

2




0 0 0

1 0 0

0 1 0


 , L0 =




1 0 0

0 0 0

0 0 −1


 , L−1 =

√
2




0 −1 0

0 0 −1

0 0 0


 ,

W3
2 =




0 0 0

0 0 0

2 0 0


 , W3

1 =
1√
2




0 0 0

1 0 0

0 −1 0


 , W3

0 =
1

3




1 0 0

0 −2 0

0 0 1


 , (2.74)

W3
−2 =




0 0 2

0 0 0

0 0 0


 , W3

−1 =
1√
2




0 −1 0

0 0 1

0 0 0


 .

Using this representation, verify that the normalised trace in (2.72) is related to the

matrix trace tr3×3 by a factor 1
4
,

tr(LmLn) =
1

4
tr3×3(LmLn) = (−1)m (1+m)!(1−m)!

2
δm+n,0 , (2.75a)

tr(W3
mW3

n ) =
1

4
tr3×3(W

3
mW3

n ) = (−1)m (2+m)!(2−m)!

4!
δm+n,0 . (2.75b)

By explicit computation, check the commutation relations of sl(3,R) in this basis:

13 For N = 3, the construction that we discussed before, in which sl(2,R) is embedded into sl(3,R)
as the 3×3 matrices (2.53), corresponds to another embedding called the principal one.
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[Lm,Ln] = (m− n)Lm+n , (2.76a)

[Lm,W
3
n ] = (2m− n)W3

m+n , (2.76b)

[W3
m,W

3
n ] =−

1

12
(m− n)(2m2+ 2n2−mn− 8)Lm+n . (2.76c)

3 Asymptotic symmetries

In this section, we study the asymptotic symmetries of three-dimensional higher-

spin gauge theories on a spacetime which is asymptotically AdS. These are trans-

formations of the fields that – although they take the same form as a gauge transfor-

mation – correspond to global symmetries of the system rather than parameterising a

redundancy in its description. They are identified among the gauge transformations

that preserve the boundary conditions on the fields (that one has to impose due to the

non-compact nature of spacetime) while acting on the boundary data. As we shall

discuss, transformations of this sort contain a subset that is canonically generated

by global charges defined on the boundary of spacetime and that has to be identified

with global symmetries.

We work in the Chern–Simons formulation that we introduced in the last sec-

tion, first explaining the basic concepts using boundary conditions that lead to an

affine Lie algebra of asymptotic symmetries. We then include additional constraints

that characterise asymptotically AdS field configurations. These conditions lead to

a reduction of the affine Lie algebra to a classical W -algebra known as Drinfeld–

Sokolov reduction. In the case of gravity, this reproduces the Virasoro algebra first

identified by Brown and Henneaux [73], whereas for higher-spin gravity we get

asymptotic non-linear W -algebras as first observed in [33, 34].

We follow the approach of [74, 34], while distinguishing the role of the time and

radial coordinates, as later suggested in [75, 43]. We assume here that the reader

is familiar with Dirac’s treatment of Hamiltonian systems with constraints, while

recalling the basic facts we need in section C.

3.1 Chern–Simons theory with boundary

We wish to describe gravity and higher-spin gravity on three-dimensional geome-

tries which are asymptotically anti-de Sitter. The conformal completion of AdS3 is

diffeomorphic to a solid cylinder Σ = R×D2 with boundary ∂Σ = R× S 1: for this

reason, in the following we shall consider Chern–Simons theories defined on this

manifold.14 We also choose coordinates t, θ, ρ, where t is the time coordinate along

R, θ is the 2π-periodic angular coordinate on the disk D2, and ρ is the radial coordi-

14 A full characterisation of the space of solutions might require to also consider different topolo-

gies, but asymptotically the manifolds should take the form of a solid cylinder. For this reason,
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nate on D2, for which we find it convenient to choose the range from ρ = 0 (centre

of the disk) to ρ= ∞ (boundary of the disk).

To begin with, we consider a generic Chern–Simons action,

S CS =
k

4π

∫

Σ
tr

(
A∧dA+

2

3
A∧A∧A

)
, (3.1)

where A is a Lie-algebra-valued field, for a Lie algebra g admitting an invariant non-

degenerate bilinear form here denoted by tr . This action is already in Hamiltonian

form, with conjugate fields Aθ and Aρ, and a Lagrange multiplier At:

S CS =
k

4π

(∫

Σ
dtdρdθ tr

(
AθȦρ−AρȦθ+ 2 AtFρθ

)
−
∫

∂Σ
dtdθ tr

(
AtAθ

))
, (3.2)

where Ȧρ, Ȧθ denote the t-derivative of Aρ and Aθ, respectively. The bulk Hamil-

tonian vanishes as it should be the case for any action that is invariant under dif-

feomorphisms while, as anticipated, At only enters algebraically and enforces the

constraint

Fρθ := ∂ρAθ−∂θAρ+[Aρ,Aθ] = 0 . (3.3)

The variation of the action reads

δS CS =
k

2π

∫

Σ
dtdρdθ tr

(
(Ȧρ−∂ρAt +[At,Aρ])δAθ− (Ȧθ−∂θAt +[At,Aθ])δAρ

+FρθδAt

)
− k

4π

∫

∂Σ
dtdθ tr

(
AθδAt−AtδAθ

)
. (3.4)

The bulk part leads to the equations of motion for Aρ and Aθ and to the constraint

Fρθ = 0. At this stage, we do not want to put boundary conditions on the field Aθ. To

cancel the boundary contribution that contains δAθ, we then add the boundary term

S bdy =−
k

4π

∫

∂Σ
dtdθ tr

(
AtAθ

)
(3.5)

to the action. The total boundary contribution to the variation of the action now only

consists of a term that contains δAt. We can set the latter to zero by fixing At at

the boundary, i.e. by imposing δAt|∂Σ = 0. Whereas At plays the role of a Lagrange

multiplier in the bulk, its boundary value can thus be viewed as a parameter of the

theory.

Since A is a Lie-algebra-valued field, we can decompose it with respect to a

basis of generators tA of g as A = AAtA. The equal-time Poisson brackets between

the fields AA
ρ and AB

θ are given by15

focussing on Chern–Simons theories on a solid cylinder suffices to discuss asymptotic symme-

tries.
15 We restrict here to a fixed time slice and suppress the time dependence of the fields; it will later

be restored when we study the time evolution.
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{
AA
ρ (ρ,θ),A

B
θ (ρ
′, θ′)

}
=

2π

k
γABδ(ρ−ρ′)δ(θ− θ′) , (3.6)

where γAB is the inverse of the matrix γAB = tr(tAtB). For phase-space functionals

F and H with well-defined functional derivatives with respect to Aρ and Aθ, the

Poisson bracket is

{F ,H }= 2π

k

∫

D2

dρdθ tr

(
δF

δAρ(ρ,θ)

δH

δAθ(ρ,θ)
− δF

δAθ(ρ,θ)

δH

δAρ(ρ,θ)

)
. (3.7)

Exercise 13. Show that (3.6) implies (3.7).

Fρθ is a single constraint, and it is compatible with time evolution. As such, it

can only be a first-class constraint, and we can build from it phase-space functionals

G(Λ) which generate the gauge transformations A→ A+ dΛ+[A,Λ] with the help

of the Poisson brackets. Let us discuss this in more detail because it becomes subtle

in the presence of a boundary. Indeed, in this case one has to write the generators of

gauge transformations as [76]

G(Λ) =
k

2π

∫

D2

dρdθ tr(ΛFρθ)+Q(Λ) , (3.8)

where we introduced a boundary term to ensure that G has a well-defined functional

derivative with respect to Aρ and Aθ, i.e. to ensure that the variation of G(Λ),

δG =
k

2π

∫

D2

dρdθ tr
(
(∂θΛ+[Aθ,Λ])δAρ− (∂ρΛ+[Aρ,Λ])δAθ

)

+
k

2π

∫

S 1
dθ
(

tr(ΛδAθ)+ δQ(Λ)
)
,

(3.9)

does not contain any boundary terms. This condition fixes the functional variation

of Q(Λ) to be

δQ(Λ) =− k

2π

∫

S 1
dθ tr(ΛδAθ) . (3.10)

In the current setup, in which we do not impose any constraint on Aθ, the parameter

Λ is just an arbitrary Lie-algebra-valued function, so that the variation (3.10) can be

straightforwardly integrated to get16

Q(Λ) =− k

2π

∫

S 1
dθ tr(ΛAθ) . (3.11)

Notice, however, that the expression (3.10) for the variation of the charge also ap-

plies to more general contexts that we shall encounter later, in which the gauge

parameter may depend on the fields. This is so because any possible contribution

16 One could also add an arbitrary function on the boundary, provided that it does not depend on

the boundary value of the dynamical field Aθ. We omitted it in agreement with the most common

expression for Q(Λ) in the literature, but this issue will be relevant when we shall discuss the time

dependence of the charge in (3.30) below.
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in δΛ in the variation of G would anyway be proportional to the constraint, as it is

manifest from (3.8). On the other hand, for field-dependent gauge parameters – as,

e.g., those corresponding to diffeomorphisms (see exercise 2) – the integration of

δQ(Λ) may lead to different results compared to (3.11) or require additional bound-

ary conditions.

Exercise 14. Verify the variation (3.9) and show that it implies

δΛAρ = {G(Λ),Aρ}= ∂ρΛ+[Aρ,Λ] , (3.12a)

δΛAθ = {G(Λ),Aθ} = ∂θΛ+[Aθ,Λ] . (3.12b)

The equations of motion for Aρ and Aθ, which follow from the variation of the

action S = S CS + S bdy, show that the time evolution is a gauge transformation with

At having the interpretation of a gauge parameter per unit time,

Ȧρ = {G(At),Aρ} , Ȧθ = {G(At),Aθ} . (3.13)

This comes without surprise because the Hamiltonian vanishes in the action (3.2)

and the total bulk Hamiltonian of the system is a pure constraint, Htot ∝ G(At). On

the other hand, when one applies a possibly time-dependent gauge transformation

with parameter Λ(t,ρ,θ), one also changes the precise time evolution of Aθ and Aρ
along the gauge orbit. To be consistent with the time evolution determined by (3.13),

the gauge transformation has to be accompanied by a variation of At:

δAt = ∂tΛ+[At,Λ] . (3.14)

The gauge transformations of the fields and of the Lagrange multiplier combine into

δAµ = ∂µΛ+[Aµ,Λ] , (3.15)

which is the usual covariant infinitesimal gauge symmetry of the Chern–Simons

action (3.1).

We have discussed how to recover in the Hamiltonian formalism the gauge sym-

metry (3.15), but the boundary term (3.11) in the generator of gauge transformations

leads to several subtleties in their interpretation. This already becomes apparent in

the Poisson bracket of two gauge generators,

{G(Λ),G(Γ)}= G([Λ,Γ])+
k

2π

∫

S 1
dθ tr (Λ∂θΓ) , (3.16)

that develops a central extension which depends on the boundary values of Λ and Γ.

Exercise 15.* Prove (3.16).

The most important consequence of a non-trivial Q(Λ) is that the corresponding

transformation is actually not a gauge symmetry, but a global symmetry canonically

generated by the boundary charge Q(Λ). In other words, a variation (3.15) associ-

ated to a non-trivial boundary charge sends solutions of the equations of motion into
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physically inequivalent solutions even if it takes the same form as a gauge transfor-

mation. Symmetries of this kind are known as asymptotic symmetries.

To analyse this statement in detail, it is convenient to add a gauge-fixing condi-

tion on top of the first-class constraint (3.3). As we shall see shortly, the additional

constraint we are going to impose completely fixes the proper gauge symmetry, so

that no redundancy in the description of the space of solutions is left. The gauge-

fixing, however, still allows for residual transformations of the form (3.15), to be

interpreted as global (or asymptotic) symmetries.

To this end, we choose a specific form for Aρ which, close to the boundary, we

take as

Aρ(ρ) = b−1(ρ)∂ρb(ρ) (3.17)

for a chosen group-valued function b(ρ). Close to the boundary one can always

reach this gauge off-shell: to bring a gauge field A′ into the form (3.17), one has to

perform a gauge transformation satisfying

U−1A′ρU +U−1∂ρU = b−1∂ρb . (3.18)

Writing U = U ′b, this condition holds if

∂ρU
′ =−A′ρU

′ , (3.19)

which can be solved by a path-ordered exponential,

U = Pe
−∫ ρρ0

A′rdr
U0b . (3.20)

U0 is a constant of integration that must be chosen so as to preserve the boundary

condition δAt|∂Σ = 0, and one can always do this on the solid cylinder.17

On the constraint surface, where we implement Fρθ = 0, the ρ-dependence of Aθ
is also fixed,

∂ρAθ+[Aρ,Aθ] = 0 =⇒ ∂ρ(b Aθ b−1) = 0 . (3.21)

Aθ is then of the form

Aθ(t,ρ,θ) = b−1(ρ)aθ(t, θ)b(ρ) (3.22)

with some ρ-independent term aθ(t, θ), where we restored the time dependence to

stress that this condition is respected along time evolution.

The residual transformations of the form (3.15) that leave Aρ invariant satisfy

∂ρΛ+[Aρ,Λ] = 0 , (3.23)

hence Λ has to be of the form

17 If other boundaries are present, it might not be possible to select a U0 compatible with all

boundary conditions. In other words, in some cases the gauge (3.17) might not be reachable, or it

may be necessary to select specific group-valued functions in order to reconstruct globally certain

classes of solutions. We refer, e.g., to [77, 78] for more details.
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Λ(t,ρ,θ) = b−1(ρ)λ(t, θ)b(ρ) . (3.24)

Similarly, the Lagrange multiplier At needs to satisfy

At(t,ρ,θ) = b−1(ρ)at(t, θ)b(ρ) , (3.25)

such that the gauge choice for Aρ is preserved along time evolution. The function at

parameterises the freedom to choose the boundary value of At.

Now we want to argue that the residual transformations generated by gauge pa-

rameters of the form (3.24) cease to be gauge symmetries, and they parameterise

global symmetries instead. One way to see this is by looking at the evolution in

time. If we have a proper gauge symmetry, we can choose an arbitrary time depen-

dence for the gauge parameter because, on each time slice, configurations related

by gauge transformations should be completely equivalent. The transformation of

at induced by a Λ of the form (3.24) is however

at(t, θ)→ at(t, θ)+∂tλ(t, θ)+ [at(t, θ),λ(t, θ)] . (3.26)

As at is a fixed parameter of the theory in the current setup, it should be invariant

under this transformation. This fixes the time dependence of λ, which therefore

cannot correspond to a proper gauge transformation.

Moreover, adding the constraint (3.17) to the first-class constraint (3.3) one ob-

tains a set of second-class constraints, as it should be the case for any complete

gauge-fixing. Indeed, the Poisson bracket of the constraints can be computed as

{G(Ξ),Aρ}= ∂ρΞ+[Aρ,Ξ] =: DρΞ , (3.27)

where we introduced a smearing function Ξ for the constraint Fρθ = 0, while we

omitted the term b−1∂ρb in the constraint (3.17) since it does not depend on phase-

space variables. Notice that here G(Ξ) has to depend only on the first-class con-

straint (3.3), so that the smearing function Ξ must vanish at the boundary. The

unique solution of the first-order differential equation DρΞ = 0 with this boundary

condition is Ξ = 0 everywhere, thus showing that the bracket (3.27) is not degener-

ate.

Conversely, non-trivial transformations preserving the gauge-fixing (3.17) have a

non-vanishing boundary charge (3.11), so that they are not generated by a first-class

constraint:

Q(Λ) =− k

2π

∫

S 1
dθ tr

(
b−1λbb−1aθb

)
=− k

2π

∫

S 1
dθ tr(λaθ) =: Q(λ) . (3.28)

This is yet another way of concluding that they cannot be proper gauge transforma-

tions (see, e.g., [79,76,80] for an ampler discussion of this point in the Hamiltonian

formalism).

Notice that the charge given in (3.28) is conserved on-shell if one chooses the

function at to be constant:
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d

dt
Q(λ) =− k

2π

∫

S 1
dθ tr (λ∂θat) , (3.29)

where we stress that one has to impose the equations of motion (3.13) to get this

result. For generic values of at the charge is not conserved, but its time variation

only depends on the latter and not on the boundary value of the dynamical field aθ
(see also [81]). As such, since at is just a parameter of the theory, one can still define

a quantity that is conserved on shell along time evolution:18

Q̂(λ) = Q(λ)+
k

2π

∫ t

t0

dt′
∫

S 1
dθ tr (λ∂θat′) . (3.30)

Since the constraints (3.3) and (3.17) form a set of second-class constraints, one

can define a Poisson structure on the reduced phase space, here parameterised by the

functions aθ(t, θ), via the Dirac bracket. The latter can be efficiently computed by

realising that the Dirac bracket of the charges Q(Λ) with any phase-space functional

corresponds to the Poisson bracket. Indeed, denoting collectively the two constraints

(3.3) and (3.17) by φi, the Dirac bracket {·, ·}∗ is defined as (see also (C.8))

{Q(Λ),F}∗ = {G(Λ),F}∗ = {G(Λ),F}−{G(Λ),φi}Ci j{φ j,F} , (3.31)

where Ci j is the inverse of the matrix Ci j = {φi,φ j}. On the other hand, the con-

straints are invariant under the residual symmetries generated by gauge parameters

of the form (3.24),

{G(Λ),φi}= δΛφi ≈ 0 , (3.32)

where we used the symbol ≈ to stress that the identity holds on the constraint sur-

face. Eq. (3.24) was indeed obtained by demanding the invariance of the constraint

(3.17), while the constraint Fρθ = 0 is also invariant on the constraint surface since

δΛFµν = [Fµν,Λ] . (3.33)

As a result, the boundary charges canonically generate the global symmetries in-

duced by non-trivial λ(t, θ), that is

δλF = {G(Λ),F} ≈ {Q(λ),F}∗ , (3.34)

and the algebra of boundary charges on the constrained phase space is the same as

that of the generators G(Λ) (given in (3.16)),

{Q(λ1),Q(λ2)}∗ = Q([λ1,λ2])+
k

2π

∫

S 1
dθ tr(λ1 ∂θλ2) . (3.35)

From this result we can infer the Poisson structure on the reduced phase space pa-

rameterised by aθ, and a similar strategy can be employed also when some con-

18 Boundary conditions leading to truly non-conserved surface charges in three dimensions have

been considered, e.g., in [82–85].
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straints on aθ are imposed as part of the boundary conditions of the theory (as in the

next section).

In the current example, it is convenient to expand aθ(t, θ) in Fourier modes and

in a basis tA of generators of g,

aθ(t, θ) =
1

k
∑
p∈Z

aA
p(t)e

−ipθ tA . (3.36)

The modes aA
p can be expressed in terms of the boundary charges as

aA
p =−γABQ(tB eipθ) , (3.37)

where we recall that γAB is the inverse of the Killing metric γAB = tr(tAtB). We can

then determine the brackets between the modes from (3.35):

{aA
p ,a

B
q}∗ = Q([tA, tB]ei(p+q)θ)+

k

2π

∫
dθ tr(tAtB) iqei(p+q)θ

=− f AB
C aC

p+q + iqkγABδp+q,0 .

(3.38)

This gives the central extension of the loop algebra of g (which one calls the affine

Lie algebra ĝ , see also (4.64)), or more precisely, the modes aA
p provide a represen-

tation (via the Dirac bracket) of the central extension of the loop algebra at a fixed

level k. To summarise, on the reduced phase space of a Chern–Simons theory with

gauge algebra g and with fixed boundary values of At we have found a realisation

of the affine Lie algebra ĝk.

3.2 Asymptotically AdS solutions: the Drinfeld–Sokolov reduction

In the previous section, we discussed how some of the residual gauge transforma-

tions compatible with the boundary conditions might become asymptotic symme-

tries. To illustrate this point, we used boundary conditions in which we completely

fixed Aρ while leaving the boundary value of Aθ arbitrary. These boundary con-

ditions are useful to discuss the subtleties that are brought by the presence of a

boundary, but they are not appropriate to describe asymptotically AdS3 spaces, at

least according to the definition given in the seminal paper by Brown and Hen-

neaux [73].19 In the following, we recall how asymptotically AdS3 spaces can be

described in the Chern–Simons formulation of gravity, and we then generalise their

definition to the higher-spin gauge theories that we introduced in section 2.2.3.

To begin with, we recall that a global parameterisation of AdS3 is given by

ds2 =−cosh2 ρdt2 + ℓ2
(
dρ2 + sinh2 ρdθ2

)
, (3.39)

19 See, e.g., [86,81–85] and references therein for generalisations of the Brown–Henneaux bound-

ary conditions.
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where the radial coordinate ρ is taken to be dimensionless, but it still takes the same

range as in the previous subsection. Rewriting the hyperbolic functions in terms

of exponentials and performing for later convenience the shift ρ→ ρ+ log(2) we

obtain

ds2 = ℓ2dρ2 +

(
e2ρ+

1

16
e−2ρ

)(
−dt2 + ℓ2dθ2

)
− 1

2

(
dt2 + ℓ2dθ2

)
. (3.40)

In the Chern–Simons formulation, this metric can be reproduced starting from the

sl(2)-valued connections

AAdS = L0 dρ+
(
eρL1 +

1
4
e−ρL−1

)(dt

ℓ
+ dθ

)
, (3.41a)

ÃAdS =−L0 dρ−
(

1
4
e−ρL1 + eρL−1

)(dt

ℓ
− dθ

)
, (3.41b)

that are related to the vielbein and the spin connection as in (2.23). We used here

the basis (2.62) for sl(2), that we recall for the reader’s convenience:

[Lm,Ln] = (m− n)Lm+n . (3.42)

Exercise 16. Check eqs. (3.41) by first verifying that they satisfy the zero-curvature

condition. Then verify that the corresponding vielbein reproduces the metric (3.40)

with the conventions

ds2 = ηabeaeb = 2tr(e2) , (3.43)

where the vielbein is defined as in (2.23) while the trace is defined as in (2.63) (see

also [34, 87] for a more general discussion on how to rewrite metric-like fields as

traces over Lie-algebra-valued fields).

The connections AAdS and ÃAdS satisfy the gauge-fixing condition (3.17) that we

imposed in the previous section with, respectively, the group-valued elements

b(ρ) = eρL0 , b̃(ρ) = b−1(ρ) . (3.44)

These connections thus fit in our previous discussion with the following expressions

for the canonical variables:

Aρ = b−1(ρ)∂ρb(ρ) , Ãρ = b(ρ)∂ρb
−1(ρ) , (3.45a)

Aθ = b−1(ρ)a(t, θ)b(ρ) , Ãθ = b(ρ)ã(t, θ)b−1(ρ) , (3.45b)

with

aAdS = L1 +
1
4

L−1 , ãAdS = 1
4

L1 + L−1 . (3.46)

The asymptotically AdS3 spacetimes of [73] can be recovered by imposing the

natural conditions that the corresponding connections take the form (3.45) and ap-

proach those of global anti-de Sitter space close to the boundary, that is
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Aθ−AAdS
θ = O(1) and Ãθ− ÃAdS

θ = O(1) for ρ→ ∞ (3.47)

at any time t. The conditions (3.44), (3.45) and (3.47) can be extended verbatim

to higher-spin theories in the Chern–Simons formulation [34] and this will be our

definition of asymptotically AdS3 field configurations.20

Since the ρ-dependence is completely encoded in the group-valued b(ρ) defined

in (3.44), the constraints (3.47) translate into constraints on the form of a(t, θ) and

ã(t, θ). For simplicity, we now restrict the discussion to sl(N) or hs[λ] valued con-

nections. These can be conveniently expanded in the basis W s
m that we introduced

in (2.65), whose generators satisfy

[Lm,W
s
n] = ((s− 1)m− n)W s

m+n . (3.48)

In this basis, a generic sl(N)-valued connection takes the form

a(t, θ) =
1

∑
m=−1

ℓm(t, θ)Lm +
N−1

∑
l=2

l

∑
m=−l

wm
l+1(t, θ)W

l+1
m , (3.49)

while the AdS conditions (3.47) constrain a and ã to be of the form

a(t, θ) = L1 +
0

∑
m=−1

ℓm(t, θ)Lm +
N−1

∑
l=2

0

∑
m=−l

wm
l+1(t, θ)W

l+1
m , (3.50a)

ã(t, θ) = L−1 +
1

∑
m=0

ℓ̃m(t, θ)Lm +
N−1

∑
l=2

l

∑
m=0

w̃m
l+1(t, θ)W

l+1
m . (3.50b)

The second expansion can be recovered by sending m→ −m in the first, so that

in the following we shall focus only on the connection a(t, θ). The corresponding

results for ã(t, θ) can be easily recovered. In the hs[λ] case, the connections take the

same form, but one has to consider an unbounded sum over l.

Exercise 17.* Check that the AdS conditions (3.47) imply the expansion (3.50).

We gave a definition of the space of asymptotically AdS3 configurations that

fits within the discussion of section 3.1, but where Aθ is bounded to satisfy the

constraint (3.47) on any time slice. The boundary term (3.5) continues to guarantee

a well-posed action principle provided that the Lagrange multiplier At is fixed at the

boundary, but the latter is not any more arbitrary. Preserving the form (3.47) of Aθ
under time evolution imposes some constraints on the Lagrange multiplier At that

we discuss in specific examples in the following. For what concerns the asymptotic

symmetries, the additional constraints lead to a reduction of the affine Lie algebra

ĝk that we identified in the previous section, which in mathematics is known as the

Drinfeld–Sokolov reduction (see, e.g., [91–93] and references therein).

20 The Brown–Henneaux boundary conditions were first translated in the Chern–Simons formula-

tion in slightly different terms in [88]. This reformulation later allowed to characterise asymptoti-

cally AdS3 configurations in supergravity [89, 90] and higher-spin theories [33, 34].
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We discuss it in detail in the following, starting from the illuminating examples

of gravity and of the sl(3)⊕ sl(3) Chern–Simons theory describing the coupling of

a spin-three field to gravity. We then conclude with a discussion of the sl(N) case

and some comments on the hs[λ] case.

3.3 The sl(2) example: asymptotic symmetries of gravity

We now derive the asymptotic symmetries of gravity with the Brown–Henneaux

boundary conditions (3.47) by focussing on the connection Aµ. As already men-

tioned, the contribution of the connection Ãµ can be recovered following similar

steps. The following analysis amounts to implement the Drinfeld–Sokolov reduc-

tion of the ŝl(2)k affine algebra (3.38) to the Virasoro algebra.

In this example, on any fixed time slice, the generic expansion (3.49) of the

ρ-independent part of Aθ = b−1(ρ)a(θ)b(ρ) reads

a(θ) = ℓ1(θ)L1 + ℓ0(θ)L0 + ℓ−1(θ)L−1 . (3.51)

Before imposing the Drinfeld–Sokolov condition (3.50a), the phase space is param-

eterised by this a(θ). The corresponding modes, defined by the expansion

ℓm(θ) =
1

k
∑
p∈Z

ℓm
p e−ipθ , (3.52)

satisfy the affine Lie algebra (3.38), that in this case reads

{ℓ1
p, ℓ

0
q}= 2ℓ1

p+q , {ℓ1
p, ℓ
−1
q }= ℓ0

p+q + ipkδp+q,0 , (3.53a)

{ℓ0
p, ℓ
−1
q }= 2ℓ−1

p+q , {ℓ0
p, ℓ

0
q}=−2ipkδp+q,0 , (3.53b)

where here and in the following we omit the ∗ subscript denoting the Dirac bracket.

Indeed, the origin of this phase space as a constrained surface in an ampler phase

space will be immaterial in the following.

The Drinfeld–Sokolov condition (3.50) implies

ℓ1(θ)− 1≈ 0 ⇐⇒ ℓ1
p− kδp,0 ≈ 0 , (3.54)

where we used the symbol≈ to stress that we are imposing a constraint on the phase

space parameterised by the modes (3.52) with the Poisson structure (3.53). This is a

first-class constraint because

{ℓ1
p, ℓ

1
q}= 0 , (3.55)

so that it generates a gauge symmetry on the phase space. From the viewpoint of the

connection a(θ), this corresponds to all transformations generated by parameters of

the form (3.24) that preserve the constraint (3.54) [91].
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A convenient way to proceed is to impose an additional gauge-fixing condition

to work with a reduced phase space on which one can compute the Dirac bracket.

For instance, the bracket of the mode ℓ1
p− kδp,0 of the constraint with ℓ0

q reads

{ℓ1
p, ℓ

0
q}= 2ℓ1

p+q ≈ 2kδp+q,0 , (3.56)

thus implying that ℓ0
−p can be set to any value by using the gauge transformation

generated by the mode ℓ1
p of the constraint, that is δℓ0

−p = 2k ǫ−p, with a constant

ǫ−p. A possible complete gauge-fixing is therefore21

ℓ0 = 0 . (3.57)

This gauge choice corresponds to the stronger condition Aθ−AAdS
θ

ρ→∞−−−→ 0, and the

once more reduced phase space is parameterised only by L (θ) := ℓ−1(θ).
We now want to understand the structure of the Dirac bracket on this reduced

space. We recall that given a family {φi} of second-class constraints, the Dirac

bracket of two phase-space functionals f and g reads (see (C.8))

{ f ,g}∗ = { f ,g}−{ f ,φi}Ci j{φ j,g} , (3.58)

where Ci j is the inverse of the matrix defined by Ci j = {φi,φ j}. In this case, it is con-

venient to label the constraints using the mode labels, introducingφ(1,p) = ℓ1
p− kδp,0

and φ(0,p) = ℓ0
p. Then

C( · ,p)( · ,q) ≈ 2kδp+q,0

(
0 1

−1 −ip

)
(3.59)

and

C( · ,p)( · ,q) ≈ 1

2k
δp+q,0

(
ip −1

1 0

)
. (3.60)

The Dirac bracket for the modes Lp = ℓ−1
p is then obtained as

{Lp,Lq}∗ ≈ i(p− q)Lp+q− i
k

2
p3 δp+q,0 . (3.61)

Exercise 18. Confirm the result for the Dirac bracket (3.61) using (3.53) and (3.60).

By defining L̂p = −Lp +
k
4
δp,0 we find the standard form of the Virasoro alge-

bra,

i{L̂p,L̂q}∗ = (p− q)L̂p+q+
c

12

(
p3− p

)
δp+q,0 , (3.62)

with central charge c = 6k.

21 In the sl(2) case, a complete gauge-fixing can be achieved only by fixing ℓ0. On the other hand,

it is also possible to analyse the Drinfeld–Sokolov reduction by performing the partial gauge-fixing

ℓ−1 = 0. This leads to a simpler presentation of the reduced algebra, although one still has to handle

the residual gauge symmetry; see, e.g., [94].
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We can perform a similar analysis for the modes of the field Ã leading to another

copy of the Virasoro algebra. This reproduces the classical result by Brown and

Henneaux [73]: the asymptotic symmetry algebra of three-dimensional gravity with

a negative cosmological constant is given by two copies of the Virasoro algebra with

central charge c = 3ℓ
2G

(see (2.22) for the relation between k, ℓ and G).

Before we move on to higher-spin theories, we now rederive this result following

a different approach that is easier to generalise to more involved gauge connections.

Along the way, we also exhibit the constraints on the Lagrange multiplier At in-

duced by the additional constraints that we are imposing on Aθ. The starting point is

similar: we still use the gauge transformations generated by the Drinfeld–Sokolov

constraint to fix the ρ-independent part of Aθ as

a(t, θ) = L1 +L (t, θ)L−1 , (3.63)

where we reinstated the time dependence to stress that we are imposing this condi-

tion all along time evolution. As we have already discussed, these transformations

are generated by a first-class constraint and, therefore, they have to be interpreted

as proper gauge transformations rather than asymptotic symmetries. In other words,

fixing the form of a as in (3.63) is not affecting the global symmetries of the system.

The same conclusion can also be reached by checking explicitly that the transforma-

tion setting ℓ0 = 0 does not have an associated boundary charge. Generic infinitesi-

mal gauge transformations preserving the radial gauge-fixing (3.17) indeed act on a

as

δλa(t, θ) = ∂θλ(t, θ)+ [a(t, θ),λ(t, θ)] , (3.64)

where we recall that λ is the ρ-independent part of the gauge parameter, see (3.24).

Choosing

λ= ǫ L−1 =⇒ δλa = 2ǫ L0 +
(
∂θǫ+ 2ℓ0ǫ

)
L−1 , (3.65)

one obtains a variation that can be used to set a generic connection (3.51) in the form

(3.63) while giving a vanishing δQ(λ) when substituted in (3.10). The constants ǫp

that we encounter below (3.56) can be interpreted as the Fourier modes of the gauge

parameter ǫ(θ).
We can now identify the residual gauge transformations preserving the gauge-

fixed form of the connection (3.63). Setting

λ(t, θ) = ǫ(t, θ)L1 + ǫ0(t, θ)L0 + ǫ−1(t, θ)L−1 (3.66)

and requiring δa to only have a L−1 component fixes ǫ0 and ǫ−1 in terms of ǫ as

ǫ0 =−ǫ′ , (3.67a)

ǫ−1 =
1

2
ǫ′′+ ǫL , (3.67b)

where f ′ := ∂θ f . The residual gauge transformations then act on the L−1 component

of the connection as follows:
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δL = ǫL ′+ 2ǫ′L +
1

2
ǫ′′′ . (3.68)

Exercise 19. Check eqs. (3.67) and (3.68).

Eqs. (3.67) characterise the asymptotic symmetries, and they also fix the form

of the Lagrange multiplier At. As we discussed around (3.13), time evolution corre-

sponds indeed to a gauge transformation generated by At. Preserving the form (3.64)

of Aθ for any t therefore implies

At = b−1(ρ)

[
µ(t, θ)

(
L1 +L (t, θ)L−1

)
−µ′(t, θ)L0 +

1

2
µ′′(t, θ)L−1

]
b(ρ) , (3.69)

where µ(t, θ) is an arbitrary boundary function, often dubbed chemical potential

because of the way it enters the variation of the entropy of black hole solutions

[75,43]. The previous expression can be obtained by replacing (3.67) in the general

form (3.25) taken by the Lagrange multiplier as a result of the radial gauge-fixing.

Via (3.13) this result also implies the following time evolution for the function L

parameterising the connection:

L̇ (t, θ) = µ(t, θ)L ′(t, θ)+ 2µ′(t, θ)L +
1

2
µ′′′(t, θ) . (3.70)

Although µ(t, θ) can be an arbitrary function, it is customary to set it to one. This

choice implies At − Aθ = 0 and L̇ = L ′, so that L becomes a chiral function.

This is the option chosen, e.g., in [76, 74] that was later generalised to higher spins

in [33, 34]. While this convenient choice does not affect the analysis of asymptotic

symmetries, it still imposes a restriction on the space of allowed solutions. This is

harmless in gravity, while its analogue in higher spin theories does not allow one to

access black holes solutions [43] (see also [41, 95]).

We now go back to the residual transformations of the form (3.64) that preserve

the Drinfeld–Sokolov boundary conditions on any time slice. Since δa only has a

component along L−1, the variation (3.10) of the charge is

δQ(λ) =
k

2π

∫
dθǫ δL (3.71)

thanks to tr(L1L−1) =−1 (see (2.63)). Even if the sl(2)-valued parameter λ depends

on the function L (θ), the variation of the charge is insensitive to this and can be

integrated to

Q(ǫ) =
k

2π

∫
dθǫ(θ)L (θ) (3.72)

on each time slice. Being associated to a non-vanishing boundary charge, the resid-

ual transformations generated by a sl(2)-valued parameter satisfying (3.66) and

(3.67) are therefore asymptotic symmetries.

The additional constraint we imposed compared to section 3.1 is, by construction,

invariant under these residual symmetries. As a result, the considerations that led to

(3.34) are still valid, and the boundary charge canonically generates the asymptotic
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symmetries:

δL = {Q(ǫ),L }∗ . (3.73)

In analogy with the derivation of the ŝl(2)k algebra in (3.38), we can use this result to

fix the Poisson structure of the functions parameterising the phase space, obtaining

{L (θ),L (θ′)}∗ =−
2π

k

(
δ(θ− θ′)L ′(θ)+ 2δ′(θ− θ′)L (θ)+

1

2
δ′′′(θ− θ′)

)
,

(3.74)

where δ′(θ−θ′) = ∂θδ(θ−θ′). One can then recover the Virasoro algebra in the form

(3.61) by expanding L as

L (θ) =
1

k
∑
p∈Z

Lp e−ipθ . (3.75)

Exercise 20.* Check (3.74) by substituting (3.68) in (3.73) and introducing an in-

tegral over θ also on the left-hand side.

Alternatively, the same result can be obtained by evaluating the variation (3.73)

for ǫ(θ) = ǫ(0) eimθ with a fixed m ∈ Z and a constant ǫ(0), and at the same time

expanding L again as in (3.75).

We then find

δLn = iǫ(0) (m− n)Lm+n−
iǫ(0)k

2
m3δm,−n . (3.76)

On the other hand, for the chosen ǫ the boundary charge takes the form

Q(ǫ) = ǫ(0)Lm . (3.77)

By substituting (3.76) and (3.77) in (3.73) we obtain again (3.61).

3.4 The sl(3) case

We now move on to a Chern–Simons theory with a sl(3,R)⊕sl(3,R) gauge algebra,

describing the coupling of a spin-three gauge field to gravity. As in the previous ex-

ample, we focus on a single copy of the Chern–Simons connection and we consider

the basis (2.76) for the eight-dimensional sl(3,R) algebra where, for simplicity, we

rename as Wm := W3
m the five generators that complement the gravitational sl(2,R)

subalgebra (spanned by the generators Lm as in the previous section). The invariant

bilinear form is given in (2.75).

As before, we expand the ρ-independent part of Aθ as

a(θ) =
1

∑
m=−1

ℓm(θ)Lm +
2

∑
m=−2

wm(θ)Wm . (3.78)
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The Drinfeld–Sokolov constraint (3.50) takes the form

ℓ1(θ)− 1 = 0 , w1(θ) = 0 , w2(θ) = 0 . (3.79)

In terms of the modes of ℓm and wm defined as in in (3.36), the constraints read

ℓ1
p− kδp,0 = 0 w1

p = 0 w2
p = 0 . (3.80)

As in the sl(2) case, these are first-class constraints: the Poisson brackets between

them are zero except for the bracket {w1
p, ℓ

1
q} which is proportional to w2

p+q and thus

vanishes on the constraint surface. To proceed, one can impose further gauge-fixing

constraints, so as to obtain a set of second-class constraints allowing one to com-

pute the Dirac bracket on the reduced phase space as we did to get (3.61). The main

difference is that in this case, one can impose different gauge-fixings, leading to

different bases for the asymptotic symmetry algebra. We refer to [34] for a compu-

tation of the Dirac bracket along the lines of (3.59) with the additional gauge-fixing

ℓ0 = w0 = 0. Here we focus on the approach deriving the Poisson bracket on the

reduced phase space via the canonical realisation of the residual gauge symmetries,

along the lines of (3.73). Even when employing this strategy, one has to first com-

pletely fix the proper gauge symmetry. In the following, we review successively two

widely used complete gauge-fixings: the highest-weight gauge and the single-row

gauge (also known as u-gauge).22

3.4.1 The highest-weight gauge

When a satisfies the Drinfeld–Sokolov constraint (3.79), we can write it as

a(θ) = L1 +
0

∑
m=−1

ℓm(θ)Lm +
0

∑
m=−2

wm(θ)Wm =: L1 + u(θ) , (3.81)

where u is a linear combination of sl(3) basis elements with non-positive mode

numbers. A transformation of the form (3.64) with λ(θ) = ǫ(θ)L−1 leads to

δλa = ∂θǫ L−1 + 2ǫ L0 + ǫ[u,L−1] . (3.82)

As [u,L−1] is a combination of sl(3) basis elements with strictly negative mode

numbers, there is only one term in L0, and such transformations can be used to set

the L0-component of a to 0, ℓ0 = 0. Similarly, we can achieve w0 = 0 by trans-

formations with λ = ǫW−1 because of [L1,W−1] = 3W0. Furthermore, by transfor-

mations with λ = ǫW−2 we can set w−1 = 0. Notice that in each step the involved

infinitesimal gauge transformations can be integrated to finite ones because the com-

22 In the sl(3) case these two options exhaust all possible complete gauge-fixings, while for gauge

algebras of bigger rank other options are possible, see, e.g., [91]. As for gravity, one can also

characterise the asymptotic symmetries without fixing completely the proper gauge symmetry,

see, e.g., [94].
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ponents along, respectively, L0, W0 and W−1 of the gauge variations do not depend

on the fields. Moreover, these transformations are associated to vanishing boundary

charges for the same mechanism that we discussed for sl(2) in (3.65). We finally ar-

rive at the highest-weight gauge in which we constrain all components of a except

the “highest modes” L := ℓ−1 and W := w−2, so that a has the form

a(θ) = L1 +L (θ)L−1 +W (θ)W−2 . (3.83)

Similarly to the second approach in the last subsection, we can infer the Dirac brack-

ets on the constraint surface from the transformations that leave the constrained

form (3.83) invariant. In order to do this, we start with a general gauge parameter

λ(θ) = ǫ(θ)L1 +
0

∑
m=−1

ǫm(θ)Lm +χ(θ)W2 +
1

∑
m=−2

χm(θ)Wm . (3.84)

The condition that the transformation leaves the form (3.83) untouched means that

δλa only has components corresponding to the generators L−1 and W−2, the coeffi-

cients in front of all other generators vanish. This leads to a system of differential

equations that determines ǫm(θ) and χm(θ) in terms of the functions ǫ(θ) and χ(θ)
and their derivatives. The transformation of a then takes the form

δL = ǫL ′+ 2ǫ′L +
1

2
ǫ′′′− 2χW

′− 3χ′W , (3.85a)

δW = ǫW ′+ 3ǫ′W +
1

12

(
2χL

′′′+ 9χ′L ′′+ 15χ′′L ′+ 10χ′′′L
)

+
1

24
χ(5)+

8

3

(
χL L

′+χ′L 2
)
, (3.85b)

where χ(5) denotes the fifth derivative of χ.

Exercise 21.* Derive the expressions for ǫm(θ), χm(θ) in terms of ǫ(θ), χ(θ) and

verify (3.85b).

Now we can follow the same procedure that led to the Dirac brackets (3.61) in the

last section. To obtain the Dirac bracket involving the modes of L we start with a

transformation with parameters ǫ(θ) = ǫ(0) eimθ and χ= 0. From (3.85a) and (3.85b)

we obtain the transformation of the modes Ln and Wn (where the expansion into

Fourier modes is done similarly to (3.75)):

δLn = iǫ(0) (m− n)Lm+n−
iǫ(0)k

2
m3 δm,−n , (3.86a)

δWn = iǫ(0) (2m− n)Wm+n . (3.86b)

The transformation of Ln is identical to the sl(2) case (see (3.76)).

Exercise 22.* Check (3.86b).

Whereas the transformation of L leads to the same Dirac brackets (3.61) as in

the sl(2) example, we can read off the Dirac brackets of Lm and Wn from (3.86b):
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{Lm,Wn}∗ = i(2m− n)Wm+n . (3.87)

Similarly, setting ǫ(θ) = 0 and χ(θ) = χ(0) eimθ we obtain the transformations

δLn = iχ(0) (2n−m)Wm+n , (3.88a)

δWn = iχ(0)
1

12

(
k

2
m5 δm+n,0− (m− n)(2m2+ 2n2−mn)Lm+n

+
16

k
(m− n) ∑

q∈Z
Lm+n+qL−q

)
. (3.88b)

Exercise 23.* Verify (3.88b).

From here we can read off the Dirac brackets of Wm with Ln (consistent

with (3.87)) and the Dirac brackets of Wm and Wn. As before, we define L̂m =
−Lm + k

4
δm,0, and we introduce the quadratic field

Λp = ∑
q∈Z

L̂p+qL̂−q . (3.89)

We finally obtain the classical W3-algebra in standard form:

i{L̂m,L̂n}∗ = (m− n)L̂m+n+
c

12

(
m3−m

)
δm+n,0 , (3.90a)

i{L̂m,Wn}∗ = (2m− n)Wm+n , (3.90b)

i{Wm,Wn}∗ =
1

12

(
(m− n)(2m2+ 2n2−mn− 8)L̂m+n+

96

c
(m− n)Λm+n

+
c

12
m(m2− 1)(m2− 4)δm+n,0

)
. (3.90c)

Exercise 24.* Derive (3.90c) from (3.88b).

Notice that this non-linear algebra includes a Virasoro subalgebra. Furthermore,

in the c→ ∞ limit the non-linear terms vanish, and if one focuses on the modes

m,n ∈ −2, . . . ,2 in (3.90c) the term proportional to the central charge does not con-

tribute. Therefore, in this limit one identifies a sl(3) subalgebra, cf. (2.76), which is

called the wedge algebra of W3.

3.4.2 The single-row gauge

The Drinfeld–Sokolov condition restricts a to the form a(θ) = L1 +u(θ) as in (3.81)

where u is a combination of generators with non-positive mode numbers. By in-

specting the explicit matrix realisation of sl(3) in (2.74), we observe that u is a gen-

eral traceless upper triangular matrix. As in the previous discussion of the highest-

weight gauge, we can achieve that ℓ0 = 0 and w0 = 0, such that u is strictly upper

triangular. Concretely, it has the form



37

u =




0 − 1√
2
(2ℓ−1 +w−1) 2w−2

0 0 − 1√
2
(2ℓ−1−w−1)

0 0 0


 . (3.91)

The remaining gauge freedom can be used to fix the coefficient w−1 at will, and we

can choose it as w−1 = 2ℓ−1 such that the only non-vanishing entries of u are in the

first row (single-row gauge),

u =




0 u2 u3

0 0 0

0 0 0


 . (3.92)

Now we determine the most general transformation parameter λ, such that the trans-

formation δλa only has components in the first row. In matrix components, we have

δλai j = ∂λi j +
√

2λi−1 j−
√

2λi j+1− u jλi1 + δi1(u2λ2 j + u3λ3 j) , (3.93)

where from now on we shall denote with ∂ a derivative with respect to θ. We then

require that all entries of δa, except the two last entries in the first row, vanish.

One can solve the corresponding system of equations and express the most general

allowed matrix λ in terms of the coefficients λ21 and λ31 in the first column, which

are unconstrained. The corresponding transformations of u2 and u3 are then given

as

δu2 =−
1

2
√

2
λ
(4)
31 +

1

2
∂2(u2λ31)+

3√
2

u3λ
′
31 +
√

2u′3λ31

−λ(3)21 +
√

2u2λ
′
21 +

1√
2

u′2λ21 , (3.94a)

δu3 =
1

6
λ
(5)
31 −

∂3(u2λ31)

3
√

2
− 1

3
√

2
u2λ

(3)
31 +

1

3
u2∂(u2λ31)− u′3λ

′
31−

1

2
λ31u′′3

+
λ
(4)
21

2
√

2
+

u′3λ21√
2

+
3u3λ

′
21√

2
− 1

2
u2λ
′′
21 . (3.94b)

Exercise 25.* Work out the details that lead to (3.94a) and (3.94b).

From here one can read off the Dirac brackets for u2 and u3. We obtain the same

algebraic structure as in the highest-weight gauge if we identify

L (θ) =− 1

2
√

2
u2(θ) , (3.95a)

W (θ) =
1

2

(
u3(θ)+

1

2
√

2
u′2(θ)

)
. (3.95b)

Expressed in terms of modes, one recovers the Dirac brackets (3.90).
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3.5 Beyond sl(3)

A similar analysis can be done for sl(N) with N > 3 both in the highest-weight gauge

and in the single-row gauge (see also [91] for a general discussion on the options to

completely fix the Drinfeld–Sokolov gauge freedom). In the highest-weight gauge,

a is constrained to the form

a(θ) = L1 +L (θ)L−1 +
N

∑
s=3

Ws(θ)W
s
−s+1 . (3.96)

The resulting asymptotic symmetry algebra is the classical WN-algebra generated

by the N− 1 fields L and Ws with 3 ≤ s ≤ N. The Dirac brackets are nonlinear

in the fields, with the maximum order of nonlinearity being N − 1, and concrete

expressions for the structure constants can be found in [63].

In the single-row gauge, the maximal nonlinearity in the Dirac brackets is

quadratic. This can be seen in a formulation based on pseudo-differential operators

that we now review. Starting from a(θ) = L1 + u(θ), where the only non-vanishing

entries of u are the off-diagonal terms of the first row, we determine as before

the most general matrix λ such that the corresponding transformation δλa does not

change the form of u. To simplify the computation, we choose a basis of the sl(2)-
subalgebra in sl(N) where L1 is realised as

L1 =




0

−1 0

0 −1 0

. . .
. . .

. . .

0 −1 0



. (3.97)

Similarly to (3.93), the transformation of the components of a now reads

δλai j = λ′i j−λi−1 j+λi j+1− u jλi1 + δi1

N

∑
k=2

ukλk j . (3.98)

We introduce the following differential and pseudo-differential operators in which

also negative powers of the derivative operator ∂ appear:

λi =
N

∑
j=1

λi j∂
N− j , (3.99a)

λ1 =
N

∑
i=1

∂−N+i−1λi1 . (3.99b)

One can formally compute with such objects if one implements the following rule

for commuting differentials with functions,
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∂k f =
∞

∑
i=0

(
k

i

)
f (i)∂k−i . (3.100)

For a positive integer k the sum truncates, and we get the usual rule. For negative k,

we formally consider combinations of differential operators with arbitrarily negative

powers. We also introduce the operator

L = ∂N + u2∂
N−2 + · · ·+ uN . (3.101)

The vanishing of δλai j given in (3.98) for i≥ 2 can be expressed in terms of differ-

ential operators as

0 =
N

∑
j=1

δλai j∂
N− j = ∂λi−λi−1−λi1L . (3.102)

Exercise 26.* Show (3.102).

Composing (3.102) with ∂−N+i−1 from the left and summing over i we find

0 =
N

∑
i=2

(
∂−N+iλi−∂−N+i−1λi−1

)
−
(
λ1−∂−Nλ11

)
L

= λN−∂−N+1λ1−
(
λ1−∂−Nλ11

)
L . (3.103)

For a pseudo-differential operator X = ∑
M
i=−∞ xi∂

i, we denote by (X)+ = ∑
M
i=0 xi∂

i

its truncation to the part containing non-negative powers of ∂. Similarly, (X)− =
X− (X)+ denotes the projection to the part containing only negative powers of ∂.

From truncating (3.103) in this way, we obtain

λN =
(
λ1 L

)
+
, (3.104)

which expresses the last row of λ in terms of its first column. We can obtain the

other rows by using (3.102) as a recursion relation,

λi−1 = ∂λi−λi1L . (3.105)

The solution is

λN−i = ∂i
(
λ1 L

)
+
−
(
∂iλ1

)
+

L . (3.106)

Exercise 27.* Check that (3.106) solves the recursion relation (3.105).

Similarly to (3.102), the transformation of the u j can be summarised as

δλL = ∑
j

δλa1 j∂
N− j = ∂λ1−λ11L+

N

∑
k=2

ukλk . (3.107)
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With the help of the expression for λi in terms of λ1, one can show that

δλL = L
(
λ1L
)
+
−
(
Lλ1
)
+

L . (3.108)

Exercise 28.* Show (3.108).

We have not yet implemented the condition δλa11 = 0. Therefore, the results above

are also valid if we consider gl(N) instead of sl(N) and allow for a non-zero entry

u1 in the top-left corner of the matrix u. The Poisson brackets (often referred to

as second Gelfand–Dickey Poisson structure) that we would then obtain from the

transformation (3.108) lead to a W -algebra with fields u1, . . . ,uN .

To complete the reduction for g= sl(N), it remains to require δλa11 = 0 or u1 = 0.

This translates into the condition that the coefficient of the highest possible power

∂N−1 in δλL vanishes. Using (X)+ = X− (X)− in (3.108), we get

δλL =−L
(
λ1L
)
−+

(
Lλ1
)
−L

=−(∂N + . . .)
(
(resλ1L)∂−1 + . . .

)
+
(
(res Lλ1)∂−1 + . . .

)
(∂N + . . .)

= res [L,λ1]∂N−1+ . . . (3.109)

Here, we introduced the notation

res
(
∑

i

xi∂
i
)
= x−1 (3.110)

for the coefficient of ∂−1 of a pseudo-differential operator. When we enforce δλa11 =
0, we obtain

0 = res [L,λ1]

= res [∂N ,∂−Nλ11]+ res [L, λ̂1]

= Nλ′11 + res [L, λ̂1] , (3.111)

which allows expressing λ′11 in terms of the remaining coefficients of the first col-

umn collected in

λ̂1 =
N

∑
i=2

∂−N+i−1λi1 . (3.112)

On the other hand, we can rewrite the transformation (3.108) of L as

δλL = L
(
∂−Nλ11L

)
+
−
(
L∂−Nλ11

)
+

L+ L
(
λ̂1L
)
+
−
(
L λ̂1

)
+

L

= [L,λ11]+ L
(
λ̂1L
)
+
−
(
L λ̂1

)
+

L , (3.113)

where we separated the contribution of λ11 from the rest. Using
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[∂k, f ] =
k−1

∑
j=0

∂ j f ′ ∂k−1− j , (3.114)

we find (defining u0 = 1)

[L,λ11] =
N

∑
i=0

ui[∂
N−i,λ11]

=
N

∑
i=0

ui

N−i−1

∑
j=0

∂ jλ′11 ∂
N−i−1− j

=
N−1

∑
k=0

k

∑
i=0

ui∂
k−iλ′11 ∂

N−1−k

=
N−1

∑
k=0

(
L∂k−N

)
+
λ′11 ∂

N−1−k . (3.115)

In total, we obtain

δλL =
N−1

∑
k=0

(
L∂k−N

)
+
λ′11∂

N−1−k + L
(
λ̂1L
)
+
−
(
L λ̂1

)
+

L , (3.116)

where

λ′11 =−
1

N
res [L, λ̂1] . (3.117)

The transformation (3.116) encodes the Dirac brackets. Because L depends linearly

on the fields, it is obvious from the formula above that in this basis the Dirac bracket

is at most quadratic in the fields ui.

An analogous analysis can be performed for the higher-spin algebra hs[λ]. One

obtains similar expressions for the transformations, where the exponent N is for-

mally replaced by the parameter λ and the sums become untruncated (formal) series

(thus generalising to pseudo-differential operators involving not necessarily inte-

ger powers of ∂). The Drinfeld–Sokolov reduction for this case (without employing

u1 = 0) has been performed in [58]. Roughly, one can argue that the coefficients

in the Dirac brackets {ui,u j}∗ are polynomials in the parameter λ, or equivalently

that the coefficients in δλui for a transformation involving only finitely many non-

zero λ j1 ( j 6= 1) are polynomials in λ. Replacing N by λ in the exponents appearing

in (3.108) yields an expression that precisely has this property and by construc-

tion coincides with it for positive integer λ = N. The resulting W -algebra contains

infinitely many fields including u1, it is called the W1+∞[λ]-algebra. Its further re-

duction by implementing u1 = 0 leads to the W∞[λ]-algebra [96].

For computational purposes, it is useful to realise the algebras WN and W∞[λ] by

a free-field construction. This is achieved by the Miura transformation [97],

(∂+ v1) · · · (∂+ vN) = ∂N +
N

∑
s=2

us(θ)∂
N−s . (3.118)
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Expanding the left-hand side, one can read off expressions for us in terms of the

fields vi. The Poisson bracket for the us is then induced from the simple (free field)

Poisson brackets

{vk(θ),vl(θ
′)}= 2πN(N2− 1)

6k

(
δkl−

1

N

)
δ′(θ− θ′) . (3.119)

The possibility to express the fields us in terms of free fields allows one to construct

a quantum version of the classical WN-algebra by quantising the free fields. This

will be discussed in section 4.4.

The fields vk can be understood as the elements of a diagonal matrix D for a gauge

choice a = L1 +D in the Drinfeld–Sokolov reduction. This diagonal gauge however

is not a complete gauge-fixing. The algebra WN is the subalgebra of the Poisson

algebra generated by the vk that is invariant under the residual gauge symmetries

[94] (see also [91, 98, 99]).

The fact that the Poisson brackets for the fields u j induced by the Miura trans-

formation coincide with the Poisson brackets obtained by the Drinfeld–Sokolov re-

duction in the single-row gauge is known as Kupershmidt–Wilson theorem in the

context of pseudo-differential operators [97]. This is explained in section B.

The Miura transformation provides expressions for the fields u j in terms of poly-

nomials of vk and their derivatives. The coefficients in the Poisson brackets then

depend rationally on N which follows from the explicit formula (B.5) for the Pois-

son bracket and the condition (B.16). Replacing N in these expressions by λ, one

obtains the classical W∞[λ] based on a free-field construction. Similarly to what we

discussed after (3.90), the wedge algebra of W∞[λ] is the algebra hs[λ].

4 Quantum W -algebras and minimal-model holography

4.1 Motivation

In the previous section, we have seen the appearance of classical W -algebras as

asymptotic symmetries of higher-spin gauge theories on AdS3 backgrounds. These

are classical Poisson algebras, and the obvious question arises whether they would

also appear in a quantised theory. Even without having the quantisation of higher-

spin gauge theories under control, we can ask whether quantum versions of the

classical W -algebras exist.

The simplest case is the Virasoro algebra that we found in the last section

(see (3.62)),

i{L̂m,L̂n}= (m− n)L̂m+n+ δm,−n

c

12
m(m2− 1) . (4.1)

In this case we can just replace L̂m by quantum operators Lm and replace i{·, ·} by

the commutator [·, ·], so that the Lm satisfy the commutation relations
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[Lm,Ln] = (m− n)Lm+n + δm,−n
c

12
m(m2− 1) . (4.2)

Such a quantum Virasoro algebra (or better two copies – left-moving and right-

moving – of it) appears in two-dimensional conformal quantum field theories. The

appearance of this algebra is expected in the spirit of a holographic correspondence

between a gravitational theory on asymptotically AdSd+1 spacetimes and a confor-

mal field theory on its conformal d-dimensional boundary, for d = 2.23

Finding a quantum version of the Virasoro algebra was simple because the corre-

sponding Poisson algebra is linear. This is far less trivial for non-linear W -algebras.

When we replace the classical modes by quantum operators, we face two problems:

on the one hand, there is some freedom in translating the classical Poisson brackets

to quantum commutators because we have to choose an ordering in the non-linear

terms. On the other hand, after having defined the commutators using some ordering

prescription, the classical Jacobi identity does not guarantee that the quantum Jacobi

identity is satisfied by the commutators. As an example, we look at the W3-algebra.

Recall from the previous section the Poisson bracket of two spin-3 modes, which

reads (see (3.90c))

i{Wm,Wn}=
1

12

(
(m− n)(2m2 + 2n2−mn− 8)L̂m+n+

96

c
(m− n)Λm+n

+
c

12
m(m2− 1)(m2− 4)δm,−n

)
, (4.3)

with Λp = ∑q∈Z L̂p+qL̂−q.

Exercise 29.* Show that

i{L̂m,Λn}= (3m− n)Λm+n +
c

6
m(m2− 1)L̂m+n . (4.4)

When we replace L̂m and Wn by quantum operators Lm and Wn, respectively, we

first have to decide what we mean by Λ: which ordering prescription do we use?

Notice that there is from the start a problem to make sense of the infinite series: the

naive expressions ∑p∈Z Lm+pL−p and ∑p∈Z L−pLm+p differ by ∑p∈Z(m + 2p)Lm

(for m 6= 0), which is ill-defined. We shall require that the operators Λm are well-

defined on states that are annihilated by modes Lp for large enough mode number p.

Then Λ has to be of the form (we do not distinguish the classical Λ and the quantum

counterpart in notation, and hope that the meaning will be clear from the context)

Λm = ∑
p∈Z

: Lm+pL−p : + f (m)Lm , (4.5)

where the colons denote mode normal ordering, i.e. operators Lq are ordered such

that the highest mode numbers appear on the right. Requiring the Jacobi identity to

hold will then, on the one hand, fix f (m) (which will be determined in exercise 34),

and, on the other hand, it leads to a shift in the structure constants: the coefficient

23 For a general introduction into the holographic AdS/CFT correspondence, see, e.g., [100–102].
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96
c

in front of Λ in the Poisson bracket (4.3) of two W (3)-modes is replaced in the

quantum commutator by 96
c+22/5

. Working out the restrictions imposed by the Jacobi

identity directly is straightforward but tedious. A more elegant way of understanding

how Λ has to be defined, and how the shift by 22/5 arises, is by using the language

of two-dimensional conformal field theories, which we shall now introduce.

4.2 W -algebras and operator product expansion

A conformal field theory is a quantum field theory which is invariant under con-

formal transformations. In two dimensions, in the Euclidean formulation, we can

consider a field theory on the compactified complex plane C = C∪{∞}, and the

group of global conformal transformations mapping C to itself is PS L(2,C). There

is a special set of fields, the quasi-primary fields, which transform covariantly under

such conformal transformations z 7→ w = f (z),

φh,h̄(z, z̄) 7→ φ̃h,h̄(w, w̄) =
(

f ′(z)
)−h(

f ′(z)
)−h̄

φh,h̄(z, z̄) . (4.6)

They are characterised by the conformal weights h, h̄ (real and non-negative in a

unitary theory), or equivalently by the scaling dimension ∆ = h+ h̄ and the spin

s = h− h̄. All other fields in the theory are obtained from quasi-primary fields by

taking derivatives.

In a unitary two-dimensional scale-invariant theory, conservation of a current im-

plies that its z- and its z̄-component are separately conserved. Therefore, the currents

can be split into a set of holomorphic currents Wsi
(z) (of spin si and scaling dimen-

sion ∆i = si), and a set of antiholomorphic currents W si
(z̄) (of spin −si and scaling

dimension ∆i = si). Let us focus on the holomorphic currents. The set of such cur-

rents is closed under operator product expansion (OPE): if we take the operator

product of two holomorphic fields, only holomorphic fields appear in the short-

distance expansion. These fields then define an algebraic structure that is called

(quantum) W -algebra. For a basic introduction to conformal field theories, see,

e.g., [103–105], while we refer to [99, 92, 106, 107] for an ampler introduction to

quantum W -algebras.

There are different ways to think about fields in a quantum field theory, one way

is to think of them as objects that can be plugged into correlation functions resulting

in some function (or distribution) depending on the insertion points. In many cases

it is useful to have an operator realisation, where we can view the fields as operator-

valued functions (or distributions) which act on some Hilbert space, and the corre-

lation functions can be understood as expectation values of products of these field

operators. In two-dimensional Euclidean conformal field theories, there is a partic-

ularly advantageous operator realisation called radial quantisation. Here we think

of the radial direction as representing (Euclidean) time, and scaling corresponds

to time translation. This quantisation picture results from the ordinary quantisation

picture on the Euclidean cylinder R× S 1 by a conformal transformation mapping
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the infinite Euclidean past on the cylinder to the origin of the plane. Correlation

functions are then given by expectation values of radially ordered products of field

operators.

These field operators can be expanded in modes,

W(s)(z) = ∑
n∈Z

W
(s)
n z−n−s , (4.7)

with operators W
(s)
n resulting from contour integrals of W(s)(z),

W
(s)
n =

1

2πi

∮
dz zn+s−1W(s)(z) . (4.8)

These mode operators W
(s)
n satisfy commutation relations determined by the OPEs

of the fields (see below). A W -algebra can be equivalently described in terms of

commutators of the modes, or in terms of OPEs.

The commutation relation between mode operators W
(s)
m and W

(t)
n can be ex-

pressed in terms of the fields as

[
W

(s)
m ,W

(t)
n

]
=

[
1

2πi

∮
dz zm+s−1W(s)(z),

1

2πi

∮
dw wn+t−1W(t)(w)

]
. (4.9)

Introducing the radial ordering symbol R for operators,24 we can rewrite the ex-

pression above as

[
W

(s)
m ,W

(t)
n

]
=

1

(2πi)2

{ ∮ ∮

|z|>|w|

−
∮ ∮

|z|<|w|

}
dzdw zm+s−1 wn+t−1

R

(
W(s)(z)W(t)(w)

)
.

(4.10)

Assuming analyticity of the radially ordered operator product, we can deform the

contour of the z-integral and find

[
W

(s)
m ,W

(t)
n

]
=

1

(2πi)2

∮

0
dw

∮

w
dz zm+s−1 wn+t−1

R

(
W(s)(z)W(t)(w)

)
. (4.11)

The commutator is therefore determined by the poles in the OPE of W(s) and W(t).

Let us look at an example. The OPE of a (normalised) spin-1 current J with itself

reads (we shall omit the radial ordering symbol R from now on),

J(z)J(w) =
1

(z−w)2
+ regular . (4.12)

For the modes Jm in the mode decomposition J(z) = ∑n∈Z Jn z−n−1 we find the

commutator

24 Analogously to the time ordering operator it reorders the operators according to the absolute

value of the complex coordinate of the insertion point; smaller values are ordered to the right.



46

[
Jm, Jn

]
=

1

(2πi)2

∮

0
dw

∮

w
dz zm wn 1

(z−w)2

=
1

2πi

∮

0
dw wn mwm−1

= mδm,−n . (4.13)

Exercise 30.* Starting from the OPE of the energy-momentum tensor with itself,

T (z)T (w) =
c

2

1

(z−w)4
+

2

(z−w)2
T (w)+

1

z−w
∂wT (w)+ regular , (4.14)

show that its modes Lm in the mode decomposition T (z) = ∑m∈Z Lmz−m−2 satisfy

the Virasoro algebra (see (4.2)).

Another useful concept in conformal field theories is the operator-state corre-

spondence, which states that there is a one-to-one map between local fields and

states in the Hilbert space H (in radial quantisation), on which the operator-valued

fields act. The idea is that in radial quantisation, a state at infinite Euclidean past

(corresponding to taking z→ 0 on the plane) is specified by the insertion of a local

operator at z = 0.

In particular, we can look at the subspace of states which are annihilated by the

zero-mode L̄0 of the antiholomorphic component T (z̄) of the energy-momentum

tensor,

H
hol = {v ∈H , L̄0v = 0} . (4.15)

The vectors in H hol are in one-to-one correspondence with the holomorphic cur-

rents. In H hol there is one vector Ω that is called the vacuum. It is annihilated by

all modes W
(s)
m with m >−s,

W
(s)
m Ω= 0 for m >−s . (4.16)

We denote the holomorphic field corresponding to a vector φ ∈H hol by V(φ;z). It

has the property that

lim
z→0

V(φ;z)Ω= φ, (4.17)

so the insertion of the local field V(φ;z) at z = 0 generates the state φ.

Exercise 31.* Show that W(s)(z) = V
(
W

(s)
−sΩ;z

)
.

The operator-state correspondence allows us to rewrite the OPE of two fields. Con-

sider the action of a field V(φ;z−w) on a state ψ (where we assume that both are

eigenstates of L0 with eigenvalues hφ and hψ, respectively). It can be expanded in

powers of z−w,

V(φ;z−w)ψ= ∑
n≥0

(z−w)−hφ−hψ+nχn , (4.18)
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where the vectors χn are eigenvectors of L0 satisfying L0χn = nχn. This decom-

position on the space of states has a corresponding decomposition on the space of

fields, which is just the OPE,

V(φ;z)V(ψ;w) = V
(
V(φ;z−w)ψ;w

)
= ∑

n≥0

(z−w)−hφ−hψ+n V(χn;w) . (4.19)

We have seen above that the OPE determines the commutation relations of the

modes. With the help of the last equation, we can use the commutation relations to

determine OPEs. Let us look at the example of the OPE of the energy-momentum

tensor T (z) = V(L−2Ω;z) with itself. When we apply the relation (4.19), we obtain

T (z)T (w) = V
(
T (z−w)L−2Ω;w

)

= ∑
n≥0

(z−w)n−4V
(
L−n+2L−2Ω;w

)

=
1

(z−w)4

c

2
+

2

(z−w)2
T (w)+

1

(z−w)
∂wT (w)

+V(L−2L−2Ω;w)+ . . . (4.20)

by using the commutation relations of the modes Lm. In the last step we used that

L−1L−2Ω = L−3Ω is the state corresponding to ∂T which can be checked straight-

forwardly.

The regular term in the OPE is called the normal ordered product of the fields

whose OPE is considered. In this case we find that the normal ordered product of T

with itself – which we denote by (TT ) – is given by

(TT )(w) = V(L−2L−2Ω;w) . (4.21)

Exercise 32.* Show that the normal ordered product (W(s)W(t))(z) of two holomor-

phic currents of spin s and t, respectively, is given by V(W
(s)
−s W

(t)
−tΩ;z).

We have seen how we can determine the states corresponding to the fields that

appear in the OPE. Similar techniques can be used to obtain the fields themselves.

By a straightforward computation,25 we find that

(TT )(z) = ∑
n∈Z

(
∑
p≥2

L−pLn+p + ∑
p≤1

Ln+pL−p

)
z−n−4 . (4.22)

Notice that the normal ordering that we defined using the OPE does not coincide

with the normal ordering of modes by their mode numbers.

As we said in the beginning, all fields can be generated from the set of quasi-

primary fields by taking derivatives. Quasi-primary fields are specified by their be-

haviour under conformal transformations. This translates into a specific structure of

25 See, e.g., [105, section 2.7] or [103, section 6.5].
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their OPE with the energy-momentum tensor, namely that there is no third-order

pole. For a quasi-primary field φ of weight h, the OPE with T then reads

T (z)φ(w) = higher-order poles+
0

(z−w)3
+

hφ(w)

(z−w)2
+
∂wφ(w)

z−w
+ regular . (4.23)

The states corresponding to quasi-primary fields are also called quasi-primary, they

are characterised by the condition

φ quasi-primary ⇐⇒ L1φ(0)Ω= 0 . (4.24)

The energy-momentum tensor is quasi-primary. The normal-ordered product (TT )

is not, but

T = (TT )− 3

10
∂2T (4.25)

is, as we shall see now. The state corresponding to T is

T (0)Ω=

(
L−2L−2−

3

5
L−4

)
Ω. (4.26)

Applying L1 leads to

L1T (0)Ω= L1

(
L−2L−2−

3

5
L−4

)
Ω=

(
3L−3−

3

5
5L−3

)
Ω= 0 , (4.27)

so indeed T is quasi-primary.

Exercise 33.* Let W(s)(z) = ∑n∈Z W
(s)
n z−n−s be a holomorphic current of spin s.

Show that W(s) is quasi-primary if and only if

[
Lm,W

(s)
n

]
=
(
(s− 1)m− n

)
W

(s)
m+n for m ∈ {−1,0,1} . (4.28)

Fields W(s) whose modes satisfy (4.28) for all m are called primary fields. We

now have all the tools at our disposal to study the structure of the quantum W -

algebras in more detail.

4.3 The quantum W3-algebra

Let us consider the quantum W3-algebra generated by modes Lm and Wn = W
(3)
n .

This is a prototypical example of a nonlinear W -algebra, and the first one that was

considered [108]. As we discussed before, we follow here the idea to take the classi-

cal W3-algebra, and replace the classical modes by operators and the Poisson bracket

by the commutator. This works fine as long as the Poisson bracket relations are lin-

ear, the first obstacle is met when we consider the Poisson bracket between two

spin-3 modes, which contains a term quadratic in the Lm’s.



49

When going from the Poisson algebra to the quantum algebra, we make the fol-

lowing ansatz:

[Lm,Ln] = (m− n)Lm+n +
c

12
m(m2− 1)δm,−n , (4.29a)

[Lm,Wn] = (2m− n)Wm+n , (4.29b)

[Wm,Wn] =
1

12

(
(m− n)(2m2+ 2n2−mn− 8)Lm+n+

96

c
α(m− n)Λm+n

+
c

12
m(m2− 1)(m2− 4)δm,−n

)
. (4.29c)

This ansatz is motivated by the following considerations:

• The bracket for two Lm’s is not modified, so we find the Virasoro algebra as a

subalgebra of the W3-algebra. The Jacobi identity for three Lm’s is automatically

satisfied.

• The linear commutator of Lm with the modes Wn is also unchanged; in this way

also the Jacobi identity involving two Lm’s and one Wn is directly satisfied. The

modes Wn can be seen to obey the expected commutation relations with the Vi-

rasoro modes Lm corresponding to modes of a primary field of spin 3.

• In the ansatz for the bracket of two W-modes we assume that the linear and

central parts are unchanged,26 and we put all modifications into a possible redef-

inition of the quadratic piece Λ. For convenience, we also put a free coefficient α

in this term.

We have to check that the proposed commutation relations are consistent, i.e. that

they satisfy the Jacobi identity. As already discussed, the Jacobi identity involving

three Lm’s, and the identity involving two Lm’s and one Wn are automatically satis-

fied. Let us then consider the Jacobi identity for one Lm and two W-modes. Using

the fixed commutation relation between Lm and Wn we arrive at the condition

[Lm, [Wp,Wq]] = (2m− q)[Wp,Wq+m]+ (2m− p)[Wp+m,Wq] . (4.30)

Both sides of the equation contain central, linear and quadratic terms. From the

Poisson bracket

i{Lm,Λn}= (3m− n)Λm+n +
c

6
m(m2− 1)Lm+n (4.31)

(see (4.4)) we see that for m ∈ {−1,0,1} there is no mixing between central, linear

and quadratic terms in the classical bracket. Because we did not modify the linear

and central terms when replacing the Poisson brackets by the commutators (4.29),

in the quantum algebra these terms will automatically cancel in (4.30), and we find

that

[Lm,Λn] = (3m− n)Λm+n for m ∈ {−1,0,1} . (4.32)

26 There is no general reason why these terms should be unmodified, but in the case at hand it turns

out to be the right guess.
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We conclude that Λn are the modes of a quasi-primary field Λ of spin 4 (see (4.28)).

Up to normalisation there is only one such field,27 namely T = (TT )− 3
10
∂2T which

we introduced in the last subsection (see (4.25)). So we set Λ= T .

Exercise 34.* Work out the modes Λm in terms of the Virasoro modes Ln, and de-

termine the function f (m) in (4.5). Note that it might be useful to treat the two cases

of m being even or odd separately.

The OPE of T and Λ is then

T (z)Λ(w) = ∑
n≤4

(z−w)−n−2 V
(
Ln(L−2L−2− 3

5
L−4)Ω;w

)
, (4.33)

and a quick computation shows that

T (z)Λ(w) =
1

(z−w)4

(
c+

22

5

)
T (w)+

4

(z−w)2
Λ(w)+

1

z−w
∂Λ(w)+ regular.

(4.34)

Exercise 35. Verify this.

The OPE determines the commutation relation of the modes, and by a straightfor-

ward computation we find

[Lm,Λn] = (3m− n)Λm+n+
c+ 22

5

6
m(m2− 1)Lm+n . (4.35)

We observe that the quantum commutator differs from the corresponding Poisson

bracket (see (4.31)) by a shift c→ c+ 22
5

.

Let us go back to the Jacobi identity (4.30) of one Lm and two Wn. For |m|> 1, the

different terms start to mix. The terms in Λ automatically cancel because the Λ-term

on the right-hand side of (4.35) is the same as for the Poisson bracket. Similarly,

the central terms cancel. On the left-hand side of (4.30), the commutator of Lm with

Λp+q introduces a linear term which is – compared to the Poisson bracket – modified

by a factor α
c+ 22

5
c

. All other linear terms are unmodified. Because the Jacobi identity

holds for the Poisson bracket, the factor has to be 1, and therefore

α=
c

c+ 22
5

. (4.36)

We conclude that with this choice of α and the identification of Λ with T , the Jacobi

identity is satisfied for three Lm’s, two Lm’s and one Wn, and one Lm and two Wn.

It remains to check the Jacobi identity of three Wm’s. As we have already fixed all

ambiguities in our ansatz for the commutation relations, it is a highly non-trivial

requirement that also this last Jacobi identity holds. Checking the Jacobi identity is

27 The space of states at spin 4 is spanned by L−4Ω, L−2L−2Ω and W−4Ω. It is straightforward to

check that there is only a one-dimensional subspace of quasi-primary states.
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tedious. A more elegant way is to verify the associativity of the operator algebra by

showing crossing symmetry of the four-point functions, which holds in the case of

the W3-algebra [108].

4.4 WN and the quantum Miura transform

It is in general a highly non-trivial question whether a given classical W -algebra

possesses a quantum deformation. The classical WN-algebras that we obtain from

sl(N) via a Drinfeld–Sokolov reduction of the corresponding affine Lie algebra (as

we discussed in section 3) can all be turned into quantum WN-algebras. How can one

see this? Writing all Poisson brackets, deforming them to commutators and checking

Jacobi identity does not appear to be a practicable approach. Various alternative

approaches to this problem are discussed, e.g., in [92]. Here, we leverage upon the

realisation of the classical WN-algebra in terms of free fields by the classical Miura

transformation that we discussed in section 3.5 (see (3.118)). There is indeed an

analogous construction, the quantum Miura transformation, by which the quantum

WN-algebra is realised in terms of free fields.

We start with N− 1 spin-1 currents Ka, a = 1, . . . ,N− 1, with the standard OPE

Ka(z)Kb(w) =
δab

(z−w)2
+ regular . (4.37)

We combine them into a vector K = (K1, . . . ,KN−1). Let ǫk (k = 1, . . . ,N) be N

vectors in RN−1 satisfying

ǫi · ǫ j = δi j−
1

N
(4.38)

with respect to the canonical scalar product (they can be thought of as the weight

vectors of the vector representation of sl(N)). It follows that ∑i ǫi = 0. With the help

of these vectors we can form N spin-1 currents

Ji(z) = ǫi ·K(z) (4.39)

as linear combinations of the components of K. They satisfy the OPE28

J j(z)Jk(w) =
δ jk− 1

N

(z−w)2
+ regular . (4.40)

Similarly to the classical construction in (3.118), we now implicitly define fields Us

of spin s by the quantum Miura transform [99],

28 This OPE should be compared to the Poisson bracket in (3.119), the currents Jk being the

quantum analogues of the classical fields vk .
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((
α0∂− J1

)
· · ·
(
α0∂− JN

))
= (α0∂)

N−
N

∑
s=2

Us(α0∂)
N−s . (4.41)

Here, the product on the left-hand side is the normal ordered product, and α0 is

a parameter. By expanding the left-hand side in powers of the derivative, we find

explicit expressions for the fields Us in terms of derivatives and normal ordered

products of the Ji. Notice that there is no term of order ∂N−1 because ∑ Ji = 0.

The fields Us defined in this way are the quantum analogues of the fields us that

we used in section 3.5. They form a closed operator algebra. This is proven explicitly

in [99]. Inside the free field algebra generated by the Ji, the quantum WN-algebra

is realised as a subalgebra of fields which commute with a certain set of “screening

charges”. In this way it can be understood in a larger framework of a “quantum

Drinfeld–Sokolov reduction” (see, e.g., [92]).

Consider as an example the field U2 which arises from the coefficient of (α0∂)
N−2.

There are two contributions on the left-hand side, one coming from products of two

Ji and one from a derivative hitting a Ji,

U2(z) =−∑
i< j

(
JiJ j

)
(z)+α0 ∑

j

( j− 1)∂J j(z) . (4.42)

One can then check that it satisfies the standard OPE of an energy-momentum ten-

sor,

U2(z)U2(w) =
c/2

(z−w)4
+

2

(z−w)2
U2(w)+

1

z−w
∂U2(w)+ regular (4.43)

with central charge

c = (N− 1)
(
1−N(N + 1)α2

0

)
. (4.44)

We write T (z) = U2(z). For N = 2 the construction stops here, and the algebra

generated by the modes of T is the Virasoro algebra.

In the following we sketch some results on the WN-algebras obtained by this

construction without presenting details of the computation.

Consider the case N > 2. The field at spin 3, U3(z), turns out to not be quasi-

primary. Its quasi-primary projection is

W(3) := U3−α0
N− 2

2
∂T . (4.45)

One can then check that W(3) not only is quasi-primary, but primary. For N = 3,

there are no further fields, and we have reproduced the quantum W3-algebra. For

N > 3 the construction continues. Again, the field U4 is not quasi-primary, and we

denote its quasi-primary projection as

Ũ4 = U4−α0
N− 3

2
∂U3 +α2

0

(N− 2)(N− 3)

10
∂2T . (4.46)
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This field is not primary, but there is (up to normalisation) exactly one primary field

of spin 4 which is given by

W(4) = Ũ4 +
(N− 2)(N− 3)

2N

5−N(5N+ 7)α2
0

17+ 5N− 5N(N2− 1)α2
0

Λ. (4.47)

For any N > 3, the identification of the primary fields W(3) and W(4) is unique up to

normalisation. In our convention the normalisation is given by

W(s)(z)W(s)(w) =
ns c

(z−w)2s
+ subleading poles (4.48)

with29

n3 =
(N− 2)(4−N(N+ 2)α2

0)

6N
, (4.49a)

n4 = n3

3(N + 1)(N− 3)(1−N(N− 1)α2
0)(9−N(N + 3)α2

0)

2N(17+ 5N− 5N(N2− 1)α2
0)

. (4.49b)

To better understand the structure of the W -algebra, we consider the OPE of W(3)

and W(4). Its leading term is

W(3)(z)W(4)(w) =
c3

34

(z−w)4
W(3)(w)+ subleading poles (4.50)

with coefficient (checked until N = 10 using again OPEdefs [109])

c3
34 =

6(N + 1)(N− 3)(1−N(N− 1)α2
0)(9−N(N + 3)α2

0)

N(17+ 5N− 5N(N2− 1)α2
0)

= 4
n4

n3

. (4.51)

A normalisation independent quantity that characterises the WN-algebra is the ratio

C(N,c) =

(
c3

34

)2

n4

=
144(c+ 2)

22+ 5c

(N− 3)(2(N− 1)(4N + 3)+ c(N+ 3))

(N− 2)((N− 1)(3N+ 2)+ c(N+ 2))
. (4.52)

As one can see, one can obtain very explicit results on the structure constants of the

WN-algebra using the free field construction. In the next section we discuss how it

can be used to also study W∞[λ].

29 The formula for n3 has been checked explicitly, the expression for n4 is an extrapolation from

concrete computations at low N and checked until N = 10 with the help of the Mathematica pack-

age OPEdefs [109].
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4.5 The W∞[λ] quantum algebra and its triality

Until now, we have looked at the quantum version of the WN-algebra. Eventually

we shall be interested in the quantum version of W∞[λ], where we have higher-

spin currents W(s) for every spin s ≥ 2 (with W(2) = T ). It can be constructed by

observing that the structure constants (like (4.49a), (4.49b) or (4.51)) that appear in

the OPEs of the WN-algebra are rational functions of N. These rational functions can

be continued to real parameters, and we can simply replace N by λ. In this way one

automatically obtains a closed operator algebra that can be seen as quantum version

of the classical W∞[λ] algebra.30

It has been observed in [110], further elaborated upon in [111] and then proven

in [112] that for fixed central charge c there only exists a one-parameter family

of quantum W -algebras that is generated by one higher-spin current W(s) for each

spin s ≥ 2. It is uniquely characterised by the normalisation independent ratio C =
(c3

34)
2/n4 that we computed in the last section for the WN-algebras (see (4.52)).

When we replace N by λ, we find the characteristic parameter for the quantum

W∞[λ]-algebra:

C(λ,c) =
144(c+ 2)

22+ 5c

(λ− 3)(2(λ− 1)(4λ+ 3)+ c(λ+3))

(λ− 2)((λ− 1)(3λ+ 2)+ c(λ+2))
. (4.53)

W∞-algebras with the same parameter C (and the same central charge) are isomor-

phic. As the above expression for C involves a cubic rational function in λ, one

observes that there are generically three different values of λ that lead to the same

value of C (where the central charge c is fixed),

C(λ1,c) = C(λ2,c) = C(λ3,c) . (4.54)

One can show that for given C and c the solutions λi satisfy [111, section 2.2.3]

0 = λ1λ2 +λ2λ3 +λ3λ1 , (4.55a)

c = (λ1− 1)(λ2− 1)(λ3− 1) , (4.55b)

C =
144(c+ 2)

22+ 5c

(λ1− 3)(λ2− 3)(λ3− 3)

(λ1− 2)(λ2− 2)(λ3− 2)
. (4.55c)

This three-fold symmetry of W∞[λ] is called triality [110].

It is interesting to analyse the fate of triality in the classical limit. For c→∞, one

obtains

Cclassical(λ) = lim
c→∞

C(λ,c) =
144

5

λ2− 9

λ2− 4
. (4.56)

30 This can be compared with the classical construction that we discussed in the previous chapter:

the Poisson brackets obtained from the classical Miura transform with N continued to λ results in

the same classical W∞[λ] algebra as the Drinfeld–Sokolov reduction based on hs[λ].
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One can check that this coincides with the direct computation of Cclassical using the

explicit expressions for the Poisson brackets that can be found in [63, Appendix C].

The classical remnant of triality is the symmetry λ 7→ −λ, which is a symmetry of

hs[λ].
The above derivation of triality is not the original one, and it is instructive to

sketch the arguments in [110] that led to its discovery because one gets a better idea

of the general structure of the algebra (see also [64, 65]). For a moment, we forget

the results from the quantum Miura transformation, and more generally ask what is

the family of quantum W -algebras corresponding to the classcial W∞-algebras.

When we consider a W -algebra generated by T and primary fields W(s) (s =
3,4, . . .), the commutator of the modes of the spin-3 current will get an extra term

compared to the bracket (4.29c) in the W3-algebra,

[W
(3)
m ,W

(3)
n ] = 2(m− n)W

(4)
m+n + . . . , (4.57)

involving the spin-4 current. This is a linear term that we directly get from the Pois-

son brackets of the classical W -algebra. With this commutator, the normalisation of

W(3) and W(4) are fixed (if also the term involving the Virasoro modes is fixed to

its standard normalisation). If one then looks at [W(3),W(4)], there is a piece propor-

tional to W(3), and its coefficient C̃ is a true characteristic of the quantum algebra,

[W
(3)
n ,W

(4)
n ] = . . .W

(5)
m+n + . . .Λ

(5)
m+n + . . .θ

(6)
m+n

− C̃(n3− 5m3− 3mn2+ 5m2n− 9n+ 17m)W
(3)
m+n . (4.58)

From computing Jacobi identities for higher fields, one finds that all higher structure

constants are determined by this coefficient C̃ as was observed in [110] and proven

in [112]. This statement does not rely on the fact that one started from a known

classical algebra, but it is valid for any algebra that one builds out of higher-spin

currents W(s), one for each spin s≥ 2. The coefficient C̃ is related to the coefficient

C = (c3
34)

2/n4 by

C =
2016

5
C̃ . (4.59)

We know the λ-dependence of the coefficient C̃ for the classical Poisson algebra

(which follows from (4.56), see also [110]),

C̃classical(λ) =
1

14

λ2− 9

λ2− 4
. (4.60)

What is the corresponding relation in the quantum algebra? The quantum Miura

transformation gives one answer, but in general the question is not well-defined. By

definition, it is clear what we mean by C̃ in the quantum algebra, but it is a priori

not clear what we mean by λ in the quantum algebra. We have learned that we can

characterise our quantum W∞ algebra by the central charge c and the coefficient C̃,

so where does λ come into play? We expect that corresponding to the classical fam-

ily of W∞[λ], we have a family of quantum W∞[λ]-algebras which are characterised
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by the coefficient C̃(λ,c) in dependence of λ and the central charge c. We require

that the classical algebra arises from the quantum algebra in the limit c→ ∞, so we

demand that

lim
c→∞

C̃(λ,c) = C̃classical(λ) =
1

14

λ2− 9

λ2− 4
. (4.61)

This alone does of course not fix C̃(λ,c). On the other hand, we know that if λ= N ∈
N, the classical algebra can be truncated to an algebra generated by N− 1 currents.

We can demand that this is also true for the quantum family W∞[λ], namely that they

reduce to the quantum WN-algebra for λ = N. Although the structure constants of

the quantum WN-algebra are not completely known, one can fix C̃(N,c) indirectly

by requiring that one finds known representations of the quantum WN-algebra [110].

This then fixes C̃(N,c), but it still does not fix the function C̃(λ,c) completely. On

the other hand, one finds a unique solution if one requires C(λ,c) to be a rational

function of λ, which is then given by

C̃(λ,c) =
1

14

c+ 2

c+ 22
5

(λ− 3)(2(λ− 1)(4λ+ 3)+ c(λ+3))

(λ− 2)((λ− 1)(3λ+ 2)+ c(λ+2))
. (4.62)

One should be aware that the outlined procedure contains some arbitrariness, and

the solution for C̃(λ,c) given in (4.62) depends on the choices we made. For in-

stance, we could have required instead that we recover WN for λ = −N (hs[λ] has

the symmetry λ 7→ −λ), and we would have obtained a different solution (indeed,

C̃(λ,c) in (4.62) is not invariant under λ 7→ −λ).

The solution in (4.62) coincides with the result (4.53) obtained from the quantum

Miura transformation (taking into account the relation (4.59) between C and C̃).

This should not come as a surprise because the quantum Miura transformation by

construction yields the WN-algebra for λ = N and the coefficients that appear are

rational functions of λ.

We focused here on the structure of the W∞[λ] algebra, but we wish to stress that

its representation theory has been studied, e.g., in [111] and this led to identify an

interesting link with the affine ĝl1 Yangian [113–115].

4.6 Conformal field theories with W -symmetry

We now look for candidates for a CFT dual of higher-spin gauge theories in three

dimensions. There are several families of CFTs known with WN- or W∞-symmetry:

• WN-minimal models [116] labelled by a positive integer k (the level): for 0 < c <

N− 1 there are only finitely many unitary irreducible representations of WN for

a given c. In fact within this range there is only a discrete set of values for c, for

which there exist unitary representations at all:
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cN,k = (N− 1)

(
1− N(N + 1)

(N + k)(N + k+ 1)

)

= 2k

(
1− (k+ 1)(k+ 3N+1

2
)

(k+N)(k+N + 1)

)
. (4.63)

For each such value, one can build a CFT whose spectrum is given by the corre-

sponding unitary representations – these are the WN-minimal models.

• conformal sl(N) Toda theories [117]: this is a continuous family of CFTs with

central charges c ≥ (N− 1)(1+ 4N(N+ 1)) with a continuous spectrum of pri-

mary fields.

• m complex free bosons: the singlet sector of the chiral algebra gives rise to a

W∞[λ= 1]-algebra with c = 2m [118, 119].

• m complex free fermions: their symmetry algebra contains a W∞[λ = 0]-algebra

with c = m− 1 as a subalgebra [119]. It can be obtained by a U(1) coset con-

struction from the free fermion theory.

Let us focus on the WN-minimal models. They can be realised by a procedure known

as coset construction [120]. One starts with the affine algebra ŝl(N) with generators

Ja
m (m ∈ Z, a = 1, . . . ,dimsl(N)) and a central element k̂, obeying the commutation

relations

[Ja
m, J

b
n ] = f ab

c Jc
m+n + k̂γab mδm,−n . (4.64)

Here, f ab
c are the structure constants of sl(N). We now build the algebra Uk(sl(N))

which is obtained from the universal enveloping algebra of the affine ŝl(N) by di-

viding out the ideal generated by k̂− k ·1 for some integer level k,

Uk(sl(N)) = U (ŝl(N))/〈k̂− k ·1〉 . (4.65)

When we consider the tensor product of such algebras at level k and level 1, it

contains the diagonally embedded algebra Uk+1(sl(N)),

Uk+1(sl(N))⊂ Uk(sl(N))⊗U1(sl(N)) . (4.66)

We then define the coset algebra to be the commutant of Uk+1(sl(N)) inside

Uk(sl(N))⊗U1(sl(N)), i.e. the algebra of all elements that commute with all el-

ements of Uk+1(sl(N)). The coset algebra is often denoted by (the slightly mislead-

ing quotient notation)

sl(N)k× sl(N)1

sl(N)k+1

:= {a ∈ Uk(sl(N))⊗U1(sl(N)) : ∀b ∈ Uk+1(sl(N)) ab = ba} .
(4.67)

This realises the WN-algebra at central charge cN,k. For example, the spin-2 current

(the energy-momentum tensor) T is constructed as

T = Tsl(N),k +Tsl(N),1−Tsl(N),k+1 , (4.68)
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where

Tsl(N),k =
1

2(k+N)
κab(JaJb) (4.69)

is the Sugawara energy-momentum tensor constructed in Uk(sl(N)).

Exercise 36. Denote by J
(k),a
m and J

(1),a
m the generators of Uk(sl(N)) and U1(sl(N)),

respectively. The generators of the embedded Uk+1(sl(N)) are then given by

J
(k+1),a
m = J

(k),a
m ⊗ 1+ 1⊗ J

(1),a
m . (4.70)

The modes L
(k)
m of the Sugawara energy-momentum tensor Tsl(N),k satisfy

[L
(k)
m , J

(k),a
n ] =−nJ

(k),a
m+n . (4.71)

The analogous relation holds for level 1, and also for the modes L
(k+1)
m built out of

the embedded generators J
(k+1),a
n .

Show that the modes

Lm = L
(k)
m ⊗ 1+ 1⊗ L

(1)
m − L

(k+1)
m (4.72)

commute with all generators J
(k+1),a
n and therefore are part of the coset algebra.

The power of the coset construction lies in the possibility to construct represen-

tations of W -algebras out of representations of affine Lie algebras. Let H
N,k

R and

H
N,1

R′ be the representation spaces of the unitary irreducible representations R and

R′ of Uk(sl(N)) and U1(sl(N)), respectively. We then consider the decomposition

of the tensor product with respect to the subalgebra Uk+1(sl(N)) and obtain

H
N,k

R ⊗H
N,1

R′ =
⊕

S

H(R,R′;S )⊗H
N,k+1

S . (4.73)

The spaces H(R,R′;S ) then form a representation space for the coset algebra. In this

way, one obtains unitary representations of the WN,k algebra. In the cases that are of

interest here, they are irreducible, but this is not true in general.

The unitary dominant highest-weight representations of Uk(sl(N)) are labelled

by Young diagrams R with maximally N − 1 rows and maximally k columns. For

given representations R and R′, not all representations S can occur in the decompo-

sition above. The selection rule can be formulated as the requirement that the total

number of boxes in R and R′ equals the number of boxes in S up to multiples of N.

So if we denote the number of boxes of a Young diagram R by B(R), we demand

that

B(R)+ B(R′) = B(S ) mod N . (4.74)

For level 1, there are only N different Young diagrams allowed (the empty diagram

or diagrams consisting of only one column with length 1 to N− 1),
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0 , � , �� , . . . ,

�
�
...
�




(N− 1) . (4.75)

By the above selection rule, for given R and S , there is a unique representation

R′ such that S occurs in the decomposition of the product of R and R′. The coset

representations that appear in the decomposition can therefore be labelled by pairs

(R,S ). This labelling is, however, not unique: there can be different pairs (R1,S 1)
and (R2,S 2) that label the same representation

H(R1,S 1)
∼= H(R2,S 2) . (4.76)

To get all pairs that label the same representation as (R,S ), we can perform the

following algorithm: we add a row of length k on the top of the Young diagram R,

and a row of length k+ 1 on top of S . Then we reduce the new diagrams by killing

all columns of length N, and we arrive at a pair (R̂, Ŝ ) that labels the same coset

representation (see figure 4.6). The orbit of pairs under this operation has length N,

so there will be N pairs which label the same coset representation. The conformal

(R,S ) = ,

↓
•
•
•

, • •
• •
• •

↓

(R̂, Ŝ ) = ,

Fig. 1 An example for N = 3 and k = 4: starting from Young diagrams R and S we add a row of

k = 4 and k+ 1 = 5 boxes (in green), respectively. Then we delete the columns of length N = 3

(marked with a bullet).

weight hR,S of the ground states of the representation H(R,S ) is given in terms of

the row lengths ri and si of the Young diagrams R and S , respectively. Namely,

introduce ti := (k+N + 1)ri− (k+N)si, then

h(R,S ) =
1

2(k+N)(k+N+ 1)

(
N−1

∑
i=1

ti(ti + 2N− 2i)+
N−1

∑
i, j=1

ti(t j + 2N− 2 j)

)
.

(4.77)

The WN-minimal models are CFTs whose Hilbert space is built precisely from those

coset representations

H =
′⊕

(R,S )

H(R,S )⊗H(R,S ) , (4.78)
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where the prime on the sum means that we only sum over inequivalent pairs. Notice

that we have two copies of the W -algebra present (one in the holomorphic and one

in the antiholomorphic sector), therefore we find tensor products of representations

in the total Hilbert space.

After this brief excursion into minimal models, we have the prerequisites to dis-

cuss the proposal for a CFT dual of higher-spin gauge theories in three dimensions.

For more details on minimal models see [121, 116, 32], or more generally on coset

models see, e.g., [103].

4.7 Minimal-model holography

We now have all ingredients to look for CFTs that are dual to higher-spin gauge

theories on AdS3. We do not have a quantum description of the higher-spin theories,

so we only have control over the theories for small gravitational coupling, G/ℓ≪ 1.

For the dual CFT this means to consider large central charges,

c =
3ℓ

2G
≫ 1 . (4.79)

When we want to propose a duality, we need to have a family of CFTs that has a

large c limit.

Consider the WN-minimal models. Their central charge is bounded by min(N−
1,2k), so to allow for an arbitrarily high central charge, we have to consider a limit

where both N and k go to infinity. On the other hand, it seems that in this way

the W -algebra structure never stabilises, and it is unclear a priori how one could

obtain a W∞[λ]-algebra with a finite value of λ. Here, triality comes to the rescue.

For central charge c = cN,k, and λ1 = N, the other two values of λ leading to the

same W -algebra structure are

λ2 =
N

N + k
, λ3 =−

N

N + k+ 1
. (4.80)

Therefore if we keep the ratio

Λ=
N

N + k
(4.81)

fixed while sending N and k to infinity, the W -algebra structure approaches (in the

appropriate sense) W∞[Λ]. This is very encouraging because it means that we can

indeed find a family of CFTs that have a large c limit in which the symmetry algebra

is given by a W∞-algebra [31]. This limit of WN-minimal models has been dubbed

’t Hooft limit, in analogy with the limit of Yang-Mills theories typically entering the

boundary side of the AdS/CFT correspondence.

Besides the algebra, we can also analyse the spectrum. The simplest primary state

in the WN-minimal models (except for the vacuum) is the state where
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(R,S ) = (�,0) . (4.82)

Here, 0 stands for the empty Young diagram. By considering (4.77) we see that the

corresponding conformal weight is

h(�,0) =
N− 1

2N

(
1+

N + 1

N + k

)
N,k→∞−−−−→ 1

2
(1+Λ) . (4.83)

As the primary fields in the minimal models have identical conformal weights in the

left- and right-moving sector, we find an operator with scaling dimension

∆= h+ h̄ = 1+Λ (4.84)

in the spectrum.

According to the AdS/CFT correspondence (see, e.g., [100]) this operator should

correspond to a scalar bulk field with a definite scaling behaviour at the conformal

boundary of AdS, which in turn restricts its mass to be

M2 =
∆(∆− 2)

ℓ2
=
Λ2− 1

ℓ2
. (4.85)

Hence, in addition to the higher-spin gauge fields, which are responsible for the

W -symmetry of the CFT, we also expect a massive scalar field in the bulk with a

specific mass.

Indeed it turns out that the hs[λ] higher-spin gauge theories can be coupled to a

massive scalar for M2 = Λ2−1
ℓ2 . To describe those theories we have to go beyond the

Chern–Simons formulation – this will be the subject of the following section.

Before doing so, let us consider further states in the CFT spectrum. Another

natural example to consider is the state

(R,S ) = (�,0) , (4.86)

where � denotes the Young diagram conjugate to �,

�=

�
�
...
�




(N− 1) . (4.87)

Whereas � corresponds to the fundamental representation of sl(N), � corresponds

to the antifundamental representation.31 The state (�,0) has the same conformal

weight as (�,0), so we expect to find two scalars of the same mass (and with the

same scaling behaviour at the boundary) in the bulk theory (or one complex scalar).

Indeed, if one works out the contribution of all representations of the form (R,0)
to the CFT partition function, it precisely equals the contribution of one complex

31 In general, the Young diagram of the representation conjugate to a representation with Young

diagram R (with row lengths ri) has row lengths r̄i = r1− rN−i+1.
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scalar to the one-loop partition function on thermal AdS [122]. This again is very

encouraging!

Similarly, we can also consider the representation

(R,S ) = (0,�) . (4.88)

Here the conformal weight is

h(0,�) =
N− 1

2N

(
1− N + 1

N + k+ 1

)
N,k→∞−−−−→ 1

2
(1−Λ) . (4.89)

On the bulk side, this again looks like the contribution of a scalar of the same mass

M2 = Λ2−1
ℓ2 but with a different scaling behaviour at the boundary (corresponding

to a different quantisation). However, as we discuss below, this contribution should

not be interpreted as a scalar.

On the other hand, we can for example look at the representation

(R,S ) = (�,�) . (4.90)

Here we find the conformal weight

h(�,�) =
N2− 1

2N(N + k)(N + k+ 1)

N,k→∞−−−−→ Λ2

2N
, (4.91)

which goes to zero in the limit. We find a similar behaviour for representations

(R,R), so it seems that we find infinitely many states whose conformal weight ap-

proaches zero. From the bulk side, this would correspond to a huge number of ultra-

light fields, which are hard to interpret within the AdS/CFT correspondence.

So in spite of the encouraging matches that we observed, the spectrum is not easy

to interpret in the holographic setting. One could think of different explanations:

• The difficulties with the interpretation indicate that there might not be a con-

sistent quantisation of the classical higher-spin gauge theory, and that instead

they could be resolved by adding to the spectrum additional perturbative fields.

One proposal going in this direction involves a higher-spin theory on AdS3×S1

[123,124]. Another option might be that the only solution is to embed the higher-

spin states in string theory in a tensionless limit (see the discussion in section 6).

• The ’t Hooft limit has to be modified. Indeed, it seems that the unwanted part of

the spectrum decouples in the limit [31]. Taking limits of CFTs can have subtle

effects on the spectrum [125], and one could try to define a limit in which the

unwanted states are not present.

• The ’t Hooft limit is not truly a semi-classical limit. Although c goes to infinity,

the spectrum changes when we let N and k go to infinity, so it is a priori not clear

whether this is really the appropriate limit.

In view of the last option, one might look for other ways of taking a semi-classical

limit of the minimal models. Indeed, there is a proposal [126, 110, 127] which is
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more a semi-classical continuation than a semi-classical limit: we consider the WN-

minimal models, and in all quantities that we can compute, the level k is analytically

continued such that it approaches k→−N− 1. In this limit the central charge be-

haves as

cN,k
k→−N−1−−−−−→ N(N2− 1)

N + k+ 1
, (4.92)

so it goes to infinity. The conformal weights of some of the states behave as

• (�,0):

h(�,0) =
N− 1

2N

(
1+

N + 1

N + k

)
−→ 1

2
(1−N) (4.93)

corresponding to a scalar of mass M2 = N2−1
ℓ2 .

• (0,�):

h(0,�) =
N− 1

2N

(
1− N + 1

N + k+ 1

)
−→− c

2N2
. (4.94)

The conformal weight grows with the central charge, so one would expect those

states to correspond to non-perturbative states on the bulk side.

• (�,�):

h(�,�) =
N2− 1

2N(N + k)(N + k+ 1)
−→− c

2N2
, (4.95)

so again those correspond to non-perturbative states.

In this semi-classical limit (or continuation) there is no apparent problem: we find

the contributions of one complex scalar (corresponding to (�,0) and (�,0)) and

non-perturbative contributions that should correspond to classical solutions of the

higher-spin gauge theory. The problem of finding infinitely many light states has

disappeared.

There is indeed a class of classical solutions of the higher-spin gauge theories,

called conical defect solutions, that explains the full spectrum [126]. These solu-

tions can be labelled by a Young diagram S , and in the holographic picture they

correspond to the states (0,S ). This can be confirmed by comparing the higher-

spin charges carried by the solutions to the higher-spin charges of the CFT states

[126, 128]. In this interpretation, the states (R,S ) correspond to excitations of the

scalar on the classical solutions [127].

The picture that emerges in this semi-classical limit nicely matches the spectra

on the two sides. On the other hand, it is not obvious how to make rigorous sense

of the continuation as a limit of CFTs. This is furthermore complicated by the fact

that negative conformal weights appear, as it is manifest in (4.94), so that the cor-

responding CFTs cannot be unitary. This non-unitary but more controllable version

of AdS/CFT has been further studied in [94] (see also [129, 130]), while the very

different behaviour of the (R,0) and (0,S ) states in this limit has been used to argue

that they should be treated differently in the ’t Hooft limit too. In particular, this led

to refine the original conjecture of [31] postulating that also in the ’t Hooft limit the
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(R,0) states should correspond to a perturbative scalar, while the (0,S ) states should

correspond to non-perturbative bulk states [110, 127].

There are a number of further checks that have been performed on the proposed

dualities. In particular, one can compare correlators on the two sides of the corre-

spondence. For example, the 3-point correlators 〈OŌJ(s)〉 for the scalar primary O

(corresponding to (�,0)), its complex conjugate Ō and a higher-spin current J(s)

match on the two sides [131]. Another check shows that the 3-point functions of

perturbative (R,0) states factorise in the limit in a way that is consistent with the

interpretation that they correspond to multiparticle states built from the elementary

scalar field O [132]. Further checks and details of the proposed duality are discussed

in the review [32].

The higher-spin AdS3/CFT2 correspondence has been generalised in various

ways, for example to even spin minimal-model holography (where only even spins

appear in the spectrum) [61, 62], supersymmetric minimal-model holography [133]

or matrix-extended minimal-model holography [134, 135]. The latter also appears

to describe a subsector of a correspondence of string theory on AdS3×S3×T4 to

a symmetric orbifold theory on the boundary [136], as we shall briefly discuss in

section 6.

5 Coupling to matter

In this section, we discuss the coupling of a propagating scalar field to higher-spin

gauge fields. To this end, we start in section 5.1 by reformulating the equations of

motion of a free scalar field on AdS3 in a so-called unfolded form, that allows to

couple it to a higher-spin background. We then present the oscillator formulation

of hs[λ], that provides a useful tool to handle the unfolded equations of motion.

The latter is also used in the approach by Prokushkin–Vasiliev [47] towards a non-

linear theory of a complex scalar coupled to higher-spin fields that we introduce in

section 5.2. Our presentation partly follows the one in [137].

5.1 Free scalar field in the unfolded formulation

The goal is to describe a scalar field that is coupled to gravity and to higher-spin

fields. For this purpose, we need a description of the scalar that is compatible with

the first-order frame-like formulation of higher-spin gravity that has been discussed

in the previous sections. A first-order action describing the coupling of a scalar to

gravity can be obtained by introducing a single auxiliary field; see, e.g., [138, chap-

ter I.5]. On the other hand, it is unclear how this formulation could be modified so

as to allow one to couple higher-spin fields too. An alternative first-order formula-



65

tion that appears better adapted to discuss such coupling is provided by the unfolded

formulation, which we introduce below.32

5.1.1 Matter fields

To motivate the unfolded re-formulation of the Klein–Gordon equation, we con-

sider for simplicity a flat background with a constant vielbein h̄a = δµ
a dxµ. We can

expand the differential of a scalar field in this basis of one-forms,

dΦ= h̄a Ca , (5.1)

with coefficient functions Ca = h̄µa ∂µφ that encode the derivatives of the scalar field.

Taking another differential we obtain

0 = d2Φ=−h̄a∧dCa . (5.2)

The solution of this equation can be parameterised by a symmetric tensor C̃ab,

dCa = h̄b C̃ab . (5.3)

The coefficients are given by second derivatives of the scalar field,

C̃ab = h̄µah̄νb ∂µ∂νΦ. (5.4)

Imposing the Klein–Gordon equation �Φ= M2Φ constrains the trace part, and we

can write

dCa = h̄b Cab +
1

3
M2 h̄aΦ (5.5)

with an undetermined symmetric traceless part Cab. The structure continues: one

can apply a differential to (5.5) which leads to a condition on dCab, and its solution

is parameterised by a symmetric traceless tensor Cabc, and so on. At the end, one

arrives at a system of first-order equations

dCa1···an = h̄b Ca1···anb +
n

3
M2 h̄(a1 Ca2···an) . (5.6)

Exercise 37.* Show the consistency of (5.6) by checking that the differential d an-

nihilates the right-hand side.

In this way, one has encoded the Klein–Gordon equation in a first-order system

of unfolded form. In general, equations of motion are said to be in unfolded form if

they possess the structure

dΦi = F i(Φ) , (5.7)

32 Actions describing the coupling of higher-spin Chern–Simons theories to (topological) matter

have also been introduced by using a 2-form and a 0-form to model the matter sector [139, 140].
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where Φi denotes various fields of possibly different form degrees (see, e.g., [141,

11, 12, 7] for reviews). Consistency (d2 = 0) requires

F j∧ ∂F i

∂Φ j
= 0 . (5.8)

Note that in particular the equations of motion for the gauge fields (2.45) are in

unfolded form. Obtaining a formulation of the scalar on the same footing appears to

be a good strategy if we want to couple the scalar to a gauge field background.

What we have presented for a flat background can also be repeated for a scalar

on AdS3 with a background vielbein ēa and spin connection ω̄a. Following the same

strategy as above and replacing the differential d by the Lorentz covariant differen-

tial ∇ that was introduced in (2.37), we arrive at a first order system of the form

∇Ca1···an = ēb Ca1···anb +

(
n

3
M2− n(n− 1)

ℓ2

)
ē(a1 Ca2···an) . (5.9)

The difference to (5.6) comes from the fact that the square of the covariant differen-

tial ∇ is not zero, but given by the AdS curvature (see (2.38)).

Exercise 38.* Check consistency of (5.9) by applying ∇ on both sides and us-

ing (2.38).

Eventually we want to couple the scalar to higher-spin fields. As we presented

in section 2.2.3, higher-spin fields can be encoded in Chern–Simons connections A

and Ã with values in a Lie algebra with generators Ja1···as−1
which are symmetric

and traceless in the indices an. An unfolded scalar consists of a system of sym-

metric traceless tensors, and they can be contracted with these generators to obtain

an algebra valued object that could be used to describe a coupling to higher-spin

fields. Concretely, we need a Lie algebra where all values of the spin occur once. A

natural framework is the algebra hs[λ], that we introduced in section 2.2.3 consid-

ering traceless symmetrised products of the sl(2,R) generators Ja in the universal

enveloping algebra. The scalar field itself has no indices and should be contracted

with the identity, therefore we have to consider the associative algebra behind hs[λ],
that includes the unit and that we denoted as B[λ] in (2.56). To realise two copies of

this algebra (which is needed to realise the full higher-spin algebra) we introduce a

variable φ which squares to 1 and commutes with the generators Ja,

φ2 = 1 , φJa = Jaφ. (5.10)

In this way one obtains the algebra B[λ]⊕ B[λ], where projections on the first and

second component are given by

Π± =
1

2
(1±φ) . (5.11)

The sl(2,R)⊕sl(2,R) Lie subalgebra is spanned by J±a =Π±Ja, and the generators

of the AdS3 isometry algebra are then realised as
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La = Ja , Pa =
G

ℓ
φJa . (5.12)

The scalar field and its undetermined derivatives can be combined into an algebra

valued 0-form (we use a calligraphic letter for the components C a1···an as they can

differ from the coefficients Ca1···an in normalisation)

C (x) =
∞

∑
n=0

C
a1···an(φ|x)J{a1

. . . Jan} , (5.13)

where the component without indices that comes with the unit element is the scalar

field itself, C∅ =Φ, and we recall that braces denote a symmetrisation and a trace-

less projection as, e.g., in (2.51). The Lorentz covariant derivative that we intro-

duced in (2.37) can be generalised to any differential form F, and can be formulated

in terms of algebra valued objects as

∇F = dF + ω̄∧F− (−1)|F|F∧ ω̄ , (5.14)

where ω̄ = ω̄bLb is the AdS background spin connection. Using the commutator

(2.48), one can check that the action of the Lorentz covariant derivative on the zero-

form defined above is given by

∇C =
∞

∑
n=0

(dC
a1···an + nǫbc(a1 ω̄b C

a2···an)
c︸ ︷︷ ︸

∇C a1···an

)J{a1
. . . Jan} . (5.15)

To encode the unfolded Klein–Gordon equation (5.9) in an equation involving ob-

jects valued in this algebra, a natural ansatz where the right-hand side is linear in C

and in the vielbein33 ē = ēaJaφ is

∇C =
α1

ℓ
ēC +

α2

ℓ
C ē , (5.16)

with some constants α1, α2. This ansatz needs to satisfy consistency when applying

the covariant differential ∇ again. Acting on the left-hand side of (5.16) leads to

∇2
C =

∞

∑
n=0

∇2
C

a1···an J{a1
. . . Jan}

=
∞

∑
n=0

n

ℓ2
ēb∧ ē(a1 C

a2···an)
b J{a1

. . . Jan}

=
1

ℓ2
[C , ē∧ ē] . (5.17)

33 Notice that the Lie-algebra valued vielbein and spin-connection we use in this section take values

in the whole AdS3 isometry algebra, so that they are closer to those we introduced in (2.11) rather

than to those we used in (2.24) and in section 2.2.3. The same conventions will be used for their

higher-spin generalisations, that will thus take values in the hs[λ]⊕hs[λ] algebra.
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Exercise 39. Check (5.17).

Acting with ∇ on the right-hand side of (5.16) gives

∇

(α1

ℓ
ēC +

α2

ℓ
C ē

)
=−α1

ℓ
ē∧∇C +

α2

ℓ
∇C ∧ ē

=−α
2
1

ℓ2
ē∧ ēC +

α2
2

ℓ2
C ē∧ ē . (5.18)

Comparing (5.17) and (5.18), we conclude that

α2
1 = α2

2 = 1 . (5.19)

Hence, the right-hand side of (5.16) is given by the commutator or by the anticom-

mutator. The commutator would lead to a system of uncoupled equations for the

components C a1···an because the commutator of ē with J{a1
. . . Jas−1} produces again

a generator that corresponds to the same spin s. Such an equation does not describe

a physical scalar field, but describes the so-called twisted sector of the Prokushkin–

Vasiliev model [47] as we shall discuss in section 5.1.4. For the anticommutator, we

are left with the possibilities α1 = α2 =±1. As we are in principle free to swap the

sign of the vielbein, we can set α1 = α2 =−1, and we arrive at the equation

∇C =−1

ℓ
{ē,C } . (5.20)

The anticommutator of Ja with another basis element is given by

{
Ja, J{b1

. . . Jbn}
}
= 2 J{aJb1

. . . Jbn}

+
2n

2n+ 1

(
C2−

n2− 1

4

)(
ηa(b1

J{b2
. . . Jbn)}−

n− 1

2n− 1
η(b1b2

J{b3
. . . Jbn)Ja}

)
.

(5.21)

With this information, we can now extract the components of (5.20). The identity

component gives

∇Φ=− 2

3ℓ
C2φC

a ēa , (5.22)

leading to

C
a =− 3ℓ

2C2

φ ēµa∂µΦ. (5.23)

The Ja-component of (5.20) is given by

∇µC
a =−2

ℓ
ēµ

aΦφ− 4

5ℓ

(
C2−

3

4

)
ēµc C

caφ. (5.24)

When one contracts this with the inverse background vielbein ēµa, one obtains

ēµa∇µC
a =−6

ℓ
φΦ. (5.25)
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Inserting the expression (5.23) for C a, we finally arrive at a Klein–Gordon equation

�Φ= ḡµν∇̄µ∂νΦ=
4

ℓ2
C2

︸ ︷︷ ︸
M2

Φ, (5.26)

where ∇̄ denotes the Levi–Civita covariant derivative of the AdS background. The

mass squared is given by

M2 =
4

ℓ2
C2 =

λ2− 1

ℓ2
. (5.27)

The other components of (5.20) do not lead to any further conditions, and (5.20)

provides an unfolded formulation of the scalar on AdS as before. Because Φ can

depend on φ, we get two scalar fields Π±Φ of the same mass. The mass depends on

the parameter λ of the algebra hs[λ]. Only for this value of the mass it is possible to

write the unfolded equation for the scalar in a way that is compatible with the alge-

bra structure and to couple the scalar also to a non-trivial higher-spin background.

Let us also stress that the value for the mass we obtained in (5.27) precisely fits the

prediction we made in (4.85) only looking at the spectrum of minimal models in

the ’t Hooft limit. This had to be expected since the value of the mass is fixed by

symmetry considerations both on the CFT side and in the previous bulk computa-

tion, but this is a first encouraging evidence of the consistency of the holographic

conjecture that we reviewed in section 4.7.

The generalisation to an arbitrary higher-spin background is straightforward. We

replace the vielbein and the spin connection by their higher-spin generalisations e

and ω and obtain

dC +[ω,C ] =−1

ℓ
{e,C } . (5.28)

This is consistent as long as ω and e satisfy the equations of motion (2.45) (see

exercise 40 below). Because of the φ-dependence, we can split this in two equations.

Each component of C we split as

C
a1···an(φ|x) = Ca1···an(x)Π++ C̃a1···an(x)Π− , (5.29)

and we obtain two B[λ]-valued fields C and C̃, such that C = CΠ++ C̃Π−. As in

section 2.2.3, we introduce gauge fields

A =
∞

∑
n=1

Aa1···an J{a1
. . . Jan} =

∞

∑
n=1

(
ωa1···an +

1

ℓ
ea1···an

)
J{a1

. . . Jan} , (5.30a)

Ã =
∞

∑
n=1

Ãa1···an J{a1
. . . Jan} =

∞

∑
n=1

(
ωa1···an− 1

ℓ
ea1···an

)
J{a1

. . . Jan} , (5.30b)

which take values in hs[λ]⊂ B[λ]. Higher-spin vielbeins and spin connections taking

values in the whole higher-spin algebra can then be defined as ω = 1
2
(A+ Ã) and

e = φ ℓ
2
(A− Ã) (see also footnote 33). Finally, we obtain from (5.28) two equations

(each being an equation in B[λ])



70

dC =−AC+C Ã , (5.31a)

dC̃ =−ÃC̃ + C̃ A . (5.31b)

For backgrounds that include non-trivial higher-spin gauge fields these equations

lead to two equivalent generalisations of the Klein–Gordon equation involving

higher derivatives, see [131].

Exercise 40.* Check the consistency of (5.31) for flat connections A and Ã.

5.1.2 Oscillator realisation of hs[λ]

In this section, we introduce an oscillator realisation of the higher-spin algebra hs[λ].
This is a useful tool to handle infinite-dimensional algebras (see, e.g., [59,70,66] and

references therein for some applications of oscillator techniques in this and related

contexts), and we shall rely on it in section 5.2 to set up a full non-linear interacting

theory of a scalar coupled to higher-spin gauge fields along the lines of [47].

We begin by introducing an abstract algebra with generating objects yα with α=
0,1 and a multiplication denoted by ⋆, and demand the commutation relations

[yα,yβ]⋆ = 2iǫαβ . (5.32)

Indices can be lowered and raised by using the antisymmetric epsilon tensor ǫαβ and

its inverse ǫαβ with ǫ01 = ǫ01 = 1,

yα := ǫαβyβ , yα = yβǫβα , (5.33)

where we have used ǫαγǫβγ = δαβ.

These oscillators allow us to realise sl(2,R), which is isomorphic to sp(2,R).
Using the commutator (5.32), one can indeed show that the generators

Lαβ =−
i

2
y(α⋆ yβ) (5.34)

satisfy the sp(2,R) commutation relations

[Lαβ,Lα′β′ ]⋆ = ǫαα′Lββ′ + ǫβα′Lαβ′ + ǫαβ′Lβα′ + ǫββ′Lαα′ . (5.35)

Exercise 41.* Using the commutation relations (5.35), verify the isomorphism

sl(2,R) ≃ sp(2,R) by checking that the generators L−1 = 1
2

L11, L+1 = 1
2

L00 and

L0 =
1
2

L10 =
1
2

L01 obey the sl(2,R) commutation relations [Lm,Ln] = (m−n)Lm+n.

This specific realisation of sl(2,R) can be used to obtain a realisation of a spe-

cific higher-spin algebra. Indeed, symmetrised polynomials in the y-oscillators of

even degree form an associative algebra under star multiplication. This associative

algebra is isomorphic to B[λ] for λ = 1
2
, as can be seen by comparing with the

quadratic Casimir of the oscillator realisation of sp(2,R),
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C2 :=−1

8
Lαβ ⋆ Lαβ =−

1

16
{Lαβ,Lαβ}⋆ =− 3

16
, (5.36)

which indeed corresponds to λ= 1
2

in (2.56).

Exercise 42. Verify (5.36) using (5.32).

The higher-spin algebra is obtained from the associative algebra B[λ] by

B[λ] = C⊕hs[λ] , (5.37)

where, with respect to (2.57), we stressed that we can also complexify the algebra.

Therefore, even monomials in the oscillators of degree at least 2 form a basis of

a Lie algebra (with respect to the star commutator) that is isomorphic to hs[λ] for

λ= 1
2
.

The star product that we introduced abstractly can also be realised as a Moyal–

Weyl product. To this end, we can think of the oscillators as ordinary commuting

variables,

yαyβ = yβyα , (5.38)

where we distinguish this product from the previous star product by omitting the

product symbol.

For functions f ,g of the oscillators yα, one then defines the star product by

( f ⋆g)(y) =
1

(2π)2

∫
d2ud2v f (y+ u)g(y+ v)exp(ivu) , (5.39)

where we used the notation vu =−uv := vαuα. Let us stress that the contraction of

two identical commuting oscillators vanishes,

yy = uu = vv = 0 . (5.40)

Furthermore, we shall use the notation

∂y
α =

∂

∂yα
, ∂αy := ǫαβ∂

y
β , (5.41)

from which we deduce the following relations

∂y
αyβ =−∂βyyα = δβα , (5.42a)

∂αy yβ = ǫαβ , (5.42b)

∂y
αyβ = ǫαβ . (5.42c)

As a word of warning we remark that relation (5.42a) implies that ∂αy =− ∂
∂yα

.

A differential version of the star product (as long as the functions are analytic)

can also be obtained from its definition (5.39):

( f ⋆g)(y) = f (y)e−i
←
∂ y

→
∂ y g(y) . (5.43)
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Exercise 43.* Use Taylor’s theorem, f (y+u) = eu∂y
f (y) and the identity δ(2)(u) =

1
(2π)2

∫
d2veivu to obtain the differential version of the star product.

If one of the factors is just an oscillator variable, we obtain the following expres-

sions for the star product (which follow straightforwardly from (5.43)):

yα⋆ f (y) = (yα+ i∂y
α) f (y) , (5.44a)

f (y)⋆ yα = (yα− i∂y
α) f (y) . (5.44b)

From these we obtain the relations

[yα, f (y)]⋆ = 2i∂y
α f (y) , (5.45a)

1

2
{yα, f (y)}⋆ = yα f (y) . (5.45b)

We observe from (5.45b) that the symmetrised star-product of yα-oscillators is sim-

ply the ordinary product, y(α ⋆ yβ) = yα yβ. On the other hand, when we insert

f (y) = yβ into (5.45a), we recover the star commutation relation (5.32) of the oscil-

lators.

Exercise 44.* Check equations (5.44) and (5.45).

Exercise 45.* Using (5.44) and (5.45) check the identities

[Lαβ, f (y)]⋆ = 2y(α∂
y
β) f (y) , (5.46a)

{Lαβ, f (y)}⋆ =−i
(

yαyβ−∂y
α∂

y
β

)
f (y) . (5.46b)

Use the latter identity to verify once again the result (5.36) for the eigenvalue of the

Casimir operator.

With the construction above, we could realise B[λ] for the specific value of λ= 1
2
.

To get an oscillator realisation for other values of λ, we introduce deformed oscilla-

tors ŷα with α= 0,1 obeying the commutation relations

[ŷα, ŷβ]⋆ = 2iǫαβ(1+ νk) , (5.47)

where ν ∈ R is some real parameter, while the symbol k denotes an object called

outer Kleinian obeying

k ŷα =−ŷα k , k2 = 1 . (5.48)

As we shall see shortly, the parameter ν is related to the parameter λ that appears

in B[λ]. Note that for ν = 0, eq. (5.47) reduces to the undeformed commutation

relations (5.32) discussed previously. One can then show that

Lαβ =−
i

2
ŷ(α⋆ ŷβ) (5.49)
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fulfils the sp(2,R) commutation relations (5.35). This can be seen by observing that

[Lαβ, ŷγ]⋆ =− i

2
ŷ(α⋆ [ŷβ), ŷγ]⋆+

i

2
[ŷγ, ŷ(β]⋆⋆ ŷα)

=−ǫγ(β ŷα)(1+ νk)− ǫγ(β ŷα)(1− νk)

=−2ǫγ(α ŷβ) . (5.50)

Note that we have used ŷα k =−k ŷα to obtain the second line which is crucial for the

final expression to be ν independent. By using (5.50) twice, it immediately follows

that Lαβ obeys the sp(2,R) commutation relations (5.35). For the quadratic Casimir,

we obtain

C2 =−
1

8
Lαβ ⋆ Lαβ =−

1

16

(
3+ 2νk− ν2

)
. (5.51)

Exercise 46.* Verify this statement by using the commutation relations (5.47) to

show that

ŷα⋆ ŷα =−2i(1+ νk) , Lαβ =−
i

2
ŷα⋆ ŷβ−

1

2
ǫαβ(1+ νk) , (5.52)

and use these relations to calculate the value of C2.

The quadratic Casimir (5.51) is not a pure number, but contains the outer Kleinian

k. By using the projectors

P± =
1

2
(1± k) (5.53)

to restrict to a definite parity of k =±1, we can then realise the associative higher-

spin algebra B[λ] (see (2.56)) for arbitrary values of λ with the identification

λ=
1

2
(ν± 1) for k =∓1 . (5.54)

A basis for this realisation is given by even and symmetric monomials in the de-

formed oscillators ŷα projected on a sector of definite k-parity, i.e.

Lα1···α2n
:= P± ŷ(α1

⋆ · · ·⋆ ŷα2n) . (5.55)

By turning the associative algebra into a Lie algebra and using the decomposition

(5.37), a realisation for hs[λ] for arbitrary λ is thus obtained.

5.1.3 Higher-spin and matter fields using oscillators

We now wish to rewrite the unfolded equations for the higher-spin and matter fields

introduced in section 5.1.1 using the oscillator realisation of hs[λ], in order to facil-

itate the introduction of interactions in the following section. We start by realising

the AdS3 background in this setup. The AdS3 isometry algebra is so(2,2). This al-

gebra is isomorphic to two copies of sl(2,R) ∼= sp(2,R), that we realise as before
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by introducing an additional variable φ with the properties

φ2 = 1 , ŷαφ= φ ŷα , φk = kφ. (5.56)

As in section 5.1.1, the two commuting copies of sp(2,R) (and thus the AdS3 isom-

etry algebra so(2,2)) are obtained with the help of the projectorsΠ± = 1
2
(1±φ) by

introducing the generatorsΠ+Lαβ and Π−Lαβ.

Using this realisation of so(2,2), we can describe the AdS3 background by defin-

ing the connections

AAdS =−1

2

(
ω̄+

1

ℓ
ē
)αβ

Lαβ , (5.57a)

ÃAdS =−1

2

(
ω̄− 1

ℓ
ē
)αβ

Lαβ , (5.57b)

where ē and ω̄ describe the AdS3 vielbein and spin connection, respectively. We

normalise the vielbein ē such that

ēµαβ ēν
αβ =−1

2
gµν , (5.58a)

ēµα1α2
ēµ
β1β2 =−1

2
δ(β1

α1
δβ2)

α2
. (5.58b)

Here, first letters of the Greek alphabet always describe spinorial indices, α,β, · · · ∈
{1,2}, whereas letters µ,ν, . . . denote spacetime indices. Note that these identities

allow us to convert the spinorial indices of a completely symmetric tensor f α1···α2s

to spacetime indices:

f α1···α2s ēµ1
α1α2
· · · ēµs

α2s−1α2s
=
(
− 1

2

)s
f µ1···µs . (5.59)

The tensor f µ1···µs is completely symmetric and traceless.

Exercise 47.* Prove that f µ1···µs is traceless by using (5.58b).

The AdS3 connections AAdS and ÃAdS satisfy the zero-curvature condition (2.14).

As in section 2.1, it is convenient to combine AAdS and ÃAdS into a single connection

A
AdS = Π+AAdS +Π−ÃAdS =−1

2
ω̄αβLαβ−

1

2G
ēαβPαβ = ω̄+

1

ℓ
ē , (5.60)

where we defined Pαβ := φG
ℓ

Lαβ consistently with (5.12). A AdS is also a solution

of the Chern–Simons equation of motion (2.14),

dA
AdS +A

AdS ∧⋆A
AdS = 0 . (5.61)

As in section 2.2.3, we describe higher-spin fields by considering connections A

and Ã to be valued in hs(λ), which now we realise using the oscillators,

A = Π+A+Π−Ã = ω+
1

ℓ
e . (5.62)
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Here ω and e are even polynomials in the ŷα-oscillators, i.e.

ω=
1

2

∞

∑
s=0

i

(2s)!
ωα1···α2s

(x)P± ŷ(α1 ⋆ · · ·⋆ ŷα2s) , (5.63a)

e =
1

2

∞

∑
s=0

i

(2s)!
eα1···α2s

(x)
φ

ℓ
P± ŷ(α1 ⋆ · · ·⋆ ŷα2s) . (5.63b)

In complete analogy to our discussion in section 2.2.2, the components eα1···α2s
(x)

and ωα1···α2s
(x) are the higher-spin vielbeins and spin connections, respectively.

They correspond to tensors which are fully symmetric and traceless.

On an AdS3 background A AdS = ω̄+ 1
ℓ
ē, the zero-curvature conditions (2.42)

translate to the equation of motion

DAdS
A := dA +A

AdS ∧⋆A +A ∧⋆A
AdS = 0 . (5.64)

Here, DAdS denotes the AdS3 covariant derivative that includes the background spin

connection and the vielbein. On a differential form F of degree |F|, it acts as

DAdS F := dF +A
AdS ∧⋆F− (−1)|F|F∧⋆A

AdS , (5.65)

and it is related to the Lorentz covariant differential as

DAdS F = ∇F +
1

ℓ
ē∧⋆F− 1

ℓ
(−1)|F|F∧⋆ē . (5.66)

The equation of motion (5.64) is invariant under the gauge transformation

δA = DAdS ξ , (5.67)

with some arbitrary zero-form ξ generically depending on ŷα, φ and spacetime co-

ordinates xµ. The gauge invariance follows immediately from the fact that the co-

variant derivative DAdS is nilpotent

DAdS DAdS F = 0 . (5.68)

Exercise 48.* Check the nilpotency (5.68).

After having discussed the higher-spin fields, we now reformulate the unfolded

scalar in terms of the oscillators. It is described by a zero-form

C (y,φ|x) =
∞

∑
s=0

1

s!
Cα1···αs(φ,k|x) ŷ(α1 ⋆ · · ·⋆ ŷαs) , (5.69)

where we restrict the sum to even s.

Consistently with (5.15), the action of the Lorentz covariant derivative on this

zero-form is given by
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∇C =
∞

∑
s=0

1

s!
(dCα1···αs + s ω̄βα1

Cβα2···αs︸ ︷︷ ︸
∇Cα1···αs

)ŷ(α1 ⋆ · · ·⋆ ŷαs) , (5.70)

where we defined the Lorentz covariant derivative acting on the fully symmetric

components Cα1···αs . The Klein–Gordon equation on AdS3 in unfolded form (5.20)

in the oscillator formalism then reads

∇C =−{ē,C }⋆ . (5.71)

We reformulated the whole free theory in the oscillator language. In the remain-

ing part of this subsection, we shall revisit the proof that (5.71) is equivalent to

the Klein–Gordon equation by using oscillator techniques, so as to familiarise with

them. Our path towards interactions restarts in section 5.1.4, where another class of

fields that enter the interacting theory is discussed.

To analyse the content of eq. (5.71), it is convenient to first express the anticom-

mutator of Lα1α2
with an oscillator that is given by

{Lα1α2
, ŷ(β1

⋆ · · ·⋆ ŷβs)}⋆ =−i ŷ(α1
⋆ yα2

⋆ · · ·⋆ ŷβs)

− is
ν2− 2kν− (s2− 1)

s+ 1
ǫα1(β1

ǫ|α2|β2
ŷβ3

⋆ · · ·⋆ ŷβs) (5.72)

for even s.

Exercise 49.* Verify this statement by first using the commutation relation (5.47)

to show that

ŷα⋆ ŷ(β1
⋆ · · ·⋆ ŷβs) = ŷ(α⋆ ŷβ1

⋆ · · ·⋆ ŷβs)

+ i

(
s+

1
2
(1− (−1)s)+ s

s+ 1
νk

)
ǫα(β1

ŷβ2
⋆ · · ·⋆ ŷβs) (5.73)

and analogously

ŷ(β1
⋆ · · ·⋆ ŷβs)⋆ ŷα = ŷ(α⋆ ŷβ1

⋆ · · ·⋆ ŷβs)

− i

(
s+

1
2
(1− (−1)s)+ (−1)s+1s

s+ 1
νk

)
ǫα(β1

ŷβ2
⋆ · · ·⋆ ŷβs) . (5.74)

By using both results twice deduce (5.72). Recall that (5.72) holds for even s only.

We now evaluate (5.71) by replacing ē = − φ
2ℓ

ēαβLαβ and using (5.72). In com-

ponents, (5.71) is then given by

∇Cα1 ...αs =
φ

2iℓ

(
s(s− 1)ē(α1α2

Cα3···αs)−
(

1− ν(ν− 2k)

(s+ 1)(s+ 3)

)
ēβ1β2Cβ1β2α1···αs

)
.

(5.75)
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To analyse this equation further, we contract its spacetime index with a vielbein

ē
µ
γ1γ2

which yields

ēµγ1γ2
∇µCα1···αs =

φ

2iℓ

(
s(s− 1) ēµγ1γ2

ēµ(α1α2︸ ︷︷ ︸
∼ ǫγ1(α1

ǫα2|γ2|

Cα3···αs)

− 4

3
ℓ2 3

4ℓ2

(
1− ν(ν− 2k)

(s+ 1)(s+ 3)

)

︸ ︷︷ ︸
=:M2

s

ēµγ1γ2
ēβ1β2
µ︸ ︷︷ ︸

=− 1
2 δ

(β1
γ1

δ
β2)
γ2

Cβ1β2α1···αs

)
. (5.76)

To analyse this equation further, we first consider its symmetrisation over all γi and

αi indices. The first summand on the right hand side does not contribute, and we

obtain

Cα1 ...αs =
3i

M2
s−2

φ

ℓ
ēµ(α1α2

∇µCα3···αs) , (5.77)

where we also used φ2 = 1. From this expression we see that by recursion, all higher

tensor components Cα1···αs can be expressed as derivatives of the lowest component

Φ=C∅ =C |y=0. To read off the remaining information contained in (5.76) we now

consider its projection to the part that is antisymmetric under γ1↔ α1 and γ2↔ α2.

To this end, we contract it with ǫγ1α1ǫγ2α2 , which annihilates the second term on the

right-hand side. With the help of the identity (5.58a) we obtain

ǫγ1α1ǫγ2α2 ēµγ1γ2
∇µCα1···αs =−

3

4i

φ

ℓ
s(s− 1)Cα3···αs . (5.78)

Evaluating this equation for s = 2 implies

− 3

2i

φ

ℓ
Φ= ēαβµ ∇µ

Cαβ =
3i

M2
0

φ

ℓ
ēαβµ ∇µ ēναβ∇νΦ, (5.79)

where we have used (5.77) in the last step. Using ∇ē = 0, which follows from the

φ-component of the AdS3 flatness condition (5.61), we obtain the Klein–Gordon

equation

gµν∇̄µ∇̄νΦ= M2Φ, (5.80)

with

M2 = M2
0 =− 3

4ℓ2

(
1− ν(ν− 2k)

3

)
=

4

ℓ2
C2 , (5.81)

which reproduces our previous result (5.26). We have thus seen how to reformulate

free higher-spin and matter fields in terms of the oscillators.
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5.1.4 Twisted fields

Before we move to the nonlinear equations, let us compare the equations of motion

for the higher-spin gauge fields encoded in A and the scalar field encoded in C on

an AdS background. The equation of motion DAdS A = 0 for the one-form A can

be written as

DAdS
A = ∇A + ē∧⋆A +A ∧⋆ē

= ∇A +[ēµ,Aν]⋆ dxµ∧dxν . (5.82)

We observe that – as we are used to in gauge theories – the Lie bracket of the gauge

algebra occurs; we say that the one-form A transforms in the adjoint representation

of the higher-spin algebra. On the other hand, the equation of motion (5.71) for C

involves the anticommutator; for this reason the zero-form C is said to transform in

the twisted adjoint representation. Recall that to obtain the Klein–Gordon equation,

the occurrence of the anticommutator in (5.71) is essential as it relates different

components of the zero-form C contrary to the commutator.34

The equation of motion for C cannot directly be written with the help of the

covariant derivative DAdS because DAdS C involves the commutator rather than the

anticommutator. There is an elegant way to again bring it into the form DAdS ( ·) = 0.

To this end, let us introduce an additional variable ψ obeying

ψ2 = 1 , ψφ=−φψ, ψ ŷα = ŷαψ. (5.83)

We can then rewrite the equation of motion (5.71) as

DAdS (C ψ) = ∇(C ψ)− 1

2
ēαβ [φLαβ ,C ψ]

⋆
= (∇C + {ē,C }⋆)ψ= 0 , (5.84)

where we have used the fact that the Lorentz covariant derivative ∇ is independent

of φ and [φ f (ŷ),g(ŷ,φ)ψ]⋆ = {φ f (ŷ),g(ŷ,φ)}⋆ψ, which follows immediately from

ψφ=−φψ.

After having introduced ψ, at the formal level it is natural to also include “twisted

fields” in the description and to consider the combinations

A(ŷ,φ,ψ|x) = A (ŷ,φ|x)+ ˜A (ŷ,φ|x)ψ, (5.85a)

C(ŷ,φ,ψ|x) = C (ŷ,φ|x)ψ+ C̃ (ŷ,φ|x) , (5.85b)

where the fields are functions of ψ. Note that the twisted field ˜A for the one-form is

given by the ψ-dependent part whereas the zero-form has the opposite decomposi-

tion, and we shall see in the next section that this extension of the field content has

been used by Prokushkin and Vasiliev to introduce interactions.

The twisted zero-form C̃ obeys the equation of motion

34 This can be seen by comparing the star product identities for the anticommutator (5.72) with the

analogous expression (5.50) for the commutator.
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DAdS
C̃ = 0 , (5.86)

corresponding to the adjoint representation. This equation of motion does not mix

different components of C̃ due to the fact that it only contains commutators of

Lαβ.35 Therefore, it is not equivalent to a Klein–Gordon equation. Note also that

by (5.67) this is precisely the form of a covariantly constant gauge parameter ξ.

In a slight abuse of terminology, the components of the twisted zero-form C̃ are

therefore sometimes referred to as Killing tensors.

On the other hand, the twisted one-form ˜A is defined to satisfy the equation

DAdS ( ˜A ψ) = 0 , (5.87)

and it corresponds to the twisted adjoint representation. Note that this relation does

not decompose into independent equations for each component of ˜A and therefore

it does not describe a multiplet of higher-spin fields.

The equations of motion for twisted and untwisted fields can be summarised as

DAdS A = 0 , (5.88a)

DAdS C = 0 , (5.88b)

which are invariant under

δA = DAdS ξ , (5.89a)

δC = 0 , (5.89b)

where ξ is an arbitrary zero-form which can now also depend on ψ in addition to φ,

ŷα and xm. The non-linear equations of motion that we shall discuss in the following

section will reproduce (5.88) upon linearisation.

5.2 Non-Linear Theory

In this section, we introduce Vasiliev’s approach to a non-linear theory of higher-

spin gauge fields coupled to matter. It is based on unfolded equations for master

fields which encode the equations of motion of the physical fields. Their linearisa-

tion leads to the free equations of motion for higher-spin and scalar fields discussed

in section 5.1.3, together with the free equations of motion for the twisted fields that

we introduced in section 5.1.4. For the remainder of this section, we set the AdS

radius to one (ℓ = 1) to simplify notation.

35 It corresponds to the other solution of the consistency condition for the ansatz (5.16) of an

unfolded equation for the scalar.
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5.2.1 Master fields and Vasiliev Equations

To formulate Prokushkin–Vasiliev theory [47, 142], we first introduce another type

of commuting oscillators zα in addition to the yα and define a star product for func-

tions of both these oscillators as

( f ⋆g)(y,z) =
1

(2π)2

∫
d2ud2v f (y+ u,z+ u)g(y+ v,z− v)exp(ivαuα) . (5.90)

This definition reduces to the previous star product (5.39) for functions that only

depend on y. This looks like a restriction to the undeformed oscillators, but, as we

shall see, the deformed algebra arises upon the expansion around a non-trivial back-

ground value for the master field describing the scalar field. The new variables zα
satisfy

[zα,zβ]⋆ =−2iǫαβ , [zα,yβ]⋆ = 0 , (5.91)

and – similarly to (5.45a) – we have

[yα, f (y,z)]⋆ = 2i∂y
α f (y,z) , (5.92a)

[zα, f (y,z)]⋆ =−2i∂z
α f (y,z) . (5.92b)

We now introduce master fields W , B and Sα, which depend on yα- and zα-

oscillators, as well as on the variables φ, ψ and the idempotent outer Kleinian k

that will allow us to also realise the undeformed algebra later. k anticommutes with

the oscillators yα and zα, but commutes with φ and ψ,

k yα =−yαk , k zα =−zα k , kφ= φk , kψ= ψk , k2 = 1 . (5.93)

The z-independent part of W and B are interpreted as gauge field A and scalar field

C,

W (y,z,φ,ψ,k|x)
∣∣
z=0

=−A(y,φ,ψ,k|x) , (5.94a)

B(y,z,φ,ψ,k|x)
∣∣
z=0

= C(y,φ,ψ,k|x) . (5.94b)

The z-dependent part describes yet another auxiliary sector besides that of twisted

fields already included in A and C. To formulate the nonlinear equations for the

master fields, we need to introduce another idempotent variable ρ, that anticom-

mutes with k and commutes with the rest,

ρ2 = 1 , ρk =−kρ, ρφ= φρ, ρψ= ψρ ρyα = yαρ, ρzα = zαρ. (5.95)

The Prokushkin–Vasiliev equations then read36

36 We have chosen to make the ρ-dependence manifest to have ρ-independent master fields.
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dW = W ∧⋆W , (5.96a)

dB = [W ,B]⋆ , (5.96b)

ρdSα = [W , ρSα]⋆ , (5.96c)

0 = [B,ρSα]⋆ , (5.96d)

[ρSα, ρSβ]⋆ =−2iǫαβ(1+B⋆ kκ) , (5.96e)

where we defined the (inner) Kleinian κ := ei yz. It satisfies

κ⋆κ = 1 , κ⋆ f (y,z)⋆κ = f (−y,−z) . (5.97)

The equations (5.96) are invariant with respect to the gauge transformations

δW = dξ− [W , ξ]⋆ , (5.98a)

δB = [ξ,B]⋆ , (5.98b)

ρδSα = [ξ, ρSα]⋆ , (5.98c)

where the gauge parameter ξ= ξ(y,z,φ,ψ,k|x) depends on the same variables as the

master fields. We call the first two Prokushkin–Vasiliev equations (5.96a)-(5.96b)

dynamical equations because they are similar to the unfolded equations for the

gauge and scalar fields, now generalised to the corresponding master fields.37 The

other three equations (5.96c)-(5.96e) will be referred to as non-dynamical equations.

We are interested here in bosonic higher-spin and matter fields, and this requires

to apply a bosonic projection on the master fields,38

κ⋆W ⋆κ = W , κ⋆B⋆κ = B , κ⋆Sα⋆κ =−Sα . (5.99)

As one can see from (5.97), this constrains W and B to even functions in yα, zα,

and Sα to an odd function. As in [47], we introduce a hermitian conjugation for the

variables as

(yα)
† = yα , (zα)

† =−zα , φ† = φ, ψ† = ψ, k† = k , ρ† = ρ, (5.100)

and require the fields to satisfy the (anti-)hermiticity conditions

W
† =−W , S

†
α =−Sα , B

† = B . (5.101)

It is straightforward to verify that equations (5.96) are compatible with impos-

ing these conditions. The gauge transformations (5.98) that are consistent with the

(anti-)hermiticity conditions have gauge parameters that satisfy

κ⋆ξ⋆κ = ξ , (ξ)† =−ξ . (5.102)

37 The first equation has the form of a zero-curvature condition, but the dependence of the master

fields on the oscillators zα leads to a non-trivial interaction between higher-spin and scalar fields.
38 Without the projection, the master fields also encode fermionic fields, and the theory describes

a higher-spin generalisation of N = 2 supergravity [47].
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As the master field B contains the unfolded scalar as C = C̃ +Cψ, the condition

B† = B implies

(Φ±)
† =Φ∓ , (5.103)

where Φ± = Π±C (y = 0). The theory therefore contains one complex scalar field.

On the other hand, the condition W † = −W leads to a reality condition for the

higher-spin fields. A further truncation of the theory to describe a single real scalar

field has been also introduced in [47, 143].

5.2.2 Higher-spin background solutions

In this section we consider solutions of the Vasiliev equations (5.96) with a vanish-

ing scalar, C = 0. We make the ansatz of a constant value for the twisted scalar field

by setting

B
(0) = ν (5.104)

with a constant parameter ν (which will turn out to be the parameter ν of the de-

formed oscillators). This directly solves two of Vasiliev’s equations, namely (5.96b)

and (5.96d). The remaining equations are

dW = W ∧⋆W , (5.105a)

ρdSα = [W , ρSα]⋆ , (5.105b)

[ρSα, ρSβ]⋆ =−2iǫαβ(1+ νkκ) . (5.105c)

For ν= 0, the last equation is solved by Sα = zα (this follows directly from (5.91)).

A solution for ν 6= 0 is given by

Sα = ẑα := zα+ νwα k , (5.106)

where

wα = (zα+ yα)
∫ 1

0
dt t eit yz . (5.107)

Exercise 50. Check that (5.106) solves (5.105c).

One can also realise the deformed oscillators ŷα in a similar way by setting

ŷα = yα+ νwα⋆ kκ . (5.108)

Then

[ρ ẑα, ρ ẑβ]⋆ = 2iǫαβ(1+ νkκ) , (5.109a)

[ŷα, ŷβ]⋆ = 2iǫαβ(1+ νk) , (5.109b)

[ŷα, ρ ẑβ]⋆ = 0 . (5.109c)

For the background value (5.106) for Sα, the equation (5.105b) becomes
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[W , ρ ẑα]⋆ = 0 . (5.110)

To solve this equation, we choose W to be a combination of (star) products of ŷα,

φ, and k. The remaining equation (5.105a) is then solved by any W =−A (ŷα,φ,k)
which solves the flatness condition

dA +A ∧⋆A = 0 , (5.111)

which is precisely the equation of motion for a Chern–Simons field A . When we

project to a definite k-parity, for example by requiring P+A = A , we can identify

A as a higher-spin gauge field for the algebra hs[λ]⊕hs[λ] with λ= 1
2
(ν− 1). We

conclude that every solution of Chern–Simons theory for this algebra gives rise to a

solution of Vasiliev equations with constant (twisted) scalar B = ν.

5.2.3 Linear Perturbations

We shall now consider linear perturbations around the higher-spin background of

the last section. To this end, we expand

Sα = ẑα+ ǫS
(1)
α + ǫ2

S
(2)
α + . . . , (5.112a)

W =−A + ǫW (1)+ ǫ2
W

(2)+ . . . , (5.112b)

B = ν+ ǫB(1)+ ǫ2
B

(2)+ . . . , (5.112c)

with a formal expansion parameter ǫ. Inserting this into the Prokushkin–Vasiliev

equations (5.96), we find at linear order in ǫ:

0 = dW
(1)+A ∧⋆W

(1)+W
(1)∧⋆A , (5.113a)

0 = dB
(1)+[A ,B(1)]⋆ , (5.113b)

[W (1), ρẑα]⋆ = ρdS
(1)
α +[A , ρS

(1)
α ]⋆ , (5.113c)

[B(1), ρẑα]⋆ = 0 , (5.113d)

[ρẑα, ρS
(1)α]⋆ =−2iB(1)⋆ kκ . (5.113e)

As discussed in [47], the general solution of the equation (5.113d) for the scalar

master field is any function of ŷα, φ, ψ, k, and the spacetime coordinates,

B
(1) = C(1)(ŷ,φ,ψ,k|x) . (5.114)

From (5.113b) we then recover the free equation of motion (5.88b) for the unfolded

scalar C(1) in a higher-spin background,

DC(1) = 0 . (5.115)
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5.2.4 Subtleties of the twisted sector

As we have shown above, the linearised Vasiliev equations reproduce the expected

equations for the unfolded scalar. In the analysis of the remaining equations at the

linear level, we shall find that the twisted part of the gauge field is sourced by the

scalar field. A priori this would be problematic since one would wish to decouple

the unphysical twisted sector. It was shown in [144], however, that one can remove

this source term by a field redefinition as we review in the following.

To simplify the discussion, from now on we set ν = 0. The variable k then is

not necessary any more: we can redefine B→Bk and take all fields otherwise to

be independent of k. Furthermore, the variable ρ drops out of the equations, and

we have ẑα = zα. For bosonic fields (satisfying (5.102)), the linear equations then

simplify to

DW
(1) = 0 , (5.116a)

DB
(1) = 0 , (5.116b)

2i∂z
αW

(1) = DS
(1)
α , (5.116c)

∂z
αB

(1) = 0 , (5.116d)

∂z
αS

(1)α = B
(1)⋆κ , (5.116e)

where we also used (5.92b) to replace the commutator with zα by a derivative.

The non-dynamical equations (5.116c)-(5.116e) are first-order differential equa-

tions with respect to z, and they can be solved using the following general results39

∂z
α f α(y,z) = g(y,z) =⇒ fα(y,z) = ∂z

αǫ(y,z)+ zαΓ1〈g(y,z)〉 , (5.117a)

∂z
α f (y,z) = gα(y,z) =⇒ f (y,z) = ǫ(y)+ zαΓ0〈gα(y,z)〉 . (5.117b)

Here, Γn〈•〉 stands for homotopy integrals defined as

Γn〈 f 〉(z) :=
∫ 1

0
dt tn f (tz) , (5.118)

and ǫ(y,z) and ǫ(y) are arbitrary functions of the indicated arguments.

Therefore, the solutions for the non-dynamical equations are given by (where we

suppress the dependence on φ, ψ and x)

39 The second equation (5.117b) only has a solution if the following compatibility condition is

satisfied,

∂αz gα(y, z) = 0 ,

which holds in the case of (5.116c) to which we are going to apply this solution.
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B
(1) = C(1)(y) , (5.119a)

S
(1)
α = ∂z

αǫ
(1)(y,z)+ zαΓ1〈C(1)⋆κ〉 , (5.119b)

W
(1) =−A(1)(y)− i

2
zαΓ0〈DS

(1)
α 〉 . (5.119c)

Note that these equations fully determine the zα-dependence of the master fields.

This statement also holds at higher orders in perturbation theory.

We now impose the following gauge condition on the master field Sα,

zαSα = 0 , (5.120)

which is usually referred to as Schwinger–Fock gauge.40 The Schwinger–Fock

gauge implies that the homogeneous solution ∂z
αǫ

(1)(y,z) in (5.119b) vanishes. This

is because zα∂z
α is the zα-number operator which implies that in the Schwinger–Fock

gauge ǫ(1)(y,z) = ǫ(1)(y) and therefore

∂z
αǫ

(1)(y,z) = 0 . (5.121)

To determine the residual gauge transformations, we also expand the gauge param-

eter starting from linear order,

ξ = ǫ ξ(1)+ . . . (5.122)

The first order transformations are then

δW (1) = Dξ(1) , (5.123a)

δB(1) = 0 , (5.123b)

δS
(1)
α = 2i∂z

αξ
(1) , (5.123c)

where we used the restrictions (5.102) on ξ from the bosonic projection. When we

compare with the gauge-fixing condition (5.121) we find

zαδS
(1)
α = 2i zα∂z

αξ
(1)(y,z)

!
= 0 =⇒ ξ(1)(y,z) = ξ(1)(y) . (5.124)

It follows that the residual gauge freedom preserving the Schwinger–Fock gauge is

given at first order by z-independent gauge parameters ξ(1)(y).
Plugging the solutions (5.119) of the non-dynamical equations in the dynamical

equations (5.116a) and (5.116b), we obtain in Schwinger–Fock gauge

D
(
C

(1)(y)ψ+ C̃
(1)(y)

)
= 0 , (5.125a)

D
(
A

(1)(y)+ ˜A
(1)(y)ψ

)
=− i

2
D
(

zαΓ0

〈
D
(
zαΓ1〈C(1)⋆κ〉

)〉)
. (5.125b)

40 In some parts of the literature, the Schwinger–Fock gauge is also known as the Vasiliev gauge.
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Notice that the fields still depend on φ and the spacetime variable x. The left-hand

side of (5.125b) is z-independent, and therefore also its right-hand side has to share

this property. This implies that we can evaluate it for z = 0 as all z-dependent terms

have to cancel out anyway. Note however that the star product (5.90) does not com-

mute with setting the zα-oscillators to zero. Therefore, we need to first evaluate all

star products and only afterwards set all z-dependent factors to zero.

To simplify the computations, we now restrict the background to AdS, A =
A AdS . After some algebra, one obtains

DAdS
(

zαΓ0

〈
DAdS

(
zαΓ1〈C(1)⋆κ〉

)〉)∣∣∣∣
z=0

= 1
8

Eαβ (yα+ i∂u
α)(yβ+ i∂u

β)C
(1)(u)ψ

∣∣
u=0

, (5.126)

where we have defined

Eαβ = ēαγ∧ ēβγ . (5.127)

It was shown by Vasiliev [144] that one can remove the source term (5.126) by a

field redefinition of the twisted one-form ˜A (1)→ ˜A (1)+ M with

M =− i

8
φ ēαβ

∫ 1

0
dt (t2− 1)(yα+ it−1∂y

α)(yβ+ it−1∂
y
β)C

(1)(ty) . (5.128)

After performing this field redefinition, we obtain the equations of motion

DAdS
(
C

(1)(y)ψ+ C̃
(1)(y)

)
= 0 , (5.129a)

DAdS
(
A

(1)(y)+ ˜A
(1)(y)ψ

)
= 0 , (5.129b)

which indeed coincide with the free unfolded equations (5.88) introduced earlier.

Therefore, the Prokushkin–Vasiliev equations provide us with a non-linear theory

of higher–spin gauge fields coupled to a complex scalar field (as well as additional

twisted fields). Note that we can choose vanishing solutions for the twisted fields,

i.e. C̃ (1) = ˜A (1) = 0, as their equations of motion do not contain any source terms

(after we have performed the field redefinition (5.128)).

Exercise 51.* Check that (5.126) holds. Consider the case C̃ (1) = 0 and neglect all

terms involving the background spin connection for simplicity.

Exercise 52.* Show that the field redefinition (5.128) indeed removes the source

term (5.126).

5.2.5 Comments on higher orders

In the last section, we have seen how to perturbatively extract equations of motion

from Vasiliev equations (5.96). At first order, we have verified in this way that the

linearised equations of motion describe a free scalar field and free higher-spin fields
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(together with a twisted sector that can however be decoupled at this order). In prin-

ciple, one can now go on and compute the nonlinear contributions to the equations

of motion. Field redefinitions as the one we discussed for the twisted sector at linear

order become necessary at higher orders also in the untwisted sector.

This becomes first apparent at second order when one analyses the backreac-

tion of the matter fields to the higher-spin fields. The naive computation results in

a non-local backreaction, and a non-local field redefinition is needed to bring the

backreaction to the expected local form [145]. On the other hand, one cannot al-

low for arbitrary non-local field redefinitions because one could otherwise remove

all interactions [47]. The necessity of a particular non-local field redefinition can

be interpreted by saying that the identification of the physical field inside the mas-

ter fields has to be modified (for example [146] by using a shifted version of the

homotopy integrals (5.118)). It is an open question what the correct prescription is

at all orders. These issues might be related to the non-localities that appear in four

dimensions, for a discussion of this topic see, e.g., [147–151].

Let us also stress that these issues are relevant to determine the status of the

Prokushkin–Vasiliev model as a candidate bulk dual within minimal model holo-

graphy. Indeed, it is unclear what the twisted sector could correspond to on the CFT

side. As we mentioned, accepting certain non-local field redefinitions, the twisted

sector can be decoupled up to second order, but it is not known if a similar scenario

applies also to all orders. To conclude, we mention that, while Vasiliev’s equations in

three and four dimensions have been originally defined using oscillator techniques

that are peculiar to these dimensions, interacting equations of motion have been

later defined in a language that applies to arbitrary spacetime dimensions [10]. A

priori, these equations of motion do not involve a twisted sector, so that their three-

dimensional instance could provide an alternative proposal for a coupling of matter

to higher spin fields.

6 Summary and further developments

These lecture notes focus on three-dimensional models describing the interactions

of relativistic massless higher-spin fields and their couplings to scalar matter, mainly

on an anti-de Sitter background, as well as on their holographic description in terms

of WN-minimal models. To this end, an introduction to quantum W -symmetries and

to their realisation in conformal field theory is also provided. The selected material

has been chosen so as to provide the bases to appreciate the key ideas underlying

minimal-model holography [31], which we review in section 4.7.

In section 2, we first review the Chern–Simons formulation of three-dimensional

gravity, and we then show how it can be naturally extended to describe higher

spins by enlarging the gauge algebra. We focus on extensions involving sl(N,R)⊕
sl(N,R) gauge algebras, which describe fields of spin 2,3, . . . ,N on AdS3, and on

their N → ∞ limit, involving two copies of the infinite-dimensional hs[λ] algebra,

whose construction we review in section 2.2.3.
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In section 3, we identify the asymptotic symmetries of the previous field theo-

ries, starting from the example of gravity and then moving to the higher-spin case,

showing that they are given by non-linear W -algebras. We study asymptotic sym-

metries using Hamiltonian techniques, and we stress the link with the mathematical

literature on the Drinfeld–Sokolov reduction. In particular, in section 3.5 we com-

pute the asymptotic symmetries of sl(N,R) Chern–Simons theories in a basis in

which their algebra admits at most quadratic non-linearities and in which explicit

expressions for the structure constants can be derived. We achieve this goal by en-

coding the relevant conditions into suitable pseudodifferential operators, following

the standard treatment in the mathematical literature. We then briefly discuss how

these techniques can be adapted to deal with the infinite-dimensional hs[λ] case.

In section 4, we deal with the quantum version of the W -algebras introduced in

the previous section, discussing the normal-ordering subtleties brought by the non-

linearities in the commutators. We first present the example of the W3-algebra, and

we then discuss generic WN-algebras using their realisation in terms of the Miura

transform, which is the quantum counterpart of the classical construction of sec-

tion 3.5. This allows us to eventually consider the N → ∞ limit, resulting in the

W∞[λ] family of infinite-dimensional non-linear algebras, labelled by the parame-

ter λ and by the central charge. We discuss the emergence of a remarkable triality

symmetry relating different values of these parameters, and we introduce confor-

mal field theories admitting the previous symmetry algebras. We begin by defining

WN-minimal models, whose global symmetries are given by WN-algebras, and we

then define their large-N limit that enters minimal-model holography, highlighting

the crucial role played by triality. We argue that the resulting CFT should admit a

holographic description in terms of a higher-spin theory coupled to scalar matter,

and we discuss the criticalities of this proposal.

The Chern–Simons theories that we consider in section 2 only describe mass-

less fields of spin s ≥ 2. Coupling them to matter introduces additional difficulties

that we discuss in section 5. We then present the Prokushkin–Vasiliev model [47],

that provides an explicit example of such a coupling. It does so using an approach,

dubbed unfolded formalism, in which the matter equations of motion are reformu-

lated in a first order form and using an infinite number of auxiliary fields, encoding

the derivatives of the Klein–Gordon field. We first review the peculiarities of this

formulation of the dynamics for a free Klein–Gordon field on AdS3, and then we

show how to describe its propagation on a higher-spin background. We conclude

by reviewing how one can include scalar backreaction along the lines of [47]. The

latter reference relies on an oscillator realisation of the hs[λ] algebras (introduced in

section 2.2.3) that we also detail along the way.

Most of the material reviewed here already found various applications that go

well beyond the study of minimal-model holography. For this reason, we close

these lecture notes with a quick overview of selected further developments related

to higher spins in three dimensions.
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Higher-spin black holes

Shortly after the observation that higher-spin gauge theories in three spacetime di-

mensions have extended asymptotic symmetries [33,34], higher-spin generalisations

of the BTZ black hole [21, 22] have been constructed [41]. Since higher-spin gauge

transformations can map a given metric into another one with a different causal

structure (see, e.g., [95, 152]), the proposed definition of higher-spin black holes

relies on their thermal properties rather than on the presence of an event horizon.

In practice, these solutions are first defined in Euclidean spacetime, assuming the

same torus topology as that of a BTZ black hole and demanding regularity of the

Chern–Simons connection in its interior, and then continued to Lorentzian signature;

see, e.g., [44–46] for a review. This somehow indirect way of defining higher-spin

black holes is well adapted to look for holographic counterparts of these classical

solutions [153–155], but introduces various subtleties. For instance, the actual de-

pendence of the black-hole entropy on higher-spin charges have been debated in

the literature [156–159, 42], before leading to a finer characterisation of these so-

lutions [43, 160]. Possible generalisations of the usual metric-based definition of a

Lorentzian causal structure have also been discussed in [161, 77].

Semiclassical methods to compute observables in CFTs with W -symmetry

Independently of the details of a precise holographic duality, minimal-model holog-

raphy suggests the option to compute several, possibly non-local, observables in

conformal field theories with extended W -symmetries by means of semiclassical

computations in higher-spin Chern–Simons theories. This option has been explored,

e.g., in [162–169] often relying on the following logic: once a holographic prescrip-

tion to compute a CFT observable by means of a semiclassical computation in grav-

ity is known, in three dimensions one can first reformulate it in a Chern–Simons

language and then naturally extend it to higher-spin theories.

Higher spins and strings

As mentioned in the introduction, it is expected that string theory in the tensionless

limit develops higher-spin symmetries; see, e.g., [6, 7] for a review. This has been

made precise for strings on AdS3×S 3×T 4, where it was shown that the tensionless

limit has a CFT dual given by a symmetric orbifold of T 4, which indeed shows a

large symmetry algebra of global higher-spin charges that should signal the presence

of higher-spin gauge fields in the bulk [136,170,171]. The latter non-linear algebra,

whose wedge algebra has been dubbed as higher-spin square, contains a N = 4

generalisation of the algebra W∞[λ] that we discussed in these notes, but it is much

bigger. A higher-spin theory displaying this symmetry was built from scratch in

[172].
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Three-dimensional higher-spin theories in flat space

In the very first paper on the subject [26], it was already noticed that the Chern–

Simons formulation of higher-spin gauge theories does not require a cosmologi-

cal constant. In the last years, three-dimensional gravity proved to be an interest-

ing setup where to test various ideas on flat space holography and this naturally

led to explore higher-spin gauge theories on three-dimensional Minkowski space;

see, e.g., [173] for a review. Their asymptotic symmetries have been characterised

in [174–176] and the representation theory of the resulting algebras has been stud-

ied in [177, 178]. Coupling these models to matter is instead much subtler than in

AdS; see, e.g., [176]. The main reason that allows to easily construct higher-spin

theories in three-dimensional Minkowski space is that the higher-spin algebras dis-

cussed in section 2.2.3 admit contractions that can be neatly interpreted as an appro-

priate gauge algebra for a Chern–Simons theory in Minkowski space. These steps

are much subtler in four dimensions due to the presence of additional generators;

on the other hand, the structure of three-dimensional flat-space higher-spin alge-

bras recently suggested a path to introduce similar contractions in four dimensions

too [71].

Metric-like formulation

In these notes we have reviewed Chern–Simons higher-spin gauge theories, which

are based on a first-order frame-like formulation of the dynamics. In principle, such

theories can also be formulated as second-order theories in terms of metric-like

Fronsdal fields, adding interaction vertices to the free theories reviewed in sec-

tion 2.2.1. In [158, 179, 87] it was shown how one can perturbatively obtain such

field theories from the Chern–Simons formulation in a weak field expansion, but

similarly to gravity they involve interaction vertices of arbitrarily high order in the

fields (see also [180, 139] for an alternative proposal to rewrite Chern–Simons ac-

tions in terms of metric-like fields involving additional auxiliary fields). Alterna-

tively, one can classify perturbatively all possible interactions between higher-spin

gauge fields directly within the metric-like formulation [181, 182]. This approach

confirms – in agreement with the Chern–Simons formulation – that cubic vertices

determine all interactions of higher-spin gauge fields, in the sense that no further

independent coupling constants can enter the interacting action [183, 51]. Although

this perturbative approach is less efficient in describing massless fields compared

to the Chern–Simons formulation, let us stress that it provides an alternative and

conceptually straightforward setup where to analyse and classify possible matter

couplings, with potential applications in the quest for alternative holographic mod-

els with respect to the Prokushkin–Vasiliev model.
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Other higher-spin theories in three dimensions

We focused on massless bosonic fields and their couplings to scalar matter, but other

classes of higher-spin theories have been studied too in three dimensions. Massless

fermions can be described employing Chern–Simons theories with gauge superal-

gebras, in the same spirit of the Chern–Simons formulation of three-dimensional su-

pergravity; see, e.g., [28,90,184–187]. Supersymmetric extensions of the Prokushkin–

Vasiliev bosonic model reviewed here have also been introduced [47], as well as

supersymmetric extensions of minimal-model holography [188–190]. On constant-

curvature backgrounds one can also introduce non-propagating three-dimensional

generalisations of partially-massless theories, see e.g. [191,51], while on a Minkowski

background one can consider similar theories with exotic indecomposable spec-

tra [192]. All these classes of non-propagating fields admit interactions that can al-

ways be rewritten in a Chern–Simons form [51]. Massive higher-spin fields, instead,

do propagate local degrees of freedom in three dimensions too [18]; this does not

allow for a compact description in terms of Chern–Simons actions, but their inter-

action vertices have been studied perturbatively, e.g., in [193, 194]. Topologically-

massive higher-spin theories have been also considered, e.g., in [195–201] and mas-

sive higher-spin supermultiplets have been considered, e.g., in [202–204]. Fractional

and continuous spin representations and their field theory realisations have been ex-

plored too [205–207].

Non-relativistic three-dimensional higher-spin theories

We already mentioned that the higher-spin algebras of section 2.2.3 allow for con-

tractions that can be used to define higher-spin theories in Minkowski space via the

Chern–Simons formulation. Other contractions are also possible, and they have been

shown to lead to Chern–Simons theories that can be interpreted as non-relativistic

field theories [208–214], with potential applications in the study of two-dimensional

condensed matter systems. Higher-rank tensorial fields in 2+ 1 dimensions have

also been employed in effective theories describing various features of the fractional

quantum Hall effect; see, e.g., [215–217].
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A Frame-like formulation in arbitrary dimension

In the main text, we have presented the frame-like formulation of higher-spin fields

in three spacetime dimensions with the action (2.39). In this appendix, we contrast

it with the frame-like formulation in generic spacetime dimensions [218, 219] (see

also [2] for a review).

In arbitrary spacetime dimensions, a frame-like free action can be obtained by

introducing a vielbein-like field ea1···as−1 and a spin-connection-like field ωb,a1···as−1 .

Both fields are traceless in all the Lorentz indices, fully symmetric in ai and the spin

connection obeys the irreducibility condition ω(a1,a2···as) = 0, which will play a key

role in the proof of most of the identities discussed in the following. When D = 3,

this auxiliary field can be dualised as ωa(s−1) ∼ ωc,b(a1···as−2ǫas−1)
bc to recover the

field we introduced in (2.35).

The frame-like action is given by41

S =
1

16πG

∫
Kabc∧

(
ea

qs−2
∧∇ωb,cqs−2 − 1

2(D− 2)(s− 1)
ēa∧ωb,

qs−1
∧ωc,qs−1

− 1

2(D− 2)
ēa∧ωd,qs−2

b∧ωd,cqs−2 +
s(D+ s− 4)

2(D− 2)ℓ2
ēa∧ eb

qs−2
∧ ecqs−2

)
, (A.1)

where

Kabc := ǫp1···pD−3abc ēp1 ∧·· ·∧ ēpD−3 , (A.2)

and where an index with a subscript denotes a group of symmetrised indices. For

instance, eas−1 := ea1···as−1 . Moreover, repeated covariant or contravariant indices

denote a symmetrisation. For instance, AaBa := 1
2
(Aa1 Ba2 +Aa2 Ba1). This action is

invariant under the gauge transformations

41 For some specific values of D, as for instance D = 3, additional terms may be written. Notice

also that here we presented the free action as, e.g., in [220]. An equivalent presentation of this

action, used in [218, 2], can be obtained by rewriting the terms quadratic in the spin connection

thanks to the identity

0 = (D+1) ē[d ∧ωd,
a|qs−2 |∧ωb,c

qs−2
∧ ēp1 ∧ · · ·∧ ēpD−3]ǫp1···pD−3abc︸ ︷︷ ︸

Kabc

= (D−2) ēd ∧ωd,
aqs−2 ∧ωb,c

qs−2
∧Kabc

+ ēa∧
(
ωd,

bqs−2 ∧ωd,c
qs−2

+
1

s−1
ωb,

qs−1
∧ωc,qs−1

)
∧Kabc ,

where the first line vanishes because of the antisymmetrisation over D+ 1 indices and the two

terms in the third line are those that enter (A.1).
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δeas−1 = ∇ξas−1 + ēbΛ
b,as−1 , (A.3a)

δωb,as−1 = ∇Λb,as−1 + ēcθ
bc,as−1 +

(s− 1)(D+ s− 4)

(D− 2)ℓ2

(
ēbξas−1 − ēaξbas−2

)

− (s− 1)(s− 2)

(D− 2)ℓ2

(
ηabēcξ

cas−2 − ηaaēcξ
bas−3

)
, (A.3b)

where we fixed conventionally the relative factor in the first variation. The terms in

ηab, here and in the following gauge variations, just implement a traceless projec-

tion, in agreement with the properties of the fields that are varied.

For s = 2, the action (A.1) reduces to the linearisation of the Einstein-Hilbert

action. For arbitrary values of s, the previous action contains all possible terms that

are quadratic in the higher-spin fields, while the relative coefficients are fixed by

demanding the presence of a gauge symmetry of the form δeas−1 = ∇ξas−1 + . . .

and δωb,as−1 = ∇Λb,as−1 + . . . These gauge transformations involve parameters with

the same tensorial structure as the fields and generalise the symmetry under local

translations and local Lorentz transformations of linearised gravity. This require-

ment fixes uniquely the coefficients in the action, but notice that the result displays

an additional symmetry generated by a parameter θbc,a1···as−1 which is fully traceless

and satisfies the irreducibility condition θb(a1,a2···as) = 0.

In the following, we shall show that the equations of motion implied by the action

(A.1) are equivalent to the Fronsdal equations on AdS of (2.33). To this end, it will

be convenient to rewrite them in terms of (linearised) higher-spin curvatures, that

are gauge-invariant two-forms linear in the fields. They read

T
as−1 = ∇eas−1 + ēb∧ωb,as−1 , (A.4a)

R
b,as−1 = ∇Λb,as−1 +

(s− 1)(D+ s− 4)

(D− 2)ℓ2

(
ēb∧ eas−1 − ēa∧ ebas−2

)

− (s− 1)(s− 2)

(D− 2)ℓ2

(
ηabēc∧ ecas−2 − ηaaēc∧ ebcas−3

)
+ ēc∧Ωbc,as−1 , (A.4b)

where in the following we shall often denote T as−1 as the torsion two-form. Notice

that asking for gauge invariance with respect to Λb,a1···as−1 requires to introduce a

further connection that transforms as

δΩbb,as−1 = ∇θbb,as−1 − 2(s− 2)(D+ s− 3)

Dℓ2

(
ēbΛb,as−1 − s− 1

s− 2
ēaΛb,bas−2

)

+
2(s− 1)(s− 2)

D(D− 2)ℓ2

(
D+ s− 3

s− 1
ηbbēcΛ

c,as−1 − D+ 2s− 6

s− 2
ηabēcΛ

c,bas−2

+
(s− 3)(D− 2)

s− 2
ηabēcΛ

b,cas−2 − (D− 2)ηaaēcΛ
b,bcas−3 + ηaaēcΛ

c,bbas−3

)
+ · · · .

(A.5)
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The procedure iterates: building a gauge-invariant curvature for Ωb2,as−1 would

require to introduce yet another connection that would naturally transform as

δΩb3,as−1 = ∇θb3,as−1 + . . . and the new gauge parameter will appear in the terms

that we omitted in (A.5). Proceeding in this way one would introduce the additional

auxiliary fields Ωbt ,as−1 with 2≤ t≤ s−1 that enter Vasiliev’s equations in four and

higher dimensions (see, e.g., [221, 219]), while this step will not be relevant in the

ensuing discussion.

We can now move to study the equations of motion. The variation of the action

with respect to the spin connection gives

δωS =
1

16πG

∫
Kabc∧

(
T

a
qs−2
∧ δωb,cqs−2 +K

abc
)
, (A.6)

where the three-form K abc reads

K
abc = ē f ∧ω f ,a

qs−2
∧ δωb,cqs−2

+
1

D− 2

(
1

(s− 1)
ēa∧ωb,

qs−1
∧ δωc,qs−1 + ēa∧ωd,qs−2

b∧ δωd,cqs−2

)
.

(A.7)

Its contribution to the variation vanishes thanks to

Kabc∧K
abc =−3!(D− 3)!δmnr

abc Kmnr;
abc ēdDx = 0 , (A.8)

where ē denotes the determinant of the background vielbein, δmnr
abc = δm

[aδ
n

bδ
r
c],

and we introduced the form components as K abc = ēm ∧ ēn∧ ērKmnr;
abc. The last

identity can be verified by substituting the explicit expression (A.7).

The equation of motion for the spin connection therefore reads

Kabq∧Tqs−2

a = 0 (A.9)

since this expression already has the same irreducibility properties under permuta-

tions of its indices as the spin connection. Taking the wedge product with another

background vielbein and introducing the components of the two-form T as in (A.8)

leads to

Taq;bqs−2
= 0 . (A.10)

In spite of the symmetrisation over the indices q, this expression suffices to conclude

that the full torsion tensor vanishes, since its components can be rewritten as

Tab;qs−1
=

s−1

∑
k=1

Ta(b;q1···q̂k···qs−1)qk
− (s− 2)Taq;bqs−2

= 0 . (A.11)

The variation of the action with respect to the vielbein reads
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δeS =
1

16πG

∫
Kabq∧

(
∇ωa,b

qs−2
+

s(D+ s− 4)

(D− 2)ℓ2
ēa∧ eb

qs−2

)
∧ δeqs−1

=
1

16πG

∫
Kabq∧

(
R

a,b
qs−2
− ēc∧Ωac,b

qs−2

)
∧ δeqs−1 .

(A.12)

When we rewrite this in components, we obtain

δeS =
1

16πG

∫
dDx ēδmnr

abq

(
Rmn;

a,b
qs−2
− δ[mcΩn];c

a,b
qs−2

)
δer;

qs−1 . (A.13)

Notice however that the functional derivative with respect to the hook component42

of er;qs−1 vanishes due to the invariance under local Lorentz transformations of

the action, which implies that the latter actually does not depend on this compo-

nent. Therefore, it is enough to consider the variation of the action under variations

δeq;qs−1 . The symmetrisation eliminates the terms in Ω, so that one can rewrite the

equations of motion in terms of R even if Ω does not enter the action (A.1). This

results in the equations of motion

ηqq Rab;
a,b

qs−2
−Raq;

a,
qs−1

+Raq;q,
a

qs−2
= 0 . (A.14)

One can also check explicitly thatΩ drops out of this particular projection of the cur-

vature tensor, which displays the same symmetries under permutation of its indices

as the field we varied. Taking a trace of (A.14) and substituting back, we finally

arrive at the equations of motion

Tmn;qs−1
= 0 , (A.15a)

Raq;
a,

qs−1
= 0 . (A.15b)

The torsion equation (A.15a) allows one to express the following part of the spin

connection in terms of the vielbein:

ω[m;n],qs−1
= ∇[men];qs−1

. (A.16)

This is actually the only part of the spin connection entering the equation of motion

(A.15b),43 that can be rewritten as

42 By hook component we mean the projection of the vielbein on its irreducible component satis-

fying eq;qs−1 = 0.
43 This is the case because ω[m;n],qs−1

is actually the only part of the spin connection entering the

action (A.1). Indeed, ωm;n,qs−1
can be decomposed into its symmetric and antisymmetric compo-

nents in the indices m and n, and the former can be further decomposed as

ωm;m,qs−1
= 2ω[q;m],mqs−2

+
s−2

s−1

(
ωm;m,qs−1

+
s−1

2
ωq;q,qs−3mm

)
.

The first term can be expressed in terms of the vielbein using again (A.16), while the combination

between parentheses corresponds to the {s− 1,2} Young projection of ωm;n,qs−1
. As such, it can

be gauged away using the Stueckelberg symmetry with parameter θ in (A.3b), thus implying that

this combination actually does not even enter the action (A.1).
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0 = Raq;
a,

qs−1
= ∇aω[q;a],qs−1

+(s− 1)∇qω[a;q],qs−2

a

+
s− 1

2ℓ2

(
(D+ s− 4)φqs +

s

2
ηqqφqs−2a

a
)
,

(A.17)

where we also introduced the symmetric component of the vielbein,

φqs = eq;qs−1
. (A.18)

Substituting the solution (A.16) to the torsion constraint and using the commutator

∇[µ∇ν]v
a =

1

ℓ2
ē[µ

bēν]
avb , (A.19)

one eventually recovers Fronsdal’s equation (2.33) for the field φqs .

B More on the classical Miura transformation

We start by analysing the Drinfeld–Sokolov reduction of gl(N) in the single-row

gauge (where u1 can be different from zero). The transformations are generated by

the charges

Q(λ) =− k

2π

∫
dθ trλu

=− k

2π

∫
dθ

6

N(N2− 1)
trN×Nλu

=− k

2π

6

N(N2− 1)

∫
dθ(λ11u1 + · · ·+λN1uN)

=− k

2π

6

N(N2− 1)

∫
dθ res(Lλ1) . (B.1)

Here, we expressed the normalised trace tr (that satisfies tr L2
0 =

1
2
) in terms of the

matrix trace, and in the last step we wrote the integrand in terms of the residue

(see (3.110)) of the product of the differential operators L (containing the fields u j,

see (3.101)) and λ1 (containing the elements of the first column of the matrix λ,

see (3.112)).

We can infer the Poisson bracket by requiring that the charges generate the trans-

formation (3.108) of the fields u j (encoded in L),

δλL = {Q(λ),L} (B.2a)

=⇒ L(λ1L)+− (Lλ1)+L =− k

2π

6

N(N2− 1)

{∫
dθ′ res(Lλ1),L

}
. (B.2b)

From here we can derive the Poisson bracket of linear functionals of the field u j:



97

{∫
dθ′ res L(θ′)λ1(θ′),

∫
dθ res L(θ)µ1(θ)

}

=

∫
dθ res

({∫
dθ′res L(θ′)λ1(θ′),L(θ)

}
µ1(θ)

)

=−2πN(N2− 1)

6k

∫
dθ res

(
L(λ1L)+µ

1− (Lλ1)+Lµ1
)
(θ)

=
2πN(N2− 1)

6k

∫
dθ res

(
(Lλ1)+Lµ1− (λ1L)+µ

1L
)
(θ) . (B.3)

In the last step we used that the integral over a residue is cyclic,

∫
dθ res XY =

∫
dθ resYX . (B.4)

The Poisson bracket can be straightforwardly generalised to arbitrary functionals F

and G of the fields,

{F,G}= 2πN(N2− 1)

6k

∫
dθ res

((
L
δF

δL

)

+

L
δG

δL
−
(
δF

δL
L

)

+

δG

δL
L

)
. (B.5)

Here, the functional derivative by the u’s is encoded in the pseudo-differential oper-

ator setting as

δF

∂L
=

N

∑
k=1

∂−N+k−1 δF

δuk

. (B.6)

Then for example

δ

δL

∫
dθ res Lλ1 =

N

∑
k=1

∂−N+k−1 δ

δuk

N

∑
i=1

uiλi1 = λ1 . (B.7)

We now use this formulation to show that the Poisson bracket is induced by the

Poisson bracket of free fields via the Miura transformation. To this end we employ

the following theorem stating that for a factorised differential operator L = L1L2 we

have

∫
dθ res

((
L
δF

δL

)

+

L
δG

δL
−
(
δ f

δL
L

)

+

δG

δL
L

)

=
2

∑
i=1

∫
dθ res

((
Li
δF

δLi

)

+

Li
δG

δLi

−
(
δF

δLi

Li

)

+

δG

δLi

Li

)
. (B.8)

For a proof we follow [97]. We denote the order of Li by Ni, then N = N1 +N2 is

the order of L. First, we note that

δF =

∫
dθ res

δF

δL
δL =

∫
dθ res

(
L2

δF

δL
δL1 +

δF

δL
L1δL2

)
, (B.9)
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and hence

δF

δL1

=

(
L2
δF

δL

)

−
+ . . . and

δF

δL2

=

(
δF

δL
L1

)

−
+ . . . , (B.10)

where . . . refers to terms of the form ∂−kak with k > Ni which are undetermined

by (B.9), but which are irrelevant for the following computations. Then

∫
dθ res

((
L1

δF

δL1

)

+

L1
δG

δL1

−
(
δF

δL1

L1

)

+

δG

δL1

L1

)

=−
∫

dθ res

((
L1L2

δF

δL

)

−
L1

(
L2
δG

δL

)

−
−
(

L2
δF

δL
L1

)

−

(
L2
δG

δL

)

−
L1

)

=−
∫

dθ res

((
L1L2

δF

δL

)

−
L1L2

δG

δL
−
(

L2
δF

δL
L1

)

−
L2
δG

δL
L1

−
(

L1L2

δF

δL

)

−
L1

(
L2

δG

δL

)

+

+

(
L2

δF

δL
L1

)

−

(
L2

δG

δL

)

+

L1

)

=−
∫

dθ res

((
L1L2

δF

δL

)

−
L1L2

δG

δL
−
(

L2
δF

δL
L1

)

−
L2
δG

δL
L1

)
, (B.11)

where in the last step one can omit in the second row the subscript − such that the

terms cancel. A similar computation gives

∫
dθ res

((
L2

δF

δL2

)

+

L2
δG

δL2

−
(
δF

δL2

L2

)

+

δG

δL2

L2

)

=−
∫

dθ res

((
L2

δF

δL
L1

)

−
L2

δG

δL
L1−

(
δF

δL
L1L2

)

−

δG

δL
L1L2

)
. (B.12)

Using these results to evaluate the right-hand side of (B.8) we straightforwardly

obtain the left-hand side.

Using the above theorem iteratively on the Miura transformation L = L1 . . .LN

with Li = ∂+ vi (see (3.118)) we see that the Poisson bracket for the fields uk is

induced by a Poisson bracket44 for the fields vi which in terms of modes reads

44 This is the content of the Kupershmidt–Wilson theorem [97].
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{vi,m,vi,n}=
{

1

2π

∫
dθ vi(θ)e

imθ,
1

2π

∫
dθ vi(θ)e

inθ

}

=
N(N2− 1)

12πk

∫
dθ res

((
Li∂
−1eimθ

)
+

Li∂
−1einθ

−
(
∂−1eimθLi

)
+
∂−1einθLi

)

=
N(N2− 1)

12πk

∫
dθ (in)ei(m+n)θ

=−N(N2− 1)

6k
imδm,−n . (B.13)

These are the Poisson brackets of a free field.

We now discuss the Drinfeld–Sokolov reduction based on sl(N). When we con-

strain the variations of L such that u1 = 0, there is some ambiguity in the definition

of the functional derivative. Demanding that

δF =

∫
dθ res

δF

δL
δL (B.14)

for the constrained variations, we see that we have the freedom to redefine δF
δL
→

δF
δL

+∂−Na(θ) for an arbitrary function a. We know that the Poisson bracket is given

by

− k

2π

6

N(N2− 1)

{∫
dθ′ res(Lλ1),L

}
= L(λ1L)+− (Lλ1)+L (B.15)

where λ1 satisfies res [L,λ1] = 0 (see (3.111)). This can be generalised to a Poisson

bracket of arbitrary functionals F and G as in (B.5), but where we now use the

ambiguity of the functional derivative to require

res

[
L,
δF

δL

]
= res

[
L,
δG

δL

]
= 0 . (B.16)

The Poisson bracket can be reproduced by free fields. For a factorised operator

L = L1L2, the computation above leading to the result (B.8) carries over as long

as we still use the relation (B.10) for the functional derivative with respect to L1 and

L2 in terms of δF
δL

. We then have

∑
i

res

[
Li,

δF

δLi

]
= res

[
L1,

(
L2
δF

δL

)

−

]
+ res

[
L2,

(
δF

δL
L1

)

−

]
, (B.17)

where the subscript − can be omitted. Writing out the commutators, two terms

cancel, and we arrive at

∑
i

res

[
Li,

δF

δLi

]
= res

[
L,
δF

δL

]
. (B.18)
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Fixing the ambiguity of the functional derivative by requiring (B.16) is then equiv-

alent to

∑
i

res

[
Li,

δF

δLi

]
= 0 . (B.19)

For L = (∂+ v1) . . .(∂+ vN), the requirement on the functional derivative becomes

N

∑
i=1

δF

δvi

= 0 . (B.20)

When we apply this to the modes of the fields vi, we find

δ

δvk(θ)

∫
dθ′ vi(θ

′)eimθ′ =

(
δik−

1

N

)
eimθ . (B.21)

The Poisson brackets then become

{vi,m,v j,n}=−
N(N2− 1)

6k

(
δi j−

1

N

)
imδm,−n , (B.22)

which is the mode version of the result stated in (3.119).

C Constrained Hamiltonian systems

In this appendix, we briefly summarise some important concepts that are useful to

discuss Hamiltonian systems with constraints. For simplicity, we restrict the discus-

sion to finite-dimensional systems, but similar considerations apply to field theories

in Hamiltonian form. See [222–224] for ampler introductions to this material.

We consider a dynamical system with Hamiltonian H on a phase space with

canonical coordinates q1, . . . ,qn, p1, . . . , pn and the Poisson bracket

{qi, p j}= δi
j . (C.1)

We then assume that the system is confined to a constraint surface M defined by the

vanishing of some phase space functions φi(q, p) (i = 1, . . . ,N), which we denote

as constraints. We demand a certain regularity for these functions such that locally

around a point in M, we can take the functions φi as the first N coordinates of a local

coordinate system on phase space. An equality for phase space functions that only

holds on the constraint surface M is denoted by the symbol ≈, so in particular we

have

φi ≈ 0 . (C.2)

We further assume that the constraints are consistent with the time evolution, i.e.,

we demand that φ̇i ≈ 0. Notice that on the constraint surface, the Hamiltonian can
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be modified by adding functions that vanish on the constraint surface,45

HT = H+∑uiφi , (C.3)

for some functions ui. Consistency of the constraints with time evolution is then

formulated as

φ̇i = {φi,HT} ≈ {φi,H}+∑
j

u j{φi,φ j} ≈ 0 , (C.4)

so that adding the terms in ui to the total Hamiltonian can avoid the introduction of

further constraints. When the matrix

Ci j = {φi,φ j} (C.5)

is not degenerate on the constraint surface (det(Ci j) 6≈ 0), the Lagrange multipliers ui

are determined by consistency. Otherwise, there is some freedom to redefine them,

which signals the appearance of a gauge symmetry.

A constraint φ that has vanishing Poisson brackets with all constraints on the

constraint surface,

{φ,φi} ≈ 0 for all i , (C.6)

is called a first-class constraint, otherwise it is called second-class. If a first-class

constraint φ is present, then, as we emphasised above, the matrix Ci j is degener-

ate and the total Hamiltonian HT is not uniquely defined, leaving the ambiguity of

adding a term uφ which is not fixed by (C.4). An infinitesimal time evolution of a

phase space function then has the ambiguity

δ f = uδt{ f ,φ} . (C.7)

The different results of time evolution have to be considered as equivalent, and we

should interpret (C.7) as a gauge transformation, with u interpreted as the gauge

parameter per unit of time. A priori, this freedom can be fixed by introducing addi-

tional constraints to be interpreted as gauge-fixing conditions. A full gauge fixing is

then leading to an extended set of constraints that are all of second class.

If only second-class constraints are present (i.e. if the matrix Ci j is not degenerate

on the constraint surface), there are no gauge symmetries, and we can take M as

a constrained phase space with a new Poisson bracket (called the Dirac bracket)

defined by

{ f ,g}∗ = { f ,g}−∑
i j

{ f ,φi}Ci j{φ j,g} , (C.8)

where Ci j denotes the coefficients of the inverse of the matrix (Ci j). The Dirac

bracket satisfies the Jacobi identity and

45 If H is derived from a Lagrangian theory in which some of the relations between coordinates

and momenta are not invertible, then it is necessary to add the corresponding constraints to HT ;

see, e.g., [223].
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{ f ,φi}∗ ≈ 0 , ḟ ≈ { f ,H}∗ . (C.9)

Therefore, the dynamical system can be treated as a system without constraints de-

fined only on the constraint surface.

D Solutions to selected exercises

Solution 1. Considering the relation ǫabcTc = 0 and writing explicitly the spacetime

indices one obtains

ω[µ
aeν]

b−ω[µ
beν]

a = ǫabc∂[µeν]c . (D.1)

Contracting with the inverse vielbein eνb one then gets

ωµ
a +ωb

beµ
a = 2ǫabceνb ∂[µeν]c . (D.2)

The trace of the spin connection ωb
b := eνbων

b can be computed by contracting

(D.2) with eµa. Substituting the result in the same equation one obtains (2.6).

Solution 2. Plugging ξa = eµ
avµ and Λa = ωµ

avµ into the variation δeµ
a (see (2.7)),

we obtain after some algebra

δeµ
a = vν∂νeµ

a + eν
a∂µvν+ 2vν

(
∂[µeν]

a + ǫa
bcω[µ

beν]
c
)
. (D.3)

The last term in parentheses contains the components of the torsion T a (see (2.5a))

and vanishes on-shell.

Solution 3. Plugging the definitions A = (ωa + 1
ℓ
ea)Ja and Ã = (ωa − 1

ℓ
ea)Ja in

(2.19), and using partial integration to show that
∫

tr(de∧ω) = ∫
tr(e∧ dω), we

obtain

ℓ

16πG

∫
tr

(
4

ℓ
e∧dω+

4

ℓ
e∧ω∧ω+

4

3ℓ3
e∧ e∧ e

)
, (D.4)

where we have also used the cyclicity of the trace, that is tr(e∧ω∧ω) = tr(ω∧e∧
ω) = tr(ω∧ω∧e) and similarly for other terms. Recalling R = dω+ω∧ω, we see

that this is precisely (2.24).

Using the definition of the bilinear form (2.21), one can then rewrite the action

(2.24) in terms of ea and ωa obtaining the Einstein–Hilbert action (2.4). The latter

expression is valid for arbitrary values of the cosmological constant, so that the same

is true for (2.24).

Solution 7. The zero-curvature condition (2.42b) can be rewritten (using the defini-

tion (2.40b) of Ra1···as−1 ) as

dωa1···as−1 +(s− 1)ǫbc1

(a1δa2
c2
· · ·δas−1)

cs−1

(
ω̄b∧ωc1···cs−1 +

1

ℓ2
ēb∧ ec1···cs−1

)
= 0 .

(D.5)



103

When we compare this to (2.47), we can directly read off the commutation rela-

tions (2.48). The analogous inspection of (2.42a) leads to the same result.

To determine the trace, one can insert e = ēaJa + ea1···as−1
Ja1···as−1 and ω =

ω̄aJa +ωa1···as−1
Ja1···as−1 in the action (2.24) and expand to quadratic order in the

higher-spin fields. Comparison to the higher-spin action (2.39) then leads to the re-

sults (2.49) for the trace tr .

Solution 9. The relation (2.66) for m =−1,

[L−1,W
s
n ] =−(s− 1+ n)W s

n−1 , (D.6)

directly follows from the definition (2.65). For m = 0, one can prove inductively that

[L0,W
s
n] =−nW s

n . (D.7)

For this purpose one starts from

[L0,W
s
s−1] = [L0,L

s−1
1 ] =−(s− 1)Ls−1

1 =−(s− 1)W s
s−1 , (D.8)

and in the induction step one uses Jacobi identity:

[L0,W
s
m] =−

1

m+ s
[L0, [L−1,W

s
m+1]]

=− 1

m+ s

(
[L−1, [L0,W

s
m+1]]+ [[L0,L−1],W

s
m+1]

)

=− 1

m+ s

(
− (m+ 1)[L−1,W

s
m+1]+ [L−1,W

s
m+1]

)

=−mW s
m . (D.9)

The relation (2.66) for m = 1,

[L1,W
s
n] = (s− 1− n)W s

n+1 , (D.10)

can be proven analogously. It trivially holds for n = s− 1, and for n = s− 2 one

obtains

[L1,W
s
s−2] =−

1

2s− 2
[L1, [L−1,L

s−1
1 ] =− 1

2s− 2
[[L1,L−1],L

s−1
1 ] = W s

s−1 . (D.11)

Similarly one can prove the relation for lower n by induction.

Again by employing Jacobi identity one concludes that

[L0, [W
s
m,W

t
n]] = [[L0,W

s
m],W

t
n]+ [W s

m, [L0,W
t
n]] =−(m+ n)[W s

m,W
t
n] , (D.12)

hence [W s
m,W

t
n] has to be a linear combination of terms with mode number m+ n.

Solution 10. Thanks to the results of exercise 9, the commutator with the highest

mode number, [W3
2 ,W

3
1 ], can only be proportional to W4

3 ,
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[W3
2 ,W

3
1 ] = αW4

3 . (D.13)

Indeed, it cannot be proportional to any W s
3 with s > 4 since the Jacobi identities

imply that it is annihilated by the adjoint action of L1 and this property is satisfied

only by W4
3 .

In this particular example, this first result already suffices to rule out the pres-

ence of W3
m+n in the expansion of the commutator in a basis of the hs[λ] algebra.

This is so because there are at most 10 independent commutators [W3
m,W

3
n ] and we

must already have 7 independent W4
m+n generators in the expansion. The remain-

ing 3 independent generators can thus only be proportional to the 3 independent

components of Lm+n.

The same outcome could be obtained by considering that [W3
2 ,W

3
0 ] is the only

commutator with “total mode number” 2. As a result, it must be proportional to

W4
2 , thus excluding a contribution in W3

2 . At the next step, on the other hand, one

encounters two commutators with mode number 1, i.e. [W3
2 ,W

3
−1] and [W3

1 ,W
3
0 ], so

that they can both be proportional to a linear combination of W4
1 and L1. Notice

that this argument can be generalised to fix the structure of commutators involving

generators with the same “total angular momentum” quantum number as follows:

[W s
m,W

s
n] =

s−1

∑
k=1

ck[m,n]W
2(s−k)
m+n . (D.14)

We conclude that for s = 3 we have the Lie bracket

[W3
m,W

3
n ] = c0[m,n]W

4
m+n + c1[m,n]Lm+n . (D.15)

Both sides of the equation have a definite behaviour under the adjoint action with

Lp, and this completely fixes the dependence on m and n of each ci[m,n] up to

a constant factor. Indeed, acting on the commutator (D.13) with L−1 leads (upon

using the Jacobi identity on the left-hand side) to

(−3)[W3
2 ,W

3
0 ] = α(−6)W4

2 =⇒ [W3
2 ,W

3
0 ] = 2αW4

2 , (D.16)

which determines the coefficient c0[2,0] in terms of c0[2,1] = α. Acting once more

with L−1 we obtain

(−4)[W3
1 ,W

3
0 ]+ (−2)[W3

2 ,W
3
−1] = 2α(−5)W4

1 . (D.17)

Additionally we can look for a linear combination of the terms on the right-hand

side that vanishes when we apply L1 and therefore has to be proportional to L1,

(−3)[W3
1 ,W

3
0 ]+ [W3

2 ,W
3
−1] =

5

2
βL1 , (D.18)

where the factor 5
2

has been chosen to get the final result in a convenient form. The

previous two equations determine [W3
1 ,W

3
0 ] and [W3

2 ,W
3
−1], and one finds
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[W3
1 ,W

3
0 ] = αW4

1 −
1

2
βL1 , [W3

2 ,W
3
−1] = 3αW4

1 +βL1 . (D.19)

Analogously, all other commutators [W3
m,W

3
n ] are determined in this way leaving

only two constants α and β,

[W3
1 ,W

3
−1] = 2αW4

0 −
β

2
L0 , (D.20a)

[W3
2 ,W

3
−2] = 4αW4

0 + 4βL0 , (D.20b)

[W3
1 ,W

3
−2] = 3αW4

−1 +βL−1 , (D.20c)

[W3
0 ,W

3
−1] = αW4

−1−
β

2
L−1 , (D.20d)

[W3
0 ,W

3
−2] = 2αW4

−2 , (D.20e)

[W3
−1,W

3
−2] = αW4

−3 . (D.20f)

One can then explicitly check that the formula (2.69) precisely summarises these

commutators.

Solution 11. Starting from W3
2 = (L1)

2 one can use the recursion relation (2.65) to

obtain

W3
1 =−1

4
[L−1,W

3
2 ] =

1

2

(
L0L1 + L1L0

)
, (D.21a)

W3
0 =−1

3
[L−1,W

3
1 ] =

1

6

(
L−1L1 + L1L−1 + 4(L0)

2
)
, (D.21b)

W3
−1 =−

1

2
[L−1,W

3
0 ] =

1

2

(
L−1L0 + L0L−1

)
, (D.21c)

W3
−2 =−[L−1,W

3
−1] = (L−1)

2 . (D.21d)

In a similar way we can determine the first few basis elements W4
m starting from

W4
3 = (L1)

3:

W4
2 =−1

6
[L−1,W

4
3 ] = L(0L1L1) , (D.22a)

W4
1 =−1

5
[L−1,W

4
2 ] =

1

5
L(−1L1L1)+

4

5
L(0L0L1) . (D.22b)

Notice that

L(−1L1L1) =
1

2

(
L−1L2

1 + L2
1L−1

)
− 1

3
L1 , (D.23a)

L(0L0L1) =
1

2

(
L2

0L1 + L1L2
0

)
− 1

6
L1

= C2L1 +
1

2

(
L−1L2

1 + L2
1L−1

)
− 2

3
L1 , (D.23b)
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which can be checked by elementary computations. Using the explicit value for the

Casimir we can write W4
1 as

W4
1 =

1

2

(
L−1L2

1 + L2
1L−1

)
+
λ2− 4

5
L1 . (D.24)

From the explicit expressions for W3
m we compute

[W3
2 ,W

3
1 ] =

1

2
[L2

1,L0L1 + L1L0] = 2 L3
1 = 2W4

3 , (D.25)

and by comparison to the general form (2.69) of the commutator we conclude that

α[λ] = 2. A straightforward computation shows that

[W3
2 ,W

3
−1] =

1

2
[L2

1,L−1L0 + L0L−1]

= 3
(
L2

1L−1 + L−1L2
1

)
+(λ2− 4)L1 . (D.26)

On the other hand, using α[λ] = 2 in the general commutator (2.69) we obtain

[W3
2 ,W

3
−1] = 6W4

1 +β[λ]L1 , (D.27)

and by comparison with the previous expression we can read off

β[λ] =
4−λ2

5
. (D.28)

Solution 15. From the definition (3.7) for the Poisson bracket we obtain

{G(Λ),G(Γ)}= 2π

k

∫

D2

dρdθ tr

(
δG(Λ)

δAρ

δG(Γ)

δAθ
− (Λ↔ Γ)

)

=
k

2π

∫

D2

dρdθ tr
(
(∂θΛ+[Aθ,Λ])(−∂ρΓ− [Aρ,Γ])− (Λ↔ Γ)

)
,

(D.29)

where we used the variation (3.9) of G. Rearranging the terms and using partial

integration in θ, we find

{G(Λ),G(Γ)}= k

2π

∫

D2

dρdθ tr
(
∂ρ(Λ∂θΓ)−∂ρ(Aθ[Λ,Γ])+ [Λ,Γ]Fρθ

)

= G([Λ,Γ])+
k

2π

∫

S 1
dθ tr(Λ∂θΓ) , (D.30)

reproducing (3.16).

Solution 17. From (3.45b) we read off the relation between aθ and Aθ, which then

determines the ρ-dependence. Considering the expansion of aθ in terms of the basis

elements Lm and W s
m, we have to understand the ρ-dependence of b−1(ρ)W s

mb(ρ).
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From the commutation relations (3.48) we see that

L0 W s
m = W s

m(L0−m) (D.31)

which means that whenever we move a mode W s
m through L0 from the right, L0 is

shifted by −m. Hence

e−ρL0 W s
m eρL0 = emρW s

m . (D.32)

Any mode W s
m with a positive mode number m then corresponds to a term that

diverges for ρ→ ∞. Imposing the AdS condition (3.47) then leads to the expan-

sion (3.50a) of aθ. A similar argument leads to the expansion (3.50b) of ãθ.

Solution 20. We can rewrite (3.68) as

δL (θ′) =
∫

dθδ(θ− θ′)
(
ǫ(θ)L ′(θ)+ 2ǫ′(θ)L (θ)+

1

2
ǫ′′′(θ)

)

=

∫
dθǫ(θ)

(
− δ(θ− θ′)L ′(θ)− 2δ′(θ− θ′)L (θ)− 1

2
δ′′′(θ− θ′)

)
.

(D.33)

When we compare this with (3.73) where we insert the charge (3.72),

δL (θ′) =
k

2π

∫
dθǫ(θ){L (θ),L (θ′)} , (D.34)

we read off the Poisson bracket (3.74).

Solution 21. We start from the highest-weight form (3.83) of a and a general trans-

formation parameter λ given in (3.84). Using the commutation relations (2.76) of

sl(3,R), one can compute

δλa = λ′+[a,λ]

= (ǫ′+ ǫ0)L1

+((ǫ0)′+ 2ǫ−1− 2L ǫ+ 4W χ)L0

+((ǫ−1)′−L ǫ0 +W χ1)L−1

+(χ′+χ1)W2

+((χ1)′+ 2χ0− 4Lχ)W1

+((χ0)′+ 3χ−1− 3L χ1)W0

+((χ−1)′+ 4χ−2− 2L χ0− 4W ǫ)W−1

+((χ−2)′− 2L χ−1− 2W ǫ0)W−2 . (D.35)

Requiring the vanishing of all coefficients except for those of L−1 and W−2, one

obtains a system of differential equations that allows us to express all ǫm and χn in

terms of (derivatives of) ǫ and χ:
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ǫ0 =−ǫ′ , (D.36a)

ǫ−1 =
1

2
ǫ′′+L ǫ− 2W χ, (D.36b)

χ1 =−χ′ , (D.36c)

χ0 =
1

2
χ′′+ 2L χ, (D.36d)

χ−1 =−1

6
χ(3)− 5

3
L χ′− 2

3
L
′χ, (D.36e)

χ−2 =
1

24
χ(4)+

2

3
L χ′′+

7

12
L
′χ′+

1

6
L
′′χ+L

2χ+W ǫ . (D.36f)

Inserting these expressions into (D.35) one can read off the transformation (3.85b)

of W .

Solution 22. The transformation of W is given in (3.85b). Similarly to (3.75) we

expand

W (θ) =
1

k
∑
n∈Z

Wne−inθ . (D.37)

With χ= 0 and ǫ = ǫ(0)e
imθ we obtain

1

k
∑
n

δWne−inθ = ǫ(0)∑
n

(−in)e−i(n−m)θ
Wn + 3ǫ(0)∑

n

(im)e−i(n−m)θ
Wn . (D.38)

From here we can deduce the transformation δWn as in (3.86b).

Solution 23. The transformation of W with ǫ = 0 and χ= χ(0)e
imθ can be obtained

from (3.85b). Expanding W and L in Fourier modes as in (D.37) and (3.75), we

find

∑
n

δWne−inθ =
k

24
(im)5χ(0)e

imθ+
5

6
(im)3χ(0)∑

n

Lnei(m−n)θ

+
15

12
(im)2χ(0)∑

n

(−in)Lnei(m−n)θ

+
9

12
(im)χ(0)∑

n

(−in)2
Lnei(m−n)θ

+
1

6
χ(0)∑

n

(−in)3
Lnei(m−n)θ

+
1

k

8

3
(im)χ(0)∑

n,p

LnL−pei(m−n+p)θ

+
1

k

8

3
χ(0)∑

n,p

LnL−pei(m−n+p)θ . (D.39)

By changing the summation variable as n 7→ n+m in the first four lines and n 7→
n+m+ p in the last two lines we can deduce the transformation of Wn,
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δWn = i
k

24
m5χ(0)δm+n,0

+
i

12
χ(0)
(
− 10m3+ 15m2(n+m)− 9m(n+m)2+ 2(n+m)3

)
Lm+n

+
i

k

8

3
∑
p

(m+ p)Ln+m+pL−p . (D.40)

The sum in the last term can be rewritten as

∑
p

(m+ p)Ln+m+pL−p =
1

2

(

∑
p

(m+ p)Ln+m+pL−p +∑
p

(−n− p)Ln+m+pL−p

)

= (m− n)∑
p

Ln+m+pL−p , (D.41)

where in the first step in one of the sums we have changed the summation label

p 7→ −m− n− p. After rearrainging some terms we arrive at the result for δWn

given in (3.88b).

Solution 24. The transformation of a is generated by the charge Q(λ) through the

Dirac bracket,

δλa = {Q(λ),a} . (D.42)

Generalising the discussion that led to (3.72), the charge Q(λ) for a gauge parameter

λ of the form (3.84) is given as

Q(λ) =
k

2π

∫
dθ
(
ǫ(θ)L (θ)−χ(θ)W (θ)

)
(D.43)

(note that tr(W2W−2) = 1 (see (2.75)) compared to tr(L1L−1) = −1). If ǫ = 0 and

χ= χ(0)e
imθ, we find

Q(λ) =− k

2π

∫
dθχ(0)e

imθ 1

k
∑
n

Wne−inθ

=−χ(0)Wm . (D.44)

We then get

i{Wm,Wn}=−
i

χ(0)
δWn

=
1

12

(
k

2
m5 δm+n,0− (m− n)(2m2+ 2n2−mn)Lm+n

+
16

k
(m− n) ∑

q∈Z
Lm+n+qL−q

)
, (D.45)

where we used the result (3.88b) for δWn. Finally, we want to express this in terms

of the modes L̂m =−Lm + k
4
δm,0 and the quadratic field Λ given in (3.89),
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Λp = ∑
q

L̂p+qL̂−q

= ∑
q

Lp+qL−q +
k

2
L̂p−

(
k

4

)2

δp,0 . (D.46)

Using this result in (D.45) and replacing k = c
6
, we obtain the Dirac bracket given

in (3.90c).

Solution 25. The transformation of a with a general matrix-valued parameter λ

takes the form

δλa=




λ′11−
√

2λ12 + u11 λ′12−
√

2λ13− u2λ11 + u12 λ′13− u3λ11 + u13

λ′21 +
√

2(λ11−λ22) λ
′
22 +
√

2(λ12−λ23)− u2λ21 λ
′
23 +
√

2λ13− u3λ21

λ′31 +
√

2(λ21−λ32) λ
′
32 +
√

2(λ22−λ33)− u2λ31 λ
′
33 +
√

2λ23− u3λ31


 ,

(D.47)

where

u1 j = u2λ2 j + u3λ3 j . (D.48)

Requiring that the second and third row vanish, we can express the coefficients λi j

in terms of the entries λ j1 of the first column as we discuss now. First notice that the

3-1-entry and the 2-1-entry of (D.47) allows us to conclude

λ32 =
1√
2
λ′31 +λ21 , (D.49a)

λ22 =
1√
2
λ′21 +λ11 . (D.49b)

Now we can use the 3-2-entry to determine

λ33 =
1

2
λ′′31 +

√
2λ′21 +λ11−

1√
2

u2λ31 . (D.50)

Using the entries 3-3, 2-3 and 2-2 of (D.47) we arrive at

λ23 =−
1

2
√

2
λ
(3)
31 −λ′′21−

1√
2
λ′11 +

1

2
∂(u2λ31)+

1√
2

u3λ31 , (D.51a)

λ13 =
1

4
λ
(4)
31 +

1√
2
λ
(3)
21 +

1

2
λ′′11−

1

2
√

2
∂2(u2λ31)−

1

2
∂(u3λ31)+

1√
2

u3λ21 ,

(D.51b)

λ12 =−
1

2
√

2
λ
(3)
31 −

3

2
λ′′21−

√
2λ′11 +

1

2
∂(u2λ31)+

1√
2
(u2λ21 + u3λ31) . (D.51c)

It remains to implement the condition that the 1-1-entry of (D.47) vanishes. Using

the expression (D.51c) of λ12, we get a condition on λ11,

λ′11 =−
1

6
λ
(3)
31 −

1√
2
λ′′21 +

1

3
√

2
∂(u2λ31) . (D.52)
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We can then read off the transformation of u2 and u3 from the 1-2- and 1-3-entry

of (D.47), and we arrive at (3.94a) and (3.94b).

Solution 26. From the expression (3.98) for δλai j we find

N

∑
j=1

δλai j∂
N− j =

N

∑
j=1

(
λ′i j−λi−1 j+λi j+1− u jλi1

)
∂N− j . (D.53)

We rewrite

λ′i j∂
N− j = ∂ ◦

(
λi j∂

N− j
)
−λi j∂

N− j+1 , (D.54)

and obtain (using the definition (3.99a) of λi)

N

∑
j=1

δλai j∂
N− j = ∂ ◦λi−λi−1−

N

∑
j=1

(
λi j∂

N− j+1−λi j+1∂
N− j+λi1u j∂

N− j
)

= ∂ ◦λi−λi−1−λi1∂
N−λi1

N

∑
j=1

u j∂
N− j , (D.55)

from which the result (3.102) follows.

Solution 27. We insert the proposed solution (3.106) into the right-hand side of the

recursion relation (3.105) (setting i to N− i) and obtain

∂λN−i−λN−i1L = ∂i+1
(
λ1L
)
+
−∂
(
∂iλ1

)
+

L−λN−i1L

= ∂i+1
(
λ1L
)
+
−∂

N

∑
j=N+1−i

∂−N−1+i+ jλ j1 L−λN−i1L

= ∂i+1
(
λ1L
)
+
−

N

∑
j=N−i

∂−N+i+ jλ j1 L

= ∂i+1
(
λ1L
)
+
−
(
∂i+1λ1

)
+

L , (D.56)

which coincides with λN−i−1 given by the proposed solution (3.106).

Solution 28. We insert the solution (3.106) for λi into the expression (3.107) for the

transformation of L and obtain

δλL = ∂
(
∂N−1

(
λ1L
)
+
−
(
∂N−1λ1

)
+

L
)
−λ11L

+
N

∑
k=2

uk

(
∂N−k

(
λ1L
)
+
−
(
∂N−kλ1

)
+

L
)

= L
(
λ1L
)
+
−
(
∂Nλ1

)
+

L−
N

∑
k=2

uk

(
∂N−kλ1

)
+

L

= L
(
λ1L
)
+
−
(
Lλ1
)
+

L , (D.57)

which gives the desired result (3.108).
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Solution 29.

i{L̂m,Λn}= ∑
q∈Z

i{L̂m,L̂n+qL̂−q}

= ∑
q∈Z

(
(m− n− q)L̂m+n+q+ δm,−n−q

c

12
m(m2− 1)

)
L̂−q

+ ∑
q∈Z

L̂n+q

(
(m+ q)L̂m−q + δm,q

c

12
m(m2− 1)

)

= ∑
q∈Z

(m− n− q)L̂m+n+qL̂−q + ∑
q∈Z

(2m+ q)L̂n+m+qL̂−q

+
c

6
m(m2− 1)L̂m+n

= (3m− n)Λm+n+
c

6
m(m2− 1)L̂m+n , (D.58)

where in the third equation we shifted the summation variable in the second sum,

q→ q+m.

Solution 30. We rewrite the commutator of the modes Lm and Ln of T (z) as a con-

tour integral (see (4.11)),

[
Lm,Ln

]
=

1

(2πi)2

∮

0
dw

∮

w
dz zm+1 wn+1

R

(
T (z)T (w)

)

=
1

(2πi)2

∮

0
dw

∮

w
dz zm+1 wn+1

(
c/2

(z−w)4
+

2T (w)

(z−w)2
+
∂wT (w)

z−w

)
,

(D.59)

where we inserted the singular part of the OPE of T with itself (4.14). Now we

firstly evaluate the residue integral in z, succeeded by the residue integral in w:

[
Lm,Ln

]
=

1

2πi

∮

0
dw wn+1

(
c

2
· 1

6
(m+ 1)m(m− 1)wm−2

+ 2T (w)(m+ 1)wm+∂wT (w)wm+1

)

=
c

12
m(m2− 1)δm+n,0 + 2(m+ 1)Lm+n

+
1

2πi

∮

0
dw ∑

p∈Z
Lp(−p− 2)wm+n−p−1

=
c

12
m(m2− 1)δm+n,0 +(m− n)Lm+n . (D.60)

Solution 31. We want to find the state corresponding to the current W(s)(z). For that

purpose we act with W(s)(z) on the vacuum and take z→ 0. Notice that the modes

W
(s)
m annihilate the vacuum for m >−s, so that we find



113

W(s)(z)Ω = ∑
m≤−s

z−m−s W
(s)
m Ω

z→0−−→ W
(s)
−sΩ. (D.61)

The state corresponding to W(s) is therefore W
(s)
−sΩ.

Solution 32. The OPE of two currents of spin s and t, respectively, is given by

W(s)(z)W(t)(w) = V
(
W(s)(z−w)W

(t)
−tΩ;w

)
= ∑

n≤t

(z−w)−n−s V
(
W

(s)
n W

(t)
−tΩ;w

)
.

(D.62)

The normal ordered product (W(s)W(t)) of the fields occurs in the term where the

exponent of (z−w) is zero, therefore

(W(s)W(t))(w) = V
(
W

(s)
−s W

(t)
−tΩ;w

)
. (D.63)

Solution 33. If the commutator of Lm and W
(s)
n is given by (4.28), then we find

L1W
(s)
−sΩ=

[
L1,W

(s)
−s

]
Ω= (2s− 1)W

(s)
−s+1Ω= 0 , (D.64)

hence W(s) is quasi-primary.

On the other hand, if W(s) is quasi-primary, it satisfies the OPE (4.23) (with

weight h= s). The OPE determines the commutation relation of the modes by (4.11),

so we find

[
Lm,W

(s)
n

]
=

1

(2πi)2

∮

0
dw

∮

w
dz zm+1 wn+s−1T (z)W(s)(w)

=
1

(2πi)2

∮

0
dw

∮

w
dz zm+1 wn+s−1

×
(

higher-order poles+
0

(z−w)3
+

sW(s)(w)

(z−w)2
+
∂wW(s)(w)

z−w

)
.

(D.65)

For −1 ≤ m ≤ 1, the term zm+1 is at most quadratic, so the higher-order poles in

(z−w) (fourth and higher) do not contribute to the residue integral. Specialising on

this case (m ∈ {−1,0,1}) we get

[
Lm,W

(s)
n

]
=

1

(2πi)2

∮

0
dw

∮

w
dz zm+1 wn+s−1

(
sW(s)(w)

(z−w)2
+
∂wW(s)(w)

z−w

)

=
1

2πi

∮

0
dw wn+s−1

(
s(m+ 1)wmW(s)(w)+wm+1∂wW(s)(w)

)

= ∑
p∈Z

1

2πi

∮

0
dw wm+n−p−1

(
s(m+ 1)+ (−p− s)

)
W

(s)
p

=
(
(s− 1)m− n

)
W

(s)
m+n . (D.66)
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Solution 34. The modes of ∂2T are

(∂2T )m = (m+ 2)(m+ 3)Lm , (D.67)

the modes of (TT ) are (see (4.22))

(TT )m = ∑
p≥2

L−pLm+p + ∑
p≥1

Lm+pL−p , (D.68)

so that the modes of Λ are

Λm = ∑
p≥2

L−pLm+p + ∑
p≥1

Lm+pL−p−
3

10
(m+ 2)(m+ 3)Lm . (D.69)

We now want to rewrite this such that the quadratic terms are mode normal ordered

(meaning that the Lm with greater mode number appears on the right). Let us con-

sider the first sum. The operators are mode normal ordered for 2p≥ −m, therefore

all terms that appear are mode normal ordered for m ≥ −4. (Similarly the terms in

the second sum are always mode normal ordered for m≤−2.)

Assume now that m <−4. Then the second sum is already mode normal ordered,

and for the first sum we can write

∑
p≥2

L−pLm+p = ∑
p≥2

: L−pLm+p : +
Nm

∑
p=2

[L−p,Lm+p] , (D.70)

where

Nm =

{
−m+2

2
for m even

−m+1
2

for m odd.
(D.71)

Using the commutation relations (notice that by assumption m 6= 0) we find

∑
p≥2

L−pLm+p = ∑
p≥2

: L−pLm+p : +
Nm

∑
p=2

(
−m− 2p

)
Lm

= ∑
p≥2

: L−pLm+p : +
(
−m(Nm− 1)−Nm(Nm + 1)+ 2

)
Lm

= ∑
p≥2

: L−pLm+p : +g(m)Lm , (D.72)

with

g(m) =

{
1
4
(m+ 2)(m+ 4) for m even

1
4
(m+ 3)2 for m odd.

(D.73)

Similarly one can show that for all m ∈ Z we have

(TT )m = ∑
p≥2

: L−pLm+p : + ∑
p≥1

: Lm+pL−p : +g(m)Lm , (D.74)

and therefore
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Λm = ∑
p≥2

: L−pLm+p : + ∑
p≥1

: Lm+pL−p : + f (m)Lm (D.75)

with

f (m) =

{
− 1

20
(m2− 4) for m even

− 1
20
(m2− 9) for m odd.

(D.76)

Solution 37. When we apply the differential d to (5.6), we arrive at the condition

for consistency,

h̄b∧dCa1...anb +
n

3
M2 h̄(a1 ∧dCa2...an) = 0 . (D.77)

Inserting (5.6), we indeed find

h̄b∧
(

h̄c Ca1...anbc +
n+ 1

3
M2 h̄(a1Ca2...anb)

)

+
n

3
M2h̄(a1 ∧

(
h̄c Ca2...an)c +

n− 1

3
M2 h̄a2Ca3...an)

)
= 0 , (D.78)

where one uses that h̄b∧ h̄c is antisymmetric in b and c.

Solution 38. We apply the Lorentz covariant differential ∇ to (5.9), and we obtain

after using (2.38)

n

ℓ2
ēb∧ ē(a1Ca2...an)b =−ēb∧∇Ca1...anb−

(n

3
M2− n(n− 1)

ℓ2

)
ē(a1 ∧∇Ca2...an) .

(D.79)

On the right-hand side, we insert the expression (5.9) for ∇C..., and check that both

sides agree. We only have to check this for the terms proportional to 1
ℓ2 , the rest of

the calculation is similar to the consistency of (5.6) (see exercise 37). The 1
ℓ2 -terms

on the right-hand side of (D.79) are

n(n+ 1)

ℓ2
ēb∧ ē(a1Ca2...anb)+

n(n− 1)

ℓ2
ē(a1 ∧ ēbCa2...an)b

=
(n2

ℓ2
− n(n− 1)

ℓ2

)
ēb∧ ē(a1Ca2...an)b , (D.80)

which indeed agrees with the left-hand side of (D.79).

Solution 40. Applying the differential to the right-hand side of (5.31a) and inserting

back (5.31a) one obtains

d(−AC+CÃ) =−dAC+A∧dC+ dC∧ Ã+C dÃ

=−dAC+A∧ (−AC+C Ã)+ (−AC+C Ã)∧ Ã+C dÃ

=−(dA+A∧A)C+C (dÃ+ Ã∧ Ã) , (D.81)

which indeed vanishes when A and Ã are solutions of the Chern–Simons equation

of motion (2.14). The argument is similar for (5.31b).
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Solution 41. Using (5.35) and the fact that the epsilon tensor ǫαβ is antisymmetric

and normalized such that ǫ01 = 1, we obtain

[L11,L00]⋆ = 4ǫ10L10 =−4 L10 , (D.82a)

[L01,L00]⋆ = 2ǫ10L00 =−2 L00 , (D.82b)

[L01,L11]⋆ = 2ǫ01L11 = 2 L11 . (D.82c)

Therefore by identifying L0 = 1
2

L10, L+1 = 1
2

L00 and L−1 = 1
2

L11 we recover the

sl(2,R) commutation relations.

Solution 43. The differential version of the star product can be obtained by straight-

forward computation:

( f ⋆g)(y) =
1

(2π)2

∫
d2ud2v eivu eu∂y′

f (y′)ev∂y′′
g(y′′)

∣∣
y′=y′′=y

=
1

(2π)2

∫
d2ud2v eiv(u−i∂y′′ ) eu∂y′

f (y′)g(y′′)
∣∣
y′=y′′=y

= f (y)e−i
←
∂ y

→
∂ y g(y) , (D.83)

where we have used Taylor’s theorem, f (y + u) = eu∂y
f (y), in the first line and

the identity δ(2)(u) = 1
(2π)2

∫
d2veivu in the last step. The arrow on the derivative

indicates on which function the derivative acts (in the above formula
←
∂ acts on f )

without introducing additional signs.

Solution 44. The most convenient way to check (5.44) is using (5.43) from which

we obtain

yα⋆ f (y) = yα
(
1− i

←
∂σy

→
∂ y
σ

)
f (y)

=
(
yα− i(∂σy yα)∂

y
σ

)
f (y)

= (yα+ i∂y
α) f (y) , (D.84)

where we have used ∂σy yα = ǫσδ∂
y
δyα = ǫσδǫδα = −δσα . In complete analogy one

derives f (y)⋆ yα = (yα− i∂
y
α) f (y). From these results (5.45) follows immediately,

yα⋆ f (y)− f (y)⋆ yα = 2i∂y
α f (y) , (D.85)

and analogously for the anticommutator.

Solution 45. To prove these identities, it is important to remember that Lαβ =
− i

2
y(α⋆ yβ) (see (5.34)). Using (5.45) we then obtain
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[Lαβ, f (y)]
⋆
=− i

2

[
y(α⋆ yβ), f (y)

]
⋆

=− i

2

(
y(α⋆

[
yβ), f (y)

]
⋆
+
[
y(α, f (y)

]
⋆
⋆ yβ)

)

= {y(α,∂y

β)
f (y)}⋆

= 2y(α ∂
y

β)
f (y) , (D.86)

which confirms (5.46a). To prove the result (5.46b) most efficiently we employ (5.44)

and compute

{Lαβ, f (y)}⋆ =− i

2

{
y(α⋆ yβ), f (y)

}
⋆

=− i

2

(
(y+ i∂y)(α (y+ i∂y)β) f (y)+ (y− i∂y)(α (y− i∂y)β) f (y)

)

=−i
(

yαyβ−∂y
α∂

y
β

)
f (y) . (D.87)

In the last step we have used ∂
y

(α
yβ) = 0. Applying the result for the anticommutator

we can straightforwardly check (5.36):

−1

4
{Lαβ,Lαβ}⋆ =

1

4
i(yαyβ−∂y

α∂
y
β)(−

i

2
)yαyβ =−3

4
. (D.88)

To obtain the last equation we have used the fact that yαyα = 0 and ∂
y
α∂

y
βy
αyβ =

δαβ∂
y
αyβ+ 2∂

y
αyα = 6.

Solution 46. First we check the intermediate result given in the exercise

ŷα⋆ ŷα =
1

2
ǫαβ
[
ŷα, ŷβ

]
⋆
= iǫαβǫαβ(1+ νk) =−2i(1+ νk) . (D.89)

Similarly one derives

Lαβ =−
i

4
(ŷα⋆ ŷβ+ ŷβ⋆ ŷα) =−

i

2
ŷα⋆ ŷβ−

1

2
ǫαβ(1+ νk) . (D.90)

These results can be used to check the value of the quadratic Casimir

C2 =−
1

32

(
− iŷα⋆ ŷβ− ǫαβ(1+ νk)

)(
− iŷα⋆ ŷβ− ǫαβ(1+ νk)

)

=− 1

32

(
− ŷα⋆ ŷβ⋆ ŷβ⋆ ŷα+ 2i ŷα⋆ ŷβ (1+ νk)− 2(1+ νk)2

)

=− 1

16
(3+ 2νk− ν2) , (D.91)

where we have used ŷαk =−kŷα and k2 = 1 to obtain the last equation.

Solution 47. Combining (5.58b) and the fact that f µ1···µs is completely symmetric it

follows that
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fν
νµ3···µs ∼ f α1···α2s ǫα1α3

ǫα2α4
ēµ3
α5α6
· · · ēµs

α2s−1α2s
= 0 . (D.92)

Solution 48. Explicit computation gives

DAdS DAdS F = (d · −A
AdS ∧⋆ · +(−1)|F|+1 · ∧⋆A

AdS )

(dF−A
AdS ∧⋆F +(−1)|F|F∧⋆A

AdS )

= F∧⋆(dA
AdS −A

AdS ∧⋆A
AdS )

− (dA
AdS −A

AdS ∧⋆A
AdS )∧⋆F

+(A AdS −A
AdS )∧⋆dF

+ dF∧⋆
(
(−1)|F|A AdS +(−1)|F|+1

A
AdS
)

+(−1)|F|
(
A

AdS ∧⋆F∧⋆A
AdS −A

AdS ∧⋆F∧⋆A
AdS
)
.

(D.93)

The first two terms vanish upon imposing the equations of motion for A AdS while

the other terms are identically zero.

Solution 49. In order to simplify notation, we define

ŷα(s) = ŷ(α1
⋆ · · ·⋆ ŷαs) . (D.94)

We first show (5.73). We start with the fully symmetrised expression

ŷ(α⋆ ŷβ(s)) =
1

s+ 1

(
ŷα⋆ ŷβ(s)+

s

∑
j=1

ŷ(β1
⋆ . . . ŷβ j

⋆ ŷ|α|⋆ ŷβ j+1
⋆ · · ·⋆ ŷβs)

)
,

(D.95)

and in all terms on the right-hand side, we bring ŷα to the left by using the commu-

tation relations (5.47). We arrive at

ŷ(α⋆ ŷβ(s)) = ŷα⋆ ŷβ(s)−
s

∑
j=1

j−1

∑
m=0

2i(1+ νk(−1) j−1−m)ǫα(β1
ŷβ2

⋆ · · ·⋆ ŷβs) , (D.96)

where we also used that k anticommutes with the ŷβ. After evaluating the sum, we

obtain

ŷ(α⋆ ŷβ(s)) = ŷα⋆ ŷβ(s)− i

(
s+

1
2
(1− (−1)s)+ s

s+ 1
νk

)
ǫα(β1

ŷβ2
⋆ · · ·⋆ ŷβs) , (D.97)

which confirms (5.73). The identity (5.74) can be derived along very similar lines.

Using this formula, it follows that

ŷα1
⋆ ŷα2

⋆ ŷβ(s)= ŷα1
⋆

(
ŷ(α2

⋆ ŷβ(s))+ i

(
s+

1
2 (1−(−)s)+s

s+1
νk

)
ǫα2(β1

ŷβ2
⋆ · · ·⋆ ŷβs)

)
.

(D.98)
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Applying the same formula again, one obtains that

ŷα1
⋆ ŷα2

⋆ ŷβ(s)

= ŷ(α1
⋆ ŷα2

⋆ ŷβ(s))+ i

(
s+ 1+

1
2 (1−(−)s+1)+s+1

s+2
νk

)
ǫα1(α2

ŷβ(s))

+ i

(
s−

1
2 (1−(−)s)+s

s+1
νk

){
s+1

s
ǫα2(α1

ŷβ(s))− 1
s
ǫα2α1

ŷβ(s)

+ i

(
s− 1+

1
2 (1−(−)s−1)+s−1

s
νk

)
ǫα1(β1

ǫ|α2|β2
ŷβ3

⋆ · · ·⋆ ŷβs)

}
.

(D.99)

Following completely analogous steps, one can show that ŷβ(s) ⋆ ŷα1
⋆ ŷα2

is equal

to

ŷβ(s)⋆ ŷα1
⋆ ŷα2

= ŷ(β(s)⋆ ŷα1
⋆ ŷα2)− i

(
s+ 1+

1
2 (1−(−)s+1)+(−)s+2(s+1)

s+2
νk

)
ǫα2(α1

ŷβ(s))

− i

(
s+

1
2 (1−(−)s)+(−)s+1 s

s+1
νk

){
s+1

s
ǫα1(α2

ŷβ(s))− 1
s
ǫα1α2

ŷβ(s)

− i

(
s− 1+

1
2 (1−(−)s−1)+(−)s(s−1)

s
νk

)
ǫα1(β1

ǫ|α2|β2
ŷβ3

⋆ · · ·⋆ ŷβs)

}
.

(D.100)

Using these two results (and simplifying them for even s), it is straightforward to

check that (5.72) indeed holds when s is even.

Solution 51. Two identities are convenient to use

[ f (y)⋆ zαg(y,z)]z=0 = [i∂y
α f (y)⋆g(y,z) ]z=0 , (D.101a)

zα ( f (y)⋆ zαg(y,z)) = izα (∂y
α f (y)⋆g(y,z)) . (D.101b)

Both identities can be easily checked using the integral representation of the star

product. For example, the first identity can be derived as follows
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1

(2π)2

∫
d2ud2veivu f (y+ u)(z− v)αg(y+ v,z− v)

∣∣
z=0

=
1

(2π)2

∫
d2ud2veivu f (y+ u)(−vα)g(y+ v,−v)

=
1

(2π)2

∫
d2ud2v(−i∂u

α)e
ivu f (y+ u)g(y+ v,−v)

=
1

(2π)2

∫
d2ud2veivu (i∂u

α) f (y+ u)g(y+ v,−v)

=
1

(2π)2

∫
d2ud2veivu (i∂y

α f (y+ u))g(y+ v,−v)

=(i∂y
α f (y)⋆g(y,z))z=0 . (D.102)

The other identity follows along similar lines. Now, consider the equation of motion

for the linear perturbations in the one-form,

DAdS A(1) =− i

2
DAdS zαΓ0〈DAdS

S
(1)
α 〉
∣∣
z=0

=− i

2

{
A

AdS ,zαΓ0

〈[
A

AdS ,zαt(1)
]
⋆

〉}
⋆

∣∣
z=0

, (D.103)

where we have used the fact that [d,zα] = 0 and A AdS denotes the AdS background.

Furthermore, we have defined S
(1)
α = zαs(1) where

s(1) = Γ1〈C(1)(y)⋆κ〉= Γ1

〈(
C

(1)(y)ψ+ C̃
(1)(y)

)
⋆κ

〉
. (D.104)

We shall now apply the identities (D.101) to the equation of motion,

DAdS A(1) =
i

2

{
∂αy A

AdS , Γ0

〈[
∂y
αA

AdS , s(1)
]
⋆

〉}
⋆

∣∣∣∣
z=0

. (D.105)

The derivative of A AdS is given by

∂αy
¯A =− i

2

(
ēαβφ+ ω̄αβ

)
yβ , (D.106)

and hence we find

DAdS A(1) =− i

8

{(
ēαβφ+ ω̄αβ

)
yβ,Γ0

〈[
(ēα

γφ+ ω̄α
γ)yγ, s

(1)
]
⋆

〉}
⋆

∣∣∣∣
z=0

.

(D.107)

We shall only focus on the terms proportional to ē∧ ē and C (1) (the other terms

vanish which can be shown using the same methods that we use in the following).

Let us denote the projection to this part by |ēēC , and we get

DAdS A(1)
∣∣
ēēC

=− i

8
ēαβ∧ ēα

γ
{

yβ,Γ0

〈{
yγ,Γ1〈C (1)ψ⋆κ〉

}
⋆

〉}
⋆

∣∣∣∣
z=0

. (D.108)
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Next we use

Γ1〈C (1)(y)⋆κ〉= Γ1〈C (1)(−z)ei yz〉=
∫ 1

0
dττeiτyz

C
(1)(−τz) (D.109)

and the identity

{yα, f (y,z)}⋆ = 2(y− i∂z)α f (y,z) (D.110)

that can be straightforwardly verified using the integral representation of the star

product. We obtain (using the two-form E defined in (5.127))

DAdS A(1)
∣∣
ēēC

=
i

2
Eαβ

1∫

0

1∫

0

dt dτ(y− i∂z)α
(
y− i 1

t
∂z
)
β
τC

(1)(−tτz)eitτyzψ
∣∣
z=0

=
i

2
Eαβ

1∫

0

1∫

0

dt dτ((1− τt)y− i∂z)α
(
(1− τ)y− i 1

t
∂z
)
β
τC

(1)(−tτz)ψ
∣∣
z=0

=
i

2
Eαβ

1∫

0

1∫

0

dt dτ((1− τt)y+ itτ∂u)α((1− τ)y+ iτ∂u)β τC
(1)(u)ψ

∣∣
u=0

.

(D.111)

It remains to evaluate the integrals:

yy :

∫ 1

0

∫ 1

0
dtdτ (1− tτ)(1− τ)τ= 1

8
, (D.112a)

∂∂ :

∫ 1

0

∫ 1

0
dtdτ tτ3 =

1

8
, (D.112b)

y∂ :

∫ 1

0

∫ 1

0
dtdτ (1− tτ)τ2 =

5

24
, (D.112c)

∂y :

∫ 1

0

∫ 1

0
dtdτ (1− τ)tτ2 =

1

24
. (D.112d)

The y∂ and ∂y contributions can be combined because Eαβ is symmetric. We there-

fore obtain the final result

DAdS A(1)
∣∣
ēēC

=
i

16
Eαβ(yα+ i∂u

α)(yβ+ i∂u
β)C

(1)(u)ψ|u=0 . (D.113)

Using the same methods, one can show that all contributions involving the twisted

zero-form C̃ (1) cancel out.

Solution 52. Our aim is to show that for M defined in (5.128) we have

DAdS
(

Mψ
)
=− i

16
Eαβ(yα+ i∂u

α)(yβ+ i∂u
β)C

(1)(u)ψ|u=0 . (D.114)

We introduce a 0-form
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Fαβ =
∫ 1

0
dt (t2− 1)(yα+ it−1∂y

α)(yβ+ it−1∂
y
β)C

(1)(ty) , (D.115)

such that M =− i
8
φ ēαβFαβ. Then

DAdS
(

Mψ
)
=− i

8
φ

(
dēαβFαβ− ēαβ∧

(
dFαβ− [ω̄,Fαβ]∗−{ē,Fαβ}∗

))
ψ. (D.116)

We compute

[ω̄,Fαβ]∗ = ω̄γδy(γ∂δ)Fαβ , {ē,Fαβ}∗ =−
i

2
ēγδ
(
yγyδ−∂y

γ∂
y
δ

)
Fαβ φ. (D.117)

To evaluate dFαβ we use the equation of motion for C (1) which implies

dC
(1)(ty) =− i

2
ēγδ
(
t2 yγyδ− t−2 ∂y

γ∂
y
δ

)
C

(1)(ty)φ+ ω̄γδ y(γ∂
y

δ)
C

(1)(ty) . (D.118)

The last ingredient we need is

dēαβ =−2 ω̄γ(α∧ ēγ
β) (D.119)

which can be inferred from dA AdS = A AdS ∧∗A AdS . Combining everything we

observe that in B all contributions containing ω̄ drop out, and we arrive at

DAdS
(

Mψ
)
=

1

16
ēαβ∧ ēγδ

∫ 1

0
dt (t2− 1)

{(
yy+

2i

t
y∂− 1

t2
∂∂

)

(αβ)

(
t2yy− 1

t2
∂∂

)

γδ

−
(
yy−∂∂

)
γδ

(
yy+

2i

t
y∂− 1

t2
∂∂

)

(αβ)

}
C

(1)(ty)ψ.
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Here we introduced the notation

(
yy+

2i

t
y∂− 1

t2
∂∂

)

(αβ)

= yαyβ+
i

t

(
yα∂

y
β+ yβ∂

y
α

)
− 1

t2
∂y
α∂

y
β

=

(
y(α+

i

t
∂

y

(α

)(
yβ)+

i

t
∂

y

β)

)
. (D.121)

The two-form built from the vielbein can be written as

ēαβ∧ ēγδ = E(γ|(αǫβ)|δ) . (D.122)

When the epsilon tensor hits two adjacent y’s or two adjacent derivatives, there is

no contribution, otherwise it produces the y-counting operator
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y ·∂y = ǫβδ yδ∂
y
β . (D.123)

We now commute all y’s to the left of the counting operator, and all derivatives to

the right. After some algebra, and defining u = ty such that ∂y = t∂u we arrive at

DAdS
(

Mψ
)
=

1

16
Eαγ

∫ 1

0
dt (t2− 1)

{
iyαyγ

(
4t+(t2− 1)

1

t
y ·∂y

)
− yα

(
4t+(t2− 1)

1

t
y ·∂y

)
∂u
γ

− yγ

(
4t+(t2− 1)

1

t
y ·∂y

)
∂u
α− i

(
4t+(t2− 1)

1

t
y ·∂y

)
∂u
α∂

u
γ

}
C

(1)(ty)ψ.
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Now we use (y ·∂y) f (ty) = t d
dt

f (ty), and we finally obtain

DAdS
(

Mψ
)
=

1

16
Eαγ
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0
dt (t2− 1)
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+ 4t

)(
iyαyγ− yα∂

u
γ− yγ∂
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α− i∂u

α∂
u
γ

)
C

(1)(ty)ψ

=
1

16
Eαγ

∫ 1

0
dt

d
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u
γ

)
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(1)(ty)ψ
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=− i

16
Eαγ(yα+ i∂u
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(1)(u)
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u=0
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