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Summary

The electric dipole approximation is prevalent in the field of light-matter interaction. However,
in nanophotonic structures sustaining highly confined fields, the approximation no longer holds
and higher-order processes can become significant. Among them, two-photon spontaneous emission
(TPSE) is a second-order process that involves the simultaneous emission of two photons from a
quantum emitter and is a promising alternative to conventional entangled photon pair sources for
quantum applications. However, the study of advanced nanostructures for TPSE is hampered by a
lack of efficient numerical and theoretical methods.

First, we develop a general framework that calculates the two-photon emission rate enhancement
of a quantum emitter near an arbitrarily shaped nanostructure. The framework is based on the
classical computation of Purcell factors in classical electromagnetic simulations and we consider
the interaction up to the electric quadrupolar order. For a hydrogen atom near a plasmonic silver
nanodisk, we demonstrate a substantial enhancement in the photon-pair emission rates by 5 and 11
orders of magnitude for the two-electric dipole (2ED) and two-electric quadrupole (2EQ) transitions,
respectively. Second, our framework also includes the quantum interferences between the multipolar
transitions of TPSE, which has never been studied before. For a hydrogen atom near a plasmonic
graphene nanotriangle, we calculate the interference between the 2ED and 2EQ transitions, which
can increase the total transition rate by more than 65%. Third, we do a first step towards the design
of innovative two-photon nanoantennas. We exploit dipolar and quadrupolar modes on one or two
silver nanorods to emit photons of different frequencies in separate directions.

In conclusion, we developed a powerful framework based on the classical computation of Purcell
factors to design nanoantennas for TPSE that can be exploited for various quantum applications.
It can be used for arbitrarily shaped nanostructures to optimize the efficiency and directionality,
amongst others.
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Chapter 1

Introduction

At first glance, the simultaneous emission of two photons by an atom might not seem significantly
different from the emission of a single photon: the energy released by the transition is simply shared
between two quanta instead of one. However, the deeper we delve into this process of two-photon
spontaneous emission, the more we realize that it is far more complex. Because it momentarily and
intriguingly challenges the laws of conservation of energy, it is a fascinating example of the oddities
of quantum mechanics. What makes it even more interesting is that the spontaneous emission occurs
through interaction with the vacuum modes of the electromagnetic field, allowing it to be strongly
enhanced and controlled by designing a nanophotonic structure that shapes the surrounding field.
The complex nature of the two-photon spontaneous emission process not only deepens our under-
standing of quantum phenomena, but also holds significant promise for the quantum technologies of
tomorrow.

1.1 Context

In the early 1930s, Maria Göppert-Mayer predicted that quantum emitters could decay by simulta-
neously emitting two photons [1], a process termed now two-photon spontaneous emission (TPSE).
This second-order process in perturbation theory [2] determines the mean lifetime of the 2s state of
hydrogen [3], since single-photon transitions are forbidden from this state. Over the past century,
numerous theoretical studies have been conducted, particularly to calculate the two-photon decay
rate of hydrogenic atoms [3–5], to explain the origin of the continuous spectra observed in nebulae [4],
and to understand the role of TPSE in the dynamics of cosmological hydrogen recombination [6–
8]. It was not until 1975 that the first experimental measurement of a two-photon emission rate,
in hydrogen, was carried out [9]. Since then, TPSE has been investigated in a variety of systems
beyond hydrogen, including atoms [10, 11], molecules [12], semiconductors [13–16], and quantum
dots [17–19]. Notably, the first observations of TPSE from semiconductors and quantum dots took
place around the year 2010 [14, 17].

Nowadays, the exploitation and the control of the TPSE process is of great interest as it promises
several applications [20–23], such as the conception of broadband absorbers and light emitters. In
particular, TPSE is a promising alternative to the commonly used spontaneous parametric down
conversion (SPDC) process to generate entangled photons pairs [13]. In SPDC, a high intensity
laser source shines a non-linear crystal to generate two photons of lower energy [24]. In comparison,
TPSE is theoretically more efficient [13], more flexible for designing sources with given output
wavelengths [11], and could be used to fabricate integrated two-photon sources.

Despite the interest in controlling this process, TPSE typically occurs 8 to 10 orders of magnitude
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Chapter 1. Introduction

slower than the competing spontaneous emission of a single photon [22], but such limitations can be
overcome by shaping the surrounding electromagnetic field. Indeed, since the work of Purcell [25],
it is known that the spontaneous emission rate of an emitter is not only an intrinsic property of
the emitter itself but also depends on its environment: this is the Purcell effect. Since the last
decade, TPSE enjoys a renewed interest [21, 22, 26, 27] due to the recent advancements in the
field of plasmonics. Plasmonic nanostructures can confine the light at the nanoscale in the form
of localized surface plasmons [22], which are resonances between the incident electric field and the
collective oscillations of the conduction electrons at a metallic interface. Such confinement results in
a light emission enhancement by several orders of magnitude [22]. Thereby, two-photon transitions,
as well as multipolar transitions (e.g., electric quadrupolar), can even outperform the electric dipole
single-photon transition [22, 28, 29], making their exploitation accessible.

Despite the recent studies about TPSE near plasmonic nanostructures, they are hampered by a
lack of efficient theoretical and numerical methods. For one-photon spontaneous emission (OPSE),
it is known that the influence of the environment on the emission rate of a quantum emitter is
identical to that on the power emitted by a classical point source [30], enabling the calculation of
the Purcell effect by modeling classical sources in electromagnetic simulations. However, this link
was not yet been established in the case of the two-photon Purcell effect, i.e., the influence of the
environment on the TPSE rate. This link is not straightforward as in the case of OPSE, and it was
first derived by Muniz et al. in 2019. In Ref. 31, he establishes the expression for it as a function
of the one-photon Purcell factors, i.e., the ratio between the one-photon spontaneous emission rate
of a quantum emitter within a photonic environment and in vacuum. However, the expression
is not general as it is limited to symmetric situations and only considers the two-electric dipole
transition. Hence, we develop an efficient and general framework which can be used for arbitrarily
shaped nanostructures and for any emitter positions. Moreover, we include higher-order multipolar
contributions to the TPSE, such as the contribution of the magnetic dipole and electric quadrupole,
since multipolar interactions are also enhanced with plasmonic nanostructures [22].

1.2 Outline

In this thesis, we develop a general framework to compute the two-photon Purcell effect of a quan-
tum emitter near arbitrarily shaped nanostructures via the classical computation of the one-photon
Purcell factors. To do so, we take into account the interaction up to the electric quadrupolar order,
as well as the interference effects between the multipolar pathways. Furthermore, we consider the
simplest emitter, namely the hydrogen atom, and we study the two-photon transition between two
spherically symmetric states. Then, we verify our numerical calculation of Purcell factors by repro-
ducing results from the literature [26]. Afterwards, we study for the first time to our knowledge the
interference between the multipolar pathways of the TPSE. Finally, we do a first step towards the
design of innovative two-photon nanoantennas, where photons are emitted in different directions.

This thesis is structured into 6 chapters. Chapter 2 is devoted to the basic concepts, Chapters 3
and 4 to the development of the framework, Chapter 5 to the calculation of the emitter contribution,
Chapter 6 to the computation of the environment contribution, and Chapter 7 to the application
in specific plasmonic nanostructures. Each chapter is followed by a summary of the important
information and equations.

Chapter 2 provides an overall understanding of the various key concepts of this thesis. We begin
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1.2. Outline

by introducing the process of spontaneous emission and examine the different pathways by which
a quantum emitter can decay. We include interferences when multiple decay pathways coexist,
and discuss efficiency of the process when emission takes place within a photonic environment.
Moreover, we address the electric dipole approximation, which is generally used to study light-matter
interactions. It states that electric dipole (single-photon) transitions dominate the other transitions,
such as multipolar and multiquanta transitions, called (electric-dipole) forbidden transitions. Then,
we explain that in structures confining light at the nanoscale, such as plasmonic nanostructures,
forbidden transitions become accessible due to the Purcell effect. Afterwards, we provide an overview
of the historical background, applications, and recent research about the two-photon spontaneous
emission (TPSE) process, the core subject of this thesis. Next, we introduce the Fermi’s golden
rule, which will be used to calculate spontaneous emission rates, and recall the selection rules for the
hydrogen atom. We also introduce the Green’s function that gives the power emitted by classical
sources, and present the link between classical and quantum sources: the Purcell factors. Lastly, we
provide a concise introduction to surface plasmons, as plasmonic nanostructures are considered in
this thesis to enhance two-photon spontaneous emission rates.

Chapter 3 is devoted to the one-photon spontaneous emission (OPSE) process. Starting with
Fermi’s golden rule and with the Hamiltonian describing the emitter-field interaction up to the
electric quadrupolar order. We derive the electric dipole (ED), magnetic dipole (MD) and electric
quadrupole (EQ) contributions to the OPSE, as well as the interferences between these multipolar
pathways. By doing so, we obtain equations that are valid regardless of the quantum emitter and
of the photonic environment. Next, the special case where the emission takes place in vacuum is
considered. We then make the link with the power emitted by classical point sources by writing the
multipolar contributions to the OPSE using Green’s function, highlighting that the Purcell effect
can be computed by considering classical point sources in electromagnetic simulations. Afterwards,
we introduce a modified version of the Voigt notation to simplify the equations relative to the EQ
transition. Finally, the obtained expressions are decomposed into Purcell factors bases, which will
be useful to establish the link between the two-photon Purcell effect and the one-photon Purcell
factors.

We go one step further in Chapter 4 by considering the two-photon spontaneous emission process,
the core subject of this thesis. Thereby, similar developments than for the OPSE are performed, but
starting with the second-order Fermi’s golden rule instead of the first-order one. We derive general
expressions for the multipolar contributions to the TPSE rate, namely the two-electric dipole (2ED),
two-magnetic dipole (2MD), the two-electric quadrupole (2EQ), and their interference. Next, the
special case where the emission takes place in vacuum is considered. We then express the TPSE rates
via the Green’s function and use the modified Voigt notation. Lastly, we use the decomposition into
Purcell factor bases of the OPSE rates to express the TPSE rates as a function of the Purcell factors
of the two photons emitted during the process, enabling the classical computation of the two-photon
Purcell effect. Furthermore, a comparison with the less general formula derived in Ref. 31 for the
2ED transition rate is made.

In the equations derived for the multipolar contributions to the TPSE rate, the emitter contri-
bution (i.e., the second-order transition moments) is decoupled from the contribution of the envi-
ronment (i.e., the Purcell factors). In Chapter 5, we calculate analytically the emitter contribution,
for the transition considered throughout this thesis: a transition between two spherically symmetric
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Chapter 1. Introduction

states (s states) of a hydrogen atom. Firstly, we calculate the normalized second-order transition
moments, which are sufficient to calculate the two-photon Purcell effect, i.e., the change of the TPSE
rate due to the environment. Subsequently, we calculate the vacuum TPSE rates, which require the
calculation of the norm of the transition moments, enabling the calculation of the absolute TPSE
rates.

With the emitter contribution to the equations calculated, we explain the method used to calcu-
late the Purcell factors in Chapter 6. For this purpose, we use the commercial software COMSOL
Multiphysics® which is based on the finite element method, and a short introduction to this nu-
merical method is provided. We also introduce the weak formulation of the master equation which
is solved: the wave equation of the electric field. In addition, since only the electric and magnetic
point dipoles are available in the software, we derive the weak formulation of the electric point
quadrupole. Then, we describe the COMSOL models employed to compute the Purcell factors.
Finally, we present the optical models of silver and graphene, the two metallic materials employed.

Chapter 7 is dedicated to the computation of TPSE spectra for transitions between s states of a
hydrogen atom close to different plasmonic nanostructures. Firstly, we validate our Purcell factors
computation by comparison with results of Ref. [26], where they used an analytical calculation
of the Purcell factors to calculate the 2ED transition rate for the emitter placed on the axis of
symmetry of a silver nanodisk. In addition, we exploit the flexibility of our framework to study
the case of an off-axis emitter, and we calculate the 2EQ transition rate. Secondly, we design a
graphene nanotriangle close to which the 2EQ transition rate is of the same order of magnitude as
the 2ED transition rate. We demonstrate a breakdown of the electric dipole approximation in the
TPSE process, and we study the interference between these two multipolar emission channels. We
find both destructive and constructive interferences, e.g., an increase of 67% of the total transition
rate. Thirdly, an important challenge for two-photon sources is the design of systems emitting
the photons in separate directions at different frequencies. To address this issue, we design two
nanoantenna systems based on silver nanorods, that operate via different mechanisms.

1.3 Publications and conferences

In this section, we list all the papers published or submitted during the PhD thesis. Furthermore,
we list all the contributions to national and international conferences.

1.3.1 Publications

• S. Smeets, B. Maes, and G. Rosolen, General framework for two-photon spontaneous emission
near plasmonic nanostructures, Physical Review A 107, 063516 (2023).

• L. Rassinfosse, J. Müller, O. Deparis, S. Smeets, G. Rosolen, and S. Lucas, Convergence
and accuracy of FDTD modelling for periodic plasmonic systems, Opt. Continuum 3, 844-858
(2024).

• S. Smeets, B. Maes, and G. Rosolen, Interference between multipolar two-photon transitions
in quantum emitters near plasmonic nanostructures, Discover Nano 19, 155 (2024).

• S. Smeets, B. Maes, and G. Rosolen, Tailoring directivity of two-photon spontaneous emission
using plasmonic nanoantennas, submitted in Optics Letters (2024).
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Chapter 2

Spontaneous emission and Purcell effect

In this chapter, we start by introducing in Section 2.1 the spontaneous emission process and we
examine the various pathways by which a quantum emitter can decay. We also explain how to
enhance the slowest decay pathways via the Purcell effect, we describe the interferences when multiple
decay pathways coexist, and we discuss about the efficiency of the spontaneous emission inside a
photonic environment. Then, we present in Section 2.2 the historical background, the applications,
as well as the recent studies about the two-photon spontaneous emission process, the core subject of
this thesis. Next, in Section 2.3, we introduce the Fermi’s golden rule used to calculate spontaneous
emission rates and we discuss about the selection rules for the hydrogen atom. Subsequently, we take
the time in Section 2.4 to present a textbook case to illustrate all the different types of transitions
we have introduced. Afterwards, we calculate in Section 2.5 the power radiated by classical sources,
and we introduce the Purcell factors that link them to transition rates of quantum emitters. Finally,
in Section 2.6, we provide a concise introduction to surface plasmons, as plasmonic nanostructures
are considered in this thesis to enhance two-photon spontaneous emission rates. This chapter ends
with a summary of the important notions necessary for this thesis.

2.1 Introduction to the spontaneous emission process

Through interaction with the surrounding electromagnetic field, the electron of a quantum emitter
(e.g., an atom, a molecule, a quantum dot) can transit from one state to another according to
three different processes: absorption, stimulated emission, and spontaneous emission [2]. These are
illustrated and explained in Figure 2.1. In this thesis, we are interested in the spontaneous emission
(SE) process which is a fundamental quantum process in the field of light-matter interaction [32].
The term “spontaneous” refers to the fact that the emission seems to occur spontaneously without
any interaction. Indeed, unlike the stimulated emission and absorption processes that only require
the quantification of the emitter levels, SE cannot be understood without a quantum treatment of
the electromagnetic field [33]. It is through the interaction between an emitter’s excited state and
the vacuum modes of the electromagnetic field that this process can take place. Thus, the SE can
be understood as an emission stimulated by vacuum [32].

SE is responsible for most of the light we see all around us and many names are used to refer
to it depending on the emitter’s excitation mechanism [Fig. 2.2]. For example, SE is called biolumi-
nescence if the emission results from biochemical reactions in a living organism, electroluminescence
if light is emitted due to an electric current, or photoluminescence if the emitter is excited by the
absorption of radiation (if the radiation stops within nanoseconds after the shutdown of the exciting
radiation, it is fluorescence, whereas if it stops after few microseconds to several hours, it is phos-
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Chapter 2. Spontaneous emission and Purcell effect

E

ℏωeg

Absorption

|e⟩

|g⟩

ℏωeg

Stimulated emission
|e⟩

|g⟩

ℏωeg

ℏωeg

ℏωeg

Spontaneous emission

|e⟩

|g⟩

ℏωeg

Figure 2.1: Energy representation of the absorption, stimulated emission and spontaneous emission
processes [2]. In an absorption process, an incident photon is absorbed by an electron that transits
towards a higher energy state |e⟩. In a stimulated emission process, an incident photon causes the
transition of an electron towards a lower energy state |g⟩ by emitting a photon with characteristics
similar to those of the incident photon, resulting in a coherent emission. In a spontaneous emission
process, an electron decays spontaneously to a lower energy state by emitting a photon in a random
direction. The energy of the photons involved in these processes is equal to the energy difference
between the two emitter states: ℏωeg.

phorescence [34]). Furthermore, the photon initiating the stimulated emission in lasers comes from
the SE and using a thermodynamical argument, one can show that the radiation from the sun is
mainly due to the SE [32].

Historically, the theory of electromagnetism predicts that oscillating charges radiate, which was
confirmed by Hertz’s experiments in 1887 [32]. Then, Lorentz attributed the radiation by atoms
to the oscillation of the atomic electrons, without understanding why atoms emit only at certain
frequencies. This was understood in 1913 thanks to Bohr’s theory of the hydrogen atom [32]. In
1916, Einstein introduced coefficients, later named Einstein coefficients, to describe spontaneous
emission, stimulated emission and absorption processes using thermodynamical arguments [32]. The
first person to derive the expression of the SE rate from first principles was Dirac in 1926 in his
quantum theory of radiation [40], later named quantum electrodynamics. In the 1940s, Purcell
discovered that the environment of a quantum emitter affects its SE rates [25, 30]. Concretely, the
Purcell effect results from a modification of the photon local density of states at the emitter position.
This discovery leads, with the Jaynes-Cummings model developed in 1963 to describe the interaction
between a two-level system and the quantified vacuum mode of the electromagnetic field inside a
cavity [41], to the cavity quantum electrodynamics theory [30]. Thereby, SE rates can be enhanced,
reduced, or even suppressed, via the boundary conditions imposed on the electromagnetic field of
the surrounding vacuum [42].

In addition to being responsible for most of the light we perceive every day, SE is responsible for
the fingerprint of atoms and molecules, which is their emission spectrum [43]. Usually, because the
size of a quantum emitter is typically three orders of magnitude smaller than the wavelength of the
light it emits, it is sufficient to study the interaction between a quantum emitter and the surrounding
electromagnetic field under the electric dipole approximation [30, 44, 45]. In the latter approach, the
emitter “feels” a uniform electric field, thus neglecting the spatial variations of the field over it and
consequently neglecting higher-order multipolar interactions that depend on the derivatives of the
electric field (this will be explained mathematically in Section 3.2 when the Hamiltonian describing
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2.1. Introduction to the spontaneous emission process

(a)

(c) (d)

(b)

(e)

Figure 2.2: Illustration of different types of spontaneous emission (SE). (a) Bioluminescence from
phytoplanktons [35]. (b) Solar radiation is mainly due to SE [36]. (c) Electroluminescence from
light-emitting diodes [37]. (d) Phosphorescence [38]. (e) Laser emission starts with SE [39].

the interaction between the emitter and the field is introduced) [45, 46]. Therefore, the emitter is
assumed to be a point and electric dipole transitions dominate, unless prohibited by selection rules
between the considered initial and final states of the emitter. The selection rules for the hydrogen
atom are addressed in Section 2.3. In atoms, electric dipole transitions are characterized by a
variation of one unit in the azimuthal quantum number of the electron performing the transition
and by the emission of a single quantum [45, 47].

Thereby, most of the decay pathways of an emitter have a low or a zero probability to occur, mak-
ing much of the emission spectrum invisible and inaccessible [22]. These pathways are called (electric
dipole) forbidden transitions, with the nuance that zero probability transitions, i.e., transitions that
are not allowed by the emitter’s selection rules [47], are called strictly forbidden transitions [22].
The forbidden transitions are classified into three distinct categories: multipolar, spin-flip, and mul-
tiquanta emission processes [22]. Firstly, in atoms, multipolar transitions are characterized by a
change in the electron’s azimuthal quantum number of more than one unit. Typically, if the change
in azimuthal quantum number increases by one, the transition rate decreases by 4 to 6 orders of
magnitude [22]. This is the result of the large difference between the wavelength of the emitted
light (≈ 100 to 1000 nm) and the orbital size involved in the transition (≈ 0.1 to 1 nm). Secondly,
multiquanta transitions are higher-order processes characterized by the emission of more than one
photon. In addition to the mismatch between the emitter’s size and the light that is emitted, these
processes involve the fine-structure constant α ≈ 1/137 to the power of the order of the transi-
tion (e.g., squared for the emission of two quanta), thus explaining their slowness in comparison
with first-order (single-photon) transitions [48]. For example, the two-photon spontaneous emission
(second-order process) is 8 to 10 orders of magnitude slower than the competing spontaneous emis-
sion of a single photon [22, 48]. Thirdly, during spin-flip transitions, light is emitted when the spin
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Chapter 2. Spontaneous emission and Purcell effect

of an electron flips. An historical example is the 21-centimeter line of hydrogen that has several
cosmological applications [49].

Despite the difficulty of accessing these forbidden transitions, they can lead to a wide variety
of applications [22]. For example, it enables the conception of spectroscopy platforms to access a
larger part of the electronic energy levels of atoms and molecules, the development of entangled two-
photon sources based on the two-photon spontaneous emission as well as the design of broadband
absorbers and light sources. However, it is possible to design systems in which the spatial extent of
the emitter is no longer negligible compared to the wavelength of the light it emits. Thus, the point
dipole approximation is no longer valid, opening access to otherwise forbidden transitions. This can
happen with emitters having a large spatial extent, such as quantum dots or organic molecules [50–
53], and in systems confining light [28], such as photonic crystals [18, 54], plasmonic nanocavities [22,
28, 29, 50, 55–62], nanomagnonic cavities1 [63, 64], and phonon polaritonic nanocavities [48, 65].
Therefore, in systems that confine light at the nanoscale, the forbidden transitions can be enhanced
and even outperform the electric dipole single-photon transition [22, 28]. For example, the electric
quadrupole transition rate can become locally 100 times larger than the dipolar one for a hydrogen-
like emitter near graphene nanoislands [29]. In addition, the two-quanta emission can be two orders
of magnitude greater than the emission of a single quantum with phonon polaritons (quasiparticles
arising from the coupling between the light and the vibrations in a crystal) in boron nitride or
silicon carbide [48]. In this thesis, we focus on plasmonic nanocavities where the wavelength of the
light can be squeezed by two orders of magnitude in the form of localized surface plasmons [22]
(quasiparticles arising from the coupling between the light and the oscillations of electrons in a
sub-wavelength conductive nanostructure [66]). An introduction to surface plasmons is given later
in this chapter, in Section 2.6.

When several decay pathways coexist between two given states of an emitter, the overall transi-
tion rate is the sum of the individual rates. However, if in a system (atom plus environment) several
decay channels are dominant, it is necessary to take into account the interference effects between
them, potentially resulting in an increase or a decrease in the overall transition rate [2]. Note that
in vacuum, multipolar transitions cannot interfere with each other because each multipolar emitter
generates its unique field distribution that remains decoupled from other multipolar sources at the
same location [2]. Inside a photonic environment, the multipolar field distributions are modified and
interference between multipolar emission channels can occur [2].

Between two states of an atom, the selection rules [45, 47] tell us that there is only one possible
decay channel for the emission of a single photon (e.g., electric dipole, magnetic dipole, electric
quadrupole, etc.), and therefore no interference. However, in the case of molecules and asymmetric
quantum dots, multiple multipolar single-photon emission channels can occur simultaneously, and
therefore can interfere. For example, interference effects were studied between the one-photon mag-
netic dipole and electric quadrupole transitions in molecules [62] and between one-photon electric
dipole, magnetic dipole and electric quadrupole transitions in quantum dots [51]. In the two-photon
spontaneous emission (TPSE) process, the second-order transition is mediated by virtual intermedi-
ate states, allowing multiple multipolar emission channels to exist simultaneously [5] and to interfere,
but these interferences have never been studied to our knowledge. However, interferences between
a cascade of two single-photon (first-order) transitions and two-photon (second-order) transitions

1A magnon is the quasiparticle associated to an elementary excitation of a spin wave in a crystal lattice [63, 64].
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2.2. Two-photon spontaneous emission: state of the art

have been studied [8].

In vacuum, SE processes result in the emission of photons in random directions. However,
inside a photonic environment, an excited emitter can decay either radiatively in the case of photon
emission in the far-field or non-radiatively in the case of energy dissipation in the environment in
the form of, for example, phonons or plasmons [30]. Thus, one defines the quantum efficiency of
a system as the ratio between the radiative and the total (radiative plus non-radiative) transition
rates: η := Γrad/Γtot [30, 67]. In addition to the design of nanoantennas with high quantum
efficiency and high Purcell factor (i.e., a high enhancement of SE rates) [67, 68], their overall efficiency
can be further improved by enhancing their directivity, thus increasing the proportion of photons
that are emitted in a desired direction, e.g., to couple to a waveguide [69]. For example, Yagi-
Uda [70, 71], bull’s eye [72, 73], and hybrid metal-dielectric nanostructures [68, 74] can typically
improve the directivity by a factor of 2 to more than two orders of magnitude compared with the
directivity of a dipolar source in vacuum [Fig. 2.3]. Note that hybrid metal-dielectric nanostructures
combine the advantages of both structures: a large Purcell factor due to the high confinement of the
electromagnetic energy in the surroundings of the metal as well as a high scattering directivity with
low losses in the dielectric part [68, 74].

(a) (b) (c)

Figure 2.3: Schematic representations of nanoantenna examples for tailoring directivity. The
figures are taken from the articles cited. (a) Yagi-Uda inspired nanoantenna consisting of one
oriented emitter (red arrow), one reflector silver nanosphere at its left, and an array of director
silver nanospheres at its right [71]. The emission pattern shows directional emission in the direction
of the director nanospheres. (b) Bull’s eye silver nanoantenna consisting of a dipole emitter placed
at the central area surrounded by concentric rings [72]. (c) Hybrid metal-dielectric nanoantenna [74].
The emission from a dipole emitter (red arrow) is enhanced by a gold nanorod and redirected by a
silicon nanodisk in the y direction.

2.2 Two-photon spontaneous emission: state of the art

In this thesis, we study the two-photon spontaneous emission (TPSE) process. Historically, this
second-order process in perturbation theory was predicted by Göppert-Mayer in 1931 [1] and is
responsible for the mean lifetime of the 2s state of hydrogen [3]. It is at the origin of the continuous
spectrum coming from planetary nebulae [Fig. 2.4] where about one third of electron captures by
hydrogen atoms leads to the 2s state and so to the TPSE [4]. Also, the 2s→ 1s transition in hydrogen
has a significant role in the control of the dynamics of cosmological hydrogen recombination [6–
8]. Therefore, its consideration improves the accuracy in the determination of the cosmological
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Chapter 2. Spontaneous emission and Purcell effect

parameter measurements from the cosmic microwave background [75]. The first estimate of this two-
electric dipole transition rate was made by Breit and Teller in 1940 [3], and one decade later, Spitzer
and Greenstein realized a refinement and found a value of 8.23 s−1 [4]. It was not until 1975 that
the first experimental measurement of a two-photon emission rate, in hydrogen, was carried out [9].
In 1981, Goldman and Drake realized the first calculations that include multipolar contributions
to the TPSE process [5]. For the hydrogen atom, they found that the two-magnetic dipole and
the two-electric quadrupole transition rates are, respectively, 12 and 13 orders of magnitude smaller
than the two-electric dipole one. Recently, the TPSE has been investigated in systems other than
hydrogen, such as in atoms [10, 76], Rydberg atoms [11], molecules [12], quantum dots [17–19],
semiconductors [13–16], epsilon-near-zero-materials [77], plasmonic nanostructures [21, 26, 27], and
cosmic strings [78].

Figure 2.4: Hubble image of the Ring Nebula (Messier 57) [79].

Nowadays, the exploitation and the control of the TPSE process is of great interest as it promises
several applications [20–23]. In addition to enabling the conception of broadband absorbers and
light emitters since this is a continuous process [80], achieving high TPSE rates will enable the
design of a new generation of entangled photon pair sources [13]. Indeed, efficient entangled photon
sources are essential, especially in the telecommunication wavelengths, to test the foundations of
quantum mechanics [81] and for many quantum applications [11, 13, 24, 82], including quantum
computation, quantum teleportation, secured communications, etc. The most common approach to
generating entangled photon pairs is the spontaneous parametric down conversion (SPDC) process
in noncentrosymmetric crystals with second-order optical nonlinearity, in which pump photons are
converted into photon pairs of lower energy [Fig. 2.5]. However, entangled photon sources based
on the TPSE are promising alternatives [13]. Indeed, TPSE sources are theoretically expected to
be 3 orders of magnitude more efficient than SPDC sources for equal pump levels [13] because it
is a second-order process in the time-dependent perturbation theory, while SPDC is a third-order
one [2, 83, 84]. In addition, TPSE should be more flexible for designing sources with given output
wavelengths since there is no phase matching condition to satisfy2 [11]. Furthermore, TPSE is
promising for on-chip integrated two-photon sources where one proposes nanostructures coupled to
waveguides [69], photonic crystals [85], or cavities [86].

In the 2000s, a high-intensity room-temperature TPSE source from semiconductor quantum wells
in a photonic cavity has been proposed [13] and the first observations of TPSE from semiconduc-

2Due to the dispersion, only certain frequency triplets in the SPDC are allowed so that the laws of conservation of
energy and momentum are respected.
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Pump
χ(2)

Nonlinear crystal

Figure 2.5: Schematic representation of the spontaneous parametric down-conversion (SPDC) pro-
cess [24, 87]. In a nonlinear crystal characterized by a second-order susceptibility χ(2), two photons
are converted from a higher energy pump photon in accordance with the laws of conservation of
energy and momentum.

tors have been reported [14]. In 2021, a source of heralded hyper-entangled (i.e., entanglement in
various degrees of freedom verified through a measurement process) photons in the telecommunica-
tion wavelengths has been proposed, which uses TPSE in Rydberg atoms (atoms excited in a state
characterized by a high principal quantum number, e.g., n = 60) placed inside a photonic cavity
designed so that TPSE dominates [11]. Despite the interest in enhancing and controlling the TPSE
process, its study near arbitrary photonic structures is hampered by a lack of efficient theoretical
and numerical methods. In this direction, Muniz et al. derived a few years ago an expression for the
TPSE transition rate of a quantum emitter as a function of the one-photon Purcell factors, with the
restriction that structures are symmetric, that the emitter is at specific positions, and only for the
two-electric dipole transition [31]. Therefore, there is a need for an efficient and general framework
that considers higher-order multipolar interactions to study TPSE near arbitrary photonic struc-
tures. In this thesis, we develop this framework by taking into account the interaction up to the
electric quadrupolar order, as well as the interference effects between the multipolar pathways.

2.3 Fermi’s golden rule and selection rules

Now that SE processes have been introduced, let us see how to calculate the probability that a
quantum system, defined here as the quantum emitter plus the electromagnetic field, transits form
one state to another. For this purpose, consider the time-dependent Schrödinger equation that
governs the time evolution of a quantum system [2, 88]:

iℏ
∂Ψ(t)

∂t
= H(t)Ψ(t), (2.1)

with ℏ the reduced Planck’s constant, Ψ the wavefunction that contains all the information about
the state of the system, and H the Hamiltonian operator. However, solving this equation exactly is
possible only for simple systems [2]. For more complex systems, the time-dependent perturbation
theory gives good approximate solutions when the perturbation (interaction) is weak compared to
the unperturbed system energy. This approximation method is particularly relevant for a quantum
emitter interacting with the electromagnetic field surrounding it since, for example, the field acting
on the electron in the ground state of the hydrogen atom is of the order of magnitude of 1011 V/m,
which is much higher than the vacuum modes of the photonic environments usually studied and
than the electromagnetic fields generally applied to an emitter [2].

In the time-dependent perturbation theory, the application of a perturbation to a two-level
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Chapter 2. Spontaneous emission and Purcell effect

quantum emitter (i.e., the interaction with the electromagnetic field), which is small compared to
the emitter energy levels, causes the system to switch continuously from one state to another [2, 88].
Thus, the system’s states after perturbation have not been altered, only the probability of being in
one or the other. This perturbative approach leads to Fermi’s golden rule that gives the probability
per unit time that a system transits from an initial state |i⟩ to a final state |f⟩ due to a small
interaction [88]:

Γi→f =
2π

ℏ
|Mfi|2 δ(Ef − Ei). (2.2)

In SE processes, the initial state is characterized by the emitter in an excited state and by the field
in the vacuum state, while in the final state, the emitter is in its ground state and the field is in
a state containing one of several quanta. In this equation, Ei and Ef denote the energies of the
initial and final states of the system (emitter plus field), respectively, while δ(Ef − Ei) is the Dirac
delta distribution, which ensures the energy conservation during the transition. Moreover, Mfi is
the matrix element of the Hamiltonian Hint describing the emitter-field interaction, which acts as a
perturbation of the system. At the first order, it is given by [2, 88]:

M
(1)
fi = ⟨f |Hint(t) |i⟩ , (2.3)

whereas at the second order, it involves a summation over the intermediate states |l⟩ of the system [2]:

M
(2)
fi =

∑

|l⟩

⟨f |Hint(t) |l⟩ ⟨l|Hint |i⟩
Ei − El

, (2.4)

whereM (1)
fi andM (2)

fi describe one- and two-photon spontaneous emission processes, respectively. We
will come back to this in the subsequent chapters when we address mathematically these processes.

Equation (2.2) can only be employed for transitions between discrete states of a system, so it is
not complete for studying SE processes [2, 88]. Indeed, for a transition between two given states
of a quantum emitter, there is a continuum of final states that is available for the emitted quanta,
and it is therefore necessary to sum the transition rates relative to the transitions to each of these
states [2, 88]. This is usually done by introducing the density of final states ρ(Ef ) that represents
the number per unit of energy interval of available states at the energy Ef [2, 88]. By adding an
integration over ρ(Ef ) dEf , which gives the number of final states within the energy interval Ef and
Ef + dEf , we find the most familiar form of Fermi’s golden rule [2, 88, 89]:

Γi→f =
2π

ℏ
|Mfi|2 ρ(Ei), (2.5)

where Ei = Ef by energy conservation. To study SE processes in the following chapters, we use the
formulation of Fermi’s golden rule expressed with the delta distribution [Eq. (2.2)], adding at the
end of the developments a sum over all possible states for the emitted quanta.

Selection rules

Having presented the method used to calculate SE rates, it is interesting to look at which transitions
are allowed between two states of an emitter. These are given by the so-called selection rules
and depend on the symmetry group to which the emitter belongs. In this thesis, we consider the
simplest emitter, namely the hydrogen atom, which has spherical symmetry and the advantage of

14



2.4. Textbook case

being analytically calculable. Its wavefunction ψ(r) can be written as a product between a radial
function Rn,l(r) and a spherical harmonic function Y m

l (θ, φ) representing the angular part [45]:

ψ(r) = Rn,l(r)Y
m
l (θ, φ), (2.6)

where n, l and m are, respectively, the principal, azimuthal and magnetic quantum numbers. The
first one determines the energy level of the electron which is given by −Ei/n

2 with n ∈ N0 and
Ei = 13.6 eV the ionization energy. The second one gives the shape of the orbital and can take n−1

values: l = 0, 1, . . . , n− 1. The last one sets the spatial orientation of the orbital and can take 2l+1

values: m = −l,−l+1, . . . , l. Hereafter, we use the spectroscopic notation to label the states. Thus,
a state is written as nl where l = 0, 1, 2, 3 is noted with the letters s, p, d, f , respectively.

To derive the selection rules for a given multipolar transition, it is sufficient to determine if the
matrix element of the corresponding multipolar operator between the ground and the excited states
of the emitter, noted respectively as |g⟩ := |ng, lg,mg⟩ and as |e⟩ := |ne, le,me⟩, is non-zero [47, 90].
For example, for electric dipole and quadrupole transitions, we determine for which conditions on
the quantum numbers of the excited state |e⟩ and of the ground state |g⟩ the two following matrix
elements are non-zero [47, 90]:

⟨g|d|e⟩ = −e ⟨ng, lg,mg| r |ne, le,me⟩ , (2.7a)

⟨g|Q|e⟩ = −e
2
⟨ng, lg,mg| rr |ne, le,me⟩ , (2.7b)

with d, Q, and r being the electric dipole, electric quadrupole, and position operators, respectively.
By expressing the position vectors in terms of spherical harmonics, one finds the selection rules for
electric dipole (ED) and electric quadrupole (EQ) transitions for the hydrogen atom [47, 90]:

ED transition: ∆n ̸= 0, ∆l = ±1, ∆m = 0,±1, (2.8a)

EQ transition: ∆n ̸= 0, ∆l = 0,±2, ∆m = 0,±1,±2, (2.8b)

where EQ transitions between two states characterized by l = 0 are forbidden. We will have the
opportunity to calculate these matrix elements when we will calculate TPSE rates in Chapter 5.

2.4 Textbook case

In order to clarify the different types of transitions of the SE process that we have introduced and
to further understand the characteristics of the two-photon spontaneous emission (TPSE) process,
let us consider an isolated hydrogen atom with its electron being in an initial and excited state
and let us examine the transitions that are allowed towards the ground state depending on the
initial state. For this example, we consider only the electric dipole (ED) and the electric quadrupole
(EQ) interactions, and we consider one and two-photon transitions. In the case of a two-photon
transition, it follows from equations (2.8) that ∆l = 0,±2 for a two-electric dipole (2ED) transition,
∆l = 0,±2,±4 for a two-electric quadrupole (2EQ) transition, and ∆l = ±1,±3 for the mixed
transitions ED-EQ and EQ-ED.

First of all, one distinguishes two different processes among the two-photon transitions: the
cascade of two independent single-photon transitions (i.e., two first-order transitions) and the quasi
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simultaneous emission of two photons via the TPSE process (i.e., one second-order transition) [8].
The difference between these two decay mechanisms lies in the nature of the intermediate state that
connects the initial state with the final state. In the cascade of two single-photon transitions, the
intermediate state is a resonant state having an energy lower than the energy of the initial state
and so both single-photon transitions have a pure Lorentzian shape. In the TPSE transition, the
intermediate state has an energy equal or greater than the energy of the initial state. As a result, the
law of conservation of energy is temporarily violated since the energy of the emitter increases while
a photon is emitted. The intermediate states that mediate transitions without energy conservation
are called virtual states [2, 42, 91] and their existence is limited in the time by the uncertainty
principle. Indeed, they can exist only during a time shorter than the reduced Planck constant
divided by the amount of energy violated: t ≤ ℏ/∆E [42]. Therefore, quasi simultaneously with
the first transition towards the virtual intermediate state, the emitter decays to its ground state by
emitting a second photon. Note that unlike first-order processes that connect two resonant states of
the emitter, second-order processes connect non-resonant states. Therefore, the energy of a photon
is not equal to the energy difference between two emitter states (e.g., between the intermediate
and the ground states) since the conservation of energy is temporarily violated. Overall, the law of
conservation of energy is respected: the energy of the two photons is equal to the energy difference
between the excited and the ground state of the emitter, noted as ℏωeg. Thereby, this second-order
transition can only be understood as a whole. Furthermore, since only the sum of the energies of
the two photons is fixed, the frequency ω of one photon can take any value between 0 an ωeg and
the second photon will have the complementary frequency ωeg − ω, leading to a broad continuous
and symmetric spectrum with respect to ωeg/2 [92].

Let us start by considering the electron in the first excited level (n = 2) and let us examine the
possible transitions towards the ground state, i.e., the 1s state (n = 1, l = 0). In the n = 2 shell,
either the electron is in the 2s (l = 0) or in the 2p (l = 1) states, which have the same energy. In
the first case, single-photon ED and EQ transitions are prohibited by the selection rules. Among
two-photon transitions, the cascade of two single-photon transitions is also forbidden due to the
absence of an intermediate resonant state between the excited and the ground states. Therefore,
the only possibility for the emitter is to decay via a TPSE transition. Thereby, either the emitter
performs a 2ED transition which is mediated by p states or a 2EQ transition which is mediated
by d states. In the case where the electron is initially in the 2p state, the ED transition is now
allowed, while the EQ transition and the cascade of two single-photon transitions are still forbidden.
Among TPSE transitions, it is now the mixed transitions, mediated by d states, that are permitted
by selection rules.

Let us now consider an electron in the n = 3 shell, and more specifically in the 3d state (l = 2).
In this case, the ED transition is forbidden towards the ground state while the EQ transition is
allowed (red transition in Fig. 2.6). However, the electron can perform a first ED transition to
the 2p state and then a second one to reach the ground state (green transitions in Fig. 2.6): it
performs a cascade of two first-order ED transitions. In addition, the emitter can perform second-
order transitions, where the 2ED transition is mediated by virtual states of type p (blue transitions
in Fig. 2.6) while the 2EQ transition is mediated by virtual states of type d (not shown). Note that
these transitions can interfere with each other [2, 8].

In order to get an idea of the order of magnitude of these transitions, the rates of some of them
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Figure 2.6: Energy representation and spectra of three possible transitions from the excited state
3d to the ground state 1s. The EQ transition is drawn in red, the cascade of two ED transitions
in green, and the 2ED TPSE transition in blue. The energy difference between two states is given
by ∆E = Ei(

1
n2
f
− 1

n2
i
) with Ei the ionization energy of hydrogen and ni > nf . (a) In the energy

representation, real states are sketched with solid lines while virtual states are drawn with dashed
lines. As the law of conservation of energy is temporarily violated during the TPSE transition (blue),
it is not possible to draw a picture that correctly represents both the energy of the intermediate
state (which is greater than the energy of the excited state) and the energy of the two photons
that are emitted (which their sum is equal to the energy difference between the excited and the
ground state). Thus, for the TPSE transition, the photons do not have energies equal to the energy
difference between the excited and the intermediate states, and between the intermediate and the
ground states. (b) A log scale is used for the spectra intensity, which are given for comparison
purposes only. Vertical lines represent resonant transitions of Lorentzian shape, while the blue
spectrum represents the continuous and symmetric spectrum of the TPSE transition.

are given in Table 2.1 for the hydrogen atom in vacuum. Note that cascades of two first-order
transitions have similar rates than single first-order transitions [8].

1-order transition |e⟩ → |g⟩ Γ0

[
s−1
]

ED 2p→ 1s 6.3× 108

EQ 3d→ 1s 5.9× 102

2-order transition |e⟩ → |g⟩ Γ0

[
s−1
]

2ED 2s→ 1s 8.2

2EQ 2s→ 1s 4.9× 10−12

Table 2.1: Examples of first-order and second-order vacuum transition rates for the hydrogen atom [5,
93].

2.5 From classical to quantum sources

Before dealing in the next chapters with quantum emitters, which can be seen as quantum sources
since a decay rate multiplied by the energy of the emitted photon is equal to a power, let us take a
mathematical look at the power emitted by classical sources. First, we introduce the dyadic Green’s
function that gives the fields produced by point sources. Then, we calculate the power emitted by an
electric point dipole and quadrupole, and by the superposition of these two multipolar point sources.
Finally, we present the Purcell factors that make the link between the spontaneous emission decay
rate of a quantum system and the power emitted by classical point sources. It is this link that will
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allow us in next chapters to calculate classically the impact of the environment on the spontaneous
emission rate of quantum emitters. This section is mainly based on Chapters 2 and 8 of the book
Principles of Nano-Optics [30].

2.5.1 The dyadic Green’s function

Let us consider an infinite, linear, homogeneous, isotropic, and non-magnetic medium with a dielec-
tric constant equal to 1 in which there is a source contained in a finite volume V . The source is
described by a current density j and we assume a time harmonic dependency e−iωt for it and for the
electromagnetic field, with ω the angular frequency. Starting from Maxwell’s equations, one finds
the wave equation for the electric field E(r) that describes its propagation in the presence of a source
current density j(r) [30]:

∇×∇×E(r)− k2E(r) = iµ0 ω j(r), (2.9)

where ∇ = ( ∂
∂x ,

∂
∂y ,

∂
∂z )

T is a column vector with T denoting the transpose, k is the wavenum-
ber, and µ0 represents the vacuum permeability. In addition to being a differential equation, it is
inhomogeneous because of the right-hand side of the equation.

In this equation,
(
∇×∇×− k2

)
is a linear operator acting on the electric field E(r) representing

the unknown response of the system due the source j(r). Generally, it is difficult to solve this
equation. A mathematical trick is to consider the dyadic Green’s function G(ω; r, r′), a second-rank
tensor, that obeys to the following equation3 [30]:

∇×∇×G(ω; r, r′)− k2G(ω; r, r′) = 1 δ(r− r′), (2.10)

where 1 is the identity tensor and δ denotes the Dirac delta distribution, thus representing a point
source at the position r′. Thereby, the first, second, and third columns of the tensor G correspond
to the field due to a point source in the x, y, and z directions, respectively. Let us assume for the
following that this equation is solved and therefore that the tensor G is known.

By multiplying the last equation by the source j(r′) and by integrating over the volume V

encompassing the source, one gets [30]:
∫

V

(
∇×∇×− k2

)
G(ω; r, r′) j(r′) dV ′ =

∫

V
j(r′) δ(r− r′) dV ′ = j(r), (2.11)

where the integral in the right-hand side has been calculated. Using the equation (2.9), we can
replace j(r) in the right-hand side of the last equation. After a swap between the two equation sides,
one finds [30]:

(
∇×∇×− k2

)
E(r) = iµ0 ω

∫

V

(
∇×∇×− k2

)
G(ω; r, r′) j(r′) dV ′. (2.12)

If the integrand has no singularities, the operator acting on G can be permuted with the integral
and the equation reduces to [30]:

E(r) = iµ0 ω

∫

V
G(ω; r, r′) j(r′) dV ′. (2.13)

3Note that the Green’s function is not only used in electromagnetism, it can be applied to solve the following
general and inhomogeneous equation: LA(r) = B(r), with L being a linear operator acting on an unknown vector
field A, which is the response due to a source vector field B [30].
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2.5. From classical to quantum sources

Therefore, the unknown electric field E(r) produced by the source j(r′) can be calculated by integrat-
ing the product between the dyadic Green’s function G(ω; r, r′), which represents the environment,
and the source over the volume containing it [Fig. 2.7]. This is generally simpler to solve than
the differential and inhomogeneous equation (2.9) when G(ω; r, r′) is known [30]. In addition, the
Green’s function depends only on the photonic environment, so once it is known, it is possible to
obtain the electric field produced by any source.

V

• j(r′)

•E(r)

G(r, r′)

O

r
r′

Figure 2.7: The dyadic Green’s function G(r, r′) represents the environment and gives the electric
field at the position r due to a point source j at the position r′ [30]. The electric field E(r) is
obtained through the integration of the product between the tensor G(r, r′) and the source j(r′)
over the volume V encompassing the source [Eq. (2.13)].

Now that the tensor G has been introduced, one can express the power emitted by a source as
a function of it. The power emitted by the source is given by Poynting’s theorem [30]:

W = −1

2

∫

V
Re {j∗(r) ·E(r)} dV, (2.14)

where Re denotes taking the real part. Using the equation (2.13), one gets

W =
µ0 ω

2

∫

V

∫

V
Im
{
j∗(r) ·G(ω; r, r′) · j(r′)

}
dV ′ dV, (2.15)

where Im denotes taking the imaginary part and the obtained expression involves twice the source
current density. In the next subsection, we calculate the power emitted by electric dipole and
quadrupole point sources and we examine the case where these two sources are superposed, and
therefore their interference. Note that these developments can also be made for the magnetic dipole,
but the equations are similar to those relating to the electric dipole.

2.5.2 Point electric dipole and quadrupole

Let us consider an electric point dipole at the position R oscillating at the frequency ω with a time
harmonic dependency, see sketch in Figure 2.8. Its current density is given by [30]:

jED(r) =
d
dt

d δ(r−R) = −iω d δ(r−R), (2.16)

with d being the electric dipole moment of the source:

d =

∫

V
ρ(r) r dV, (2.17)
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Chapter 2. Spontaneous emission and Purcell effect

with ρ the volume charge density4. Using the expression of the current density in equation (2.13),
we obtain the electric field produced by the electric point dipole [30]:

E(r) = µ0 ω
2G(ω; r,R)d. (2.18)

Thereby, each column of the Green’s function gives the electric field at the position r produced by
an electric point dipole at the position R, oscillating at the frequency ω, and whose axis is aligned
with one of the coordinate axes [30].

Using equations (2.15) and (2.16), we obtain the power emitted by the electric point dipole inside
an environment which is represented by the Green’s function [30]:

WED =
µ0 ω

3

2
∥d∥2

{
d̂
∗
· ImG(ω;R,R) · d̂

}
, (2.19)

where the caret denotes normalized vectors and where the imaginary part of the Green’s function is
evaluated at the source position R. Note that ImG(ω; r, r′) is a symmetric tensor when r = r′ [30].
Using the free-space related expression of ImG, the emitted power in vacuum is given by [30, 94]:

WED,0 =
µ0 ω

4

12πc
∥d∥2 . (2.20)

Thereby, the vacuum normalized power is given by

WED

WED,0
=

6πc

ω

{
d̂
∗
· ImG(ω;R,R) · d̂

}
. (2.21)

For an electric point quadrupole at the position R, sketches in Figure 2.8, oscillating at the
frequency ω with a time harmonic dependency, its current density is given by [2, 23]:

jEQ(r) = iωQ∇ δ(r−R), (2.22)

where ∇ = ( ∂
∂x ,

∂
∂y ,

∂
∂z )

T is a column vector with T denoting the transpose and where the electric
quadrupole moment is defined as5

Q =
1

2

∫

V
ρ(r)

(
rr− r21

3

)
dV, (2.23)

where 1 denotes the identity matrix and where the product rr is an outer product. Therefore, the
power emitted by the point quadrupole is obtained by substituting d by −Q∇ in equation (2.19):

WEQ =
µ0 ω

3

2
∥Q∥2

{
Q̂

∗∇ · ImG(ω; r, r′) · Q̂∇′
}
r=r′=R

, (2.24)

where we defined the squared norm of a rank-n tensor U with n ≥ 1 as ∥U∥2 :=∑i1,i2,...,in
|Ui1,i2,...,in |2

and where ∇′ means derivatives with respect to the coordinates r′. Thereby, the power emitted by a
quadrupole is related to the double derivatives of the imaginary part of the Green’s function. Finally,

4Note that
∫
V
ρ(r) dV = 0.

5The quadrupole moment is sometimes defined with a factor 3 instead of the factor 1/2. However, it is important
to define the quadrupole moment as we did in order to have a correspondence with the electric quadrupole operator
Q = −e rr/2 in quantum mechanics. In addition, Q can be taken traceless in source-free regions (

∫
V
ρ(r)dV = 0)

since ∇ ·E = 0 [30, 46, 94, 95].
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Figure 2.8: Representation of the charge distribution of an electric dipole, an electric quadrupole,
and a linear electric quadrupole. They consist of, respectively, two charges q of opposite sign, two
positive and negative charges q and −q placed alternately on the corners of a square, and three
charges −q, 2q and −q aligned. The center of the three charge distributions is located by the vector
R. For the three systems, the total charge is zero (i.e.,

∫
V ρ(r) dV = 0), and for the two electric

quadrupoles, the dipole moment is zero. When the charges oscillate, there is a source current density
leading to a radiation whose radiation pattern is sketched below each system. Radiation patterns
have been obtained using the COMSOL Multiphysics® software. For point sources, the distance a
between charges tends towards zero by keeping their moments constant.

the power emitted in vacuum is expressed as follows [94]:

WEQ,0 =
µ0 ω

6

40πc3
∥Q∥2 , (2.25)

and the vacuum normalized power is given by

WEQ

WEQ,0
=

20πc3

ω3

{
Q̂

∗∇ · ImG(ω; r, r′) · Q̂∇′
}
r=r′=R

. (2.26)

It is important to note that when a source emits in an inhomogeneous environment (e.g., a
quantum emitter in a cavity or near a plasmonic nanostructure), it is still possible to calculate the
power it emits by integrating the Poynting vector on a surface δV including the source [30]:

W =

∫

δV
⟨S(r)⟩ ·n dS, (2.27)

with n an unitary vector perpendicular to the surface and with ⟨S(r)⟩ the time-averaged value of
the Poynting vector that is given by

⟨S(r)⟩ = 1

2
Re {E×H∗} (2.28)

for fields with a time harmonic dependency. However, the electromagnetic field is the total field
composed of the field produced by the source alone plus the scattered field from the environment [30].
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Chapter 2. Spontaneous emission and Purcell effect

As a result, the environment tailors the electric field at the emitter’s position and with it the power
emitted by the source: this is the Purcell effect. In the case of point sources, the equations (2.19)
and (2.24) show that it is sufficient to know the electromagnetic field (or equivalently the Green’s
function) at the source position.

Superposition of multipolar sources

Let us now consider the superposition of two multipolar sources: an electric point dipole plus an
electric point quadrupole at the same location. In this case, the source current density is given by

jED+EQ(r) = −iω (d−Q∇) δ(r−R), (2.29)

which leads to the three following contributions to the emitted power [Eq. (2.15)]:

WED+EQ =WED +WEQ +WED∩EQ. (2.30)

In the last equation, we define WED∩EQ as the term describing the interference between the
dipole and the quadrupole, which contains two equal cross terms6 and which is expressed as follows:

WED∩EQ = 2
µ0 ω

3

2
∥d∥ ∥Q∥

{
d̂
∗
· ImG(ω;R, r′) · Q̂∇′

}
r′=R

. (2.31)

Thereby, the interference term is related to the derivatives of the imaginary part of the Green’s
function. Note that there is no interference between multipolar sources in vacuum because each
type of emitter generates its unique field distribution that remains decoupled from other multipolar
sources at the same location [2]. We can nevertheless normalize it by the vacuum emitted power of
the ED and EQ:

WED∩EQ√
WED,0WEQ,0

= 2
2
√
30πc2

ω2

{
d̂
∗
· ImG(ω; r, r′) · Q̂∇′

}
r=r′=R

. (2.32)

By looking at the equations of the power emitted by the multipolar sources [Eqs. (2.19), (2.24),
and (2.31)], we notice that they involve twice the electric dipole moment d for the ED source, twice
the electric quadrupole moment Q for the EQ source, and once the electric dipole and quadrupole
moments for the term describing the interference between the dipolar and quadrupolar sources.

2.5.3 Link between classical and quantum sources: the Purcell factor

Since the work of Purcell in 1946 [25], we know that the spontaneous decay rate of a quantum emitter
is not only an intrinsic property of the emitter but also depends on the photonic environment.
Thereby, the environment can be designed to tailor the decay rate of an emitter, by increasing,
decreasing or even suppressing it [30, 96–98]. Furthermore, the atom-field interaction domain is
split into two distinct regimes: the strong and weak coupling regimes [30]. In the strong coupling
regime, the interaction between the emitter and the field occurs faster than the emission of photons
inside the cavity, whereas in the weak coupling regime, it is the opposite. As a result, one needs to use
quantum electrodynamics theory to describe accurately the strong coupling regime. However, in the
weak coupling regime, the classical theory gives the same modification of the spontaneous emission

6This can be proven using that the tensor ImG(ω;R,R) is symmetric [30].
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2.5. From classical to quantum sources

rate as the quantum electrodynamics theory. Here, we develop the link between the modification of
the power emitted by classical sources and the modification of transition rates when these systems
are placed in a given environment.

We know that the transitions between the states of a non-extended quantum emitter are described
by multipolar moments [47, 90] and can therefore be seen as quantum sources. However, for identical
moments describing classical and quantum sources, the powers emitted by these two different systems
are not equal [30]:

Γℏω ̸=W, (2.33)

where Γ denotes the transition rate of the quantum emitter, ℏω is the energy of the emitted photons,
andW represents the power emitted by the classical source. However, when these powers are vacuum
normalized, there is an equality between the modification of these quantities [30]:

Γ

Γ0
=

W

W0
:= P, (2.34)

where P is defined as the Purcell factor. Thereby, the Purcell factor makes the link between transition
rates of quantum emitters and powers emitted by classical sources. Therefore, this equation makes it
possible to calculate the Purcell effect (i.e., the change in transition rates of a quantum emitter in a
given environment) by calculating the power emitted by classical sources having the same multipolar
moments that those describing the emitter transitions.

Furthermore, the equation (2.34) is valid regardless of the multipole moment describing the
transition (electric dipole, magnetic dipole, electric quadrupole transition moments, etc.), but also
when several multipole channels contribute simultaneously to the emitter’s total transition rate.
For example, in the case where the electric dipole (ED) and the electric quadrupole (EQ) emission
channels contribute to the total decay rate, the equation (2.34) becomes

ΓED+EQ

ΓED,0 + ΓEQ,0
=

WED+EQ

WED,0 +WEQ,0
, (2.35)

where ΓED+EQ denotes the total transition rate of the emitter due to the ED and EQ decay channels
and contains the interference between the two emission pathways. Note that, as with classical
sources, there is no interference in vacuum between different multipolar sources because each type of
emitter generates its unique field distribution that remains decoupled from other multipolar sources
at the same location [2]. By developing the contributions to the total transition rate and to the total
emitted power [Eq. (2.30)], we get

ΓED + ΓEQ + ΓED∩EQ

ΓED,0 + ΓEQ,0
=
WED +WEQ +WED∩EQ

WED,0 +WEQ,0
, (2.36)

where ΓED, ΓEQ, and ΓED∩EQ represent, respectively, the ED and EQ transition rates as well as the
interference between these two emission channels.

The exposed link is valid for the one-photon spontaneous emission process only. For the two-
photon spontaneous emission, a first step in establishing the link with the Purcell factors of single-
photon emission has been made, with some restriction on the system and only for the two-electric
dipole transition [31]. In this thesis, we establish in Chapter 4 the general link between the TPSE
rates and the Purcell factors, up to the electric quadrupolar order.
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Chapter 2. Spontaneous emission and Purcell effect

2.6 Surface plasmons

Before concluding this chapter with a summary of the key concepts necessary for this thesis, let us
take a closer look at localized surface plasmons, as plasmonic nanostructures will be used to enhance
TPSE rates. Firstly, surface plasmons are quasiparticles associated to the collective and longitudinal
oscillations of free electrons in a metal [66]. Unlike volume plasmons, these oscillations are confined
at the interface between a dielectric and a metal. Secondly, surface plasmon polaritons (SPPs) are
propagating electromagnetic waves at a metal/dielectric interface arising from the coupling of pho-
tons from an exciting light with surface plasmons. Thirdly, localized surface plasmons are resonances
appearing in sub-wavelength conductive nanostructures, such as metal nanoparticles, conductive 2D
nanostructures and graphene nanoislands, characterized by non-propagating excitations of the elec-
tron plasma coupled to the electromagnetic field [66]. They enable sub-wavelength confinement and
a significant enhancement of the electromagnetic field, but metals exhibit considerable losses [66]. In
this section based on the book Plasmonics: fundamentals and applications [66], we start by deriving
and discussing the dispersion relation of SPPs, then address localized surface plasmons.

The properties of metals are equivalently described by permittivity ε or conductivity σ, which
are related by

ε(ω) = 1 +
iσ(ω)

ε0ω
, (2.37)

with ε0 being the vacuum permittivity [66]. Furthermore, the permittivity of metals is often de-
scribed by the Drude model, which considers the metal as a plasma, i.e., a gas of free electrons
moving against an environment of fixed positive nuclei [66]. Under an external driving electric field
with a time harmonic dependency e−iωt, the permittivity is given by

ε(ω) = 1−
ω2
p

ω2 + iγω
, (2.38)

with ωp the plasma frequency, which represents the resonance frequency of volume plasmons within
the bulk of the metal [66]. The losses are caused by the collisions of the electrons with the positive
ions, where γ = τ−1 denotes the collision frequency with τ the scattering lifetime of electrons. When
ω < ωp, the real part of the permittivity, noted as Re (ε), is negative and the material behaves as
a metal (evanescent waves), while for ω > ωp, it is positive and the material acts like a dielectric
(propagating waves).

In order to understand the properties of SPPs, let us derive their dispersion relation for a prop-
agation at a metal/dielectric interface [Fig. 2.9]. As surface plasmon waves are not possible for a
transverse electric (TE) polarization of the light (characterized by the three components Hx, Ey,
and Hz of the electromagnetic field) due to the field boundary conditions at the interface7, the so-
lution is written for the component Hy, and the other components of the transverse magnetic (TM)
polarization Ex and Ez can be retrieved using Maxwell’s equations. Thereby, the solution is a wave
propagating along the interface with the propagation constant β, and evanescent in the direction

7Physically, the longitudinal oscillation of electrons along the propagation axis z requires an electric field in that
direction, and thus a TM polarization [66].
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Figure 2.9: Schematic illustration of a surface plasmon wave propagating at the interface between
a metal (bottom) and a dielectric (top). The metal is characterized by a complex permittivity εm
with a negative real part, while the dielectric is characterized by a real and positive permittivity εd.
The field generated by the oscillation of the charge density decays exponentially in the two media,
where the decrease is faster in the metal, confining the wave at the interface [66]. The surface
plasmon wavelength λpl can be two orders of magnitude smaller than the wavelength of the light in
the dielectric [22].

perpendicular to the interface [66]:

∀x > 0, Hy(x, z) = Aeiβz e−δx, (2.39a)

∀x < 0, Hy(x, z) = Aeiβz e+κx, (2.39b)

with A a constant and

δ =
√
β2 − εdk

2
0, (2.40a)

κ =
√
β2 − εmk20, (2.40b)

where k0 := ω/c, with c the speed of light. Note that δ and κ are positive quantities in order to have
exponential decay in the transverse direction and thus a confinement of the wave at the interface. In
addition, the real part of the propagating constant is related to the effective wavelength of the surface
plasmon wave which is given by λpl = 2π/Re(β), while its imaginary part is linked to the decay of the
plasmon wave during its propagation, and we define the propagation length as L = 1/2 Im(β) [66].
Using Maxwell’s equations and continuity conditions for the tangential fields at the interface, one
can show that

δ

κ
= − εd

εm
, (2.41)

which implies that εd and Re (εm) should have opposite sign in order to have δ and κ positive [66].
Consequently, SPPs can only occur at the interface between a metal and a dielectric. Moreover, the
decay is generally faster in the metal than in the dielectric since |Re (εm)| > |εd| [66].

Using the equations (2.40) and (2.41), we get the dispersion relation of SPPs [66]:

β = k0

√
εdεm
εd + εm

, (2.42)

which is plotted in Figure 2.10 for a metal/air interface, where the metal is described by the Drude
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Figure 2.10: Plot of the dispersion relation of surface plasmons polaritons propagating at a
metal/dielectric interface. The metal is described by the lossless Drude model (i.e., γ = 0 in
Eq. (2.38)) and the dielectric is air (εd = 1). The real part of the propagation constant is plotted
with a solid blue line, while its imaginary part is plotted with a dashed green line. The light line
(ω = βc) is also plotted, with a dotted red line. Three zones are distinguished, bound (confined)
modes for ω < ωsp, radiative modes for ω > ωp, and a band gap between these two frequencies [66].

model without losses (i.e., γ = 0 in Eq. (2.38)). We distinguish three distinct parts in this dispersion
relation. Firstly, due to their nature of confined modes that propagate at an interface (bound
modes), SPPs correspond to the band of the dispersion curve at the right of the light line (below
ωsp). Secondly, the band at the left of the light line (above ωp) corresponds to radiative modes that
propagate in the metal since for ω > ωp, the metal behaves like a dielectric (Re (εm) > 0). Thirdly,
there is a band gap between ωsp and ωp where β is purely imaginary, prohibiting any propagation.
Furthermore, when β → ∞, the frequency tends asymptotically to the surface plasmon frequency8

ωsp =
ωp√
1 + εd

, (2.43)

and SPPs acquire an electrostatic character since the group velocity dω/dβ tends towards zero [66],
and are therefore surface plasmons since they have lost their propagative character [66].

In the case of a “real” metal, losses exist (Im (εm) ̸= 0) and β is a complex number, limiting the
propagation of surface plasmon waves [66]. Moreover, Re (β) becomes non-zero between ωsp and ωp,
leading to quasibound modes (bound modes with high losses) instead of a band gap [Fig. 2.11]. As
a result, the propagation constant reaches at ω = ωsp a limited value, imposing a lower limit on
the effective wavelength: λpl = 2π/Re(βmax) and thus on the confinement along z (and also along
x given Eqs. (2.40)) [66]. Thereby, it is at this frequency that the confinement is highest (smallest
λpl), but it is also at this frequency that losses are highest (smallest propagation length L). There
is therefore a trade-off between confinement and losses [66].

8One can show that ω = ωsp when εm(ω) = −εd [66].
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Figure 2.11: Plot of the dispersion relation of surface plasmons polaritons propagating at a
metal/dielectric interface. The metal is described by the Drude model where we assumed that
γ/ωp = 7.5 × 10−2, and the dielectric is air (εd = 1). The real part of the propagation constant is
plotted with a solid blue line, and the light line (ω = βc) is plotted with a dotted red line. Three
zones are distinguished, bound (confined) modes for ω < ωsp, radiative modes for ω > ωp, and
quasibound modes between these two frequencies [66].

So far we considered SPPs, which are surface plasmon waves propagating at an interface. On
the other hand, localized surface plasmons are resonances appearing in sub-wavelength conductive
nanostructures, which are characterized by non-propagating excitations of the electron plasma cou-
pled to the electromagnetic field [66]. Indeed, an exciting light induces an oscillation of the electrons
of a nanostructure, which is optimal at certain frequencies. Furthermore, these resonance frequencies
depend on the size, shape, and material properties of the nanostructure, as well as the surrounding
dielectric environment. Note that unlike SPPs that require phase-matching techniques to be excited
by direct light illustration, such as prism and grating coupling, localized surface plasmons can be
excited directly [66]. As with SPPs, it is possible to confine an electromagnetic wave by reducing
its wavelength by two orders of magnitude compared with the wavelength of light in the dielectric
medium [22]. We will see in Chapter 7 that these localized surface plasmon resonances correspond
to modes characterized by a given profile of the surface charge density on the nanostructure.

2.7 Summary

Spontaneous emission (SE) is a fundamental process in the field of light-matter interaction in which
an excited quantum emitter (e.g., an atom, a molecule, a quantum dot) decays spontaneously into
its ground state by emitting one or several photons in random directions. This process is responsible
for most of the light we see all around us and for the emission spectrum of atoms and molecules.
It requires the quantification of the emitter and the electromagnetic field to be understood since it
is through the interaction with the vacuum modes that this process can take place. Furthermore,
when several decay pathways coexist between two states of an emitter, interference effects occur, po-
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tentially leading to an increase or a decrease of the overall SE rate. Concretely, the time-dependent
perturbation theory that leads to Fermi’s golden rule [Eqs. (2.2)] is a good approximation to cal-
culate SE rates because the interaction is weak relative to emitter energy levels. In addition, we
presented the selection rules for the hydrogen atom relative to electric dipole and electric quadrupole
transitions [Eqs. (2.8)].

The decay rate of a quantum emitter is not only an intrinsic property of the emitter, but also
depends on its environment: this is the Purcell effect. Concretely, the environment modifies the
boundary conditions applied to the vacuum field surrounding the emitter, thus modifying the photon
local density of states. Moreover, an excited emitter can decay either radiatively in the case of photon
emission in the far-field or non-radiatively in the case of energy dissipation in the environment in
the form of, for example, phonons or plasmons. Thereby, the SE enhancement is performed through
the design of a system (emitter plus environment) with a high SE rate, quantum efficiency (i.e., the
proportion of radiative transitions), and directivity.

Usually, because the size of a quantum emitter is typically three orders of magnitude smaller than
the wavelength of the emitted light, it is sufficient to study the influence of the environment on the
emitter under the electric dipole approximation. In the latter approach, the spatial variations of the
field over the emitter are neglected, thus ignoring higher-order multipolar interactions, and therefore
only electric dipole transitions can occur. Nevertheless, when the electromagnetic field is confined
at the nanometer scale, such as in plasmonic nanostructures that are considered in this thesis where
the wavelength of the light can be squeezed by two orders of magnitude in the form of localized
surface plasmons (coupling between the oscillations of electrons in a sub-wavelength conductive
nanostructure and light), the electric dipole approximation is no longer valid, opening access to
otherwise forbidden transitions (i.e., transitions that are slow with regard to the electric dipole
single-photon transition). Thereby, higher-order transitions, such as multipolar and multiquanta
transitions, can outperform the electric dipole single-photon transition.

In this thesis, we focus on the two-photon spontaneous emission (TPSE) which is a second-order
process that involves the simultaneous emission of two photons from an emitter. This process is
mediated by virtual non-resonant intermediate states that have very short lifetimes. It is charac-
terized by a broad continuous and symmetric spectrum with respect to the half of the transition
frequency. This process is promising for the design of a new generation of entangled photon pair
sources, as a more efficient and flexible alternative to the conventional spontaneous parametric down
conversion process, especially for on-chip integrated sources. Typically, the two-electric dipole (2ED)
transition is 8 orders of magnitude slower than the electric dipole transition, while the two-magnetic
dipole (2MD) and the two-electric quadrupole (2EQ) are 12 orders of magnitude slower than the
2ED transition. Despite the interest in controlling this process, its study is hampered by a lack of
efficient theoretical and numerical methods: there is a need for an efficient and general framework
that consider higher-order multipolar interactions to study TPSE near arbitrary photonic structures.
In this thesis, we develop this framework by taking into account the interaction up to the electric
quadrupolar order, as well as the interference effects between the multipolar pathways.

Concerning the mathematical developments, we derived expressions as a function of the dyadic
Green’s function, which gives the power emitted by point sources, for the modification of the power
emitted by an electric dipole (ED) and an electric quadrupole (EQ) point sources due to the envi-
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2.7. Summary

ronment, as well as for the term describing the interference between these two:

WED

WED,0
=

6πc

ω

{
d̂
∗
· ImG(ω;R,R) · d̂

}
, (2.44a)

WEQ

WEQ,0
=

20πc3

ω3

{
Q̂

∗∇ · ImG(ω; r, r′) · Q̂∇′
}
r=r′=R

, (2.44b)

WED∩EQ√
WED,0WEQ,0

= 2
2
√
30πc2

ω2

{
d̂
∗
· ImG(ω; r, r′) · Q̂∇′

}
r=r′=R

, (2.44c)

where the caret denotes normalized tensors and where WED,0 and WEQ,0 are the powers emitted
in vacuum [Eqs. (2.20) and (2.25)]. All these equations involve the imaginary part of the Green’s
function evaluated the emitter’s position, which is a symmetric tensor that gives the power emitted
by point sources. For the EQ, the equation involves double derivatives of the imaginary part of
the Green’s function while the interference term involves single derivatives. Moreover, the Green’s
function is the result of the field produced by the source alone plus the field scattered by the
environment, which explains how the power is modified by the environment of the emitter. Note that
there is no interference between multipolar sources in vacuum. Furthermore, in an inhomogeneous
environment, the power emitted by a source can be calculated by integrating the Poynting vector
on a surface of a volume encompassing the source [Eq. (2.27)].

In the weak coupling regime, the Purcell factor makes the link between the modification of
the one-photon decay rate of a quantum emitter, whose transitions are described by multipolar
transitions moments, and the modification of the power emitted by classical multipolar point sources:

Γ

Γ0
=

W

W0
:= P. (2.45)

This equation remains valid when several multipolar decay channels contribute simultaneously to
the emitter’s transition, including interference effects. Therefore, it is possible to classically calculate
the change in transition rates of quantum systems by modeling multipolar point sources in electro-
magnetic simulations which have the same multipolar moments than those describing the emitter’s
transitions. In this thesis, we extend this link for the two-photon spontaneous emission.
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Chapter 3

One-photon spontaneous emission

In this chapter, we focus on the mathematical treatment of the one-photon spontaneous emission
(OPSE) process. This will allow us to familiarize ourselves with the concepts before tackling the more
complex process of two-photon spontaneous emission (TPSE). Furthermore, we should rather talk
about the one-quantum spontaneous emission, since depending on the environment, quanta other
than photons can be emitted, as for example plasmons or phonons [30]. This chapter is mainly based
on Chapter 4 of the book Molecular quantum electrodynamics: an introduction to radiation-molecule
interactions [2] in which they derive the electric dipole (ED), magnetic dipole (MD) and electric
quadrupole (EQ) transition rates in vacuum, on Chapter 4 of the book The quantum vacuum: an
introduction to quantum electrodynamics [42] where they derive the ED transition rate in an arbitrary
environment, and on Chapter 8 of the book Principles of Nano-Optics [30] for the expression of the
ED transition rate via the dyadic Green’s function. Thereby, we present here a complete treatment
of the OPSE process where the interaction Hamiltonian is taken up to the electric quadrupolar
order. We do not make any assumptions about the quantum emitter and the environment and we
include interference effects between the multipolar pathways, which are not presented in the books
mentioned above, only briefly in Ref. [51]. At the end of this chapter, we introduce a notation to
simplify the equations relative to the EQ transition and we decompose the multipolar contributions
to the OPSE into Purcell factor bases, which will be used in the next chapter to express the two-
photon spontaneous emission as a function of the one-photon Purcell factors.

First, we remind the Fermi’s golden rule used to calculate transition rates of quantum systems
and we present the multipolar expansion of the interaction Hamiltonian that describes the inter-
action between a quantum emitter and the electromagnetic field. Then, we derive the multipolar
contributions to the OPSE, including interference effects, and we consider the case where the envi-
ronment is vacuum. Next, the obtained expressions are expressed via the dyadic Green’s function,
vacuum normalized, and decomposed in Purcell factor bases. To do this, we introduce a modified
version of Voigt notation to simplify the equations relative to the EQ transition. Finally, we close
this chapter with a discussion about the derived equations and with a summary of them.

3.1 Fermi’s golden rule

Let us consider a system composed of a two-level quantum emitter (e.g., an atom, a molecule, or
a quantum dot) and its photonic environment. With a perturbative approach, the probability per
unit time that a system carries out a first-order transition by emitting a quantum from an initial
state |i⟩ to a final state |f⟩, upon an interaction between the emitter and the field described by the
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Chapter 3. One-photon spontaneous emission

Hamiltonian Hint, is given by Fermi’s golden rule [Eqs. (2.2) and (2.3)]:

Γi→f =
2π

ℏ
|Mfi|2 δ(Ef − Ei), (3.1)

with Mfi the first-order matrix element of Hint, which acts as a small perturbation of the system:

Mfi = ⟨f |Hint(t) |i⟩ , (3.2)

where ℏ is the reduced Planck constant and where Ei and Ef stand for the energy of the system in
the initial and final state, respectively.

In this process, the initial state of the system is characterized by the emitter in an excited state
|e⟩ and the field in the vacuum state |vac⟩, while in the final one the emitter is in a lower energy
state |g⟩ and the field is in a one-quantum state |1α⟩ where α stands for the mode of the emitted
quantum [2, 89]. Thus, they are respectively written as1

|i⟩ = |e; vac⟩ (3.3a)

and as |f⟩ = |g; 1α⟩ . (3.3b)

Further on, the energy of the emitter in the state |a⟩ will be denoted as εa with a = e, g. In the
subsequent developments, a sum over α will be added to consider all possible final states (modes)
for the emitted quanta [Sec. 2.3]. This first-order transition is depicted in Figure 3.1.

E

εe

εg

ℏωeg

|e⟩

|g⟩

ωα

Figure 3.1: Energy representation of a first-order transition. The emitter carries-out a transition
from its excited state |e⟩ to its ground state |g⟩ of lower energy by emitting a photon in the mode α
of energy ℏωα. The transition energy is given by ℏωeg := εe−εg. The conservation of energy implies
that ℏωα = ℏωeg.

3.2 Interaction Hamiltonian

As discussed in Chapter 2, when the spatial variation of the electric field at the emitter’s position
is not negligible, as this is the case in photonic structures where the field is highly confined such as
in structures supporting localized surface plasmons, the standard electric dipole approximation is
no longer appropriate [22, 29, 60–62]. Therefore, it is necessary to take into account higher order
multipolar interactions. Thus, we study the interaction Hamiltonian Hint of the system, which

1|a; b⟩ is a shorthand notation used to represent the tensor product of the states |a⟩ and |b⟩.
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3.2. Interaction Hamiltonian

describes the emitter-field interactions, up to the electric quadrupolar order2 [30, 46]:

Hint(R, t) = −d ·E(R, t)︸ ︷︷ ︸
HED

−m ·B(R, t)︸ ︷︷ ︸
HMD

−Q : ∇E(R, t)︸ ︷︷ ︸
HEQ

+ . . . , (3.4)

where the emitter’s position R is taken at the center of its charge distribution and where the
triple dots represent higher orders, which are not taken into account here. In this equation, ∇ =

( ∂
∂x ,

∂
∂y ,

∂
∂z )

T is a column vector with T denoting the transpose, the dot product is the vector scalar
product defined as a ·b :=

∑
i aibi, the components of the outer product (∇E)ij are ∇iEj , whereas

the double dot product is defined as T : U :=
∑

i,j T...ijUji... with T and U two tensors of rank
greater than or equal to two. Moreover, d, m, and Q are, respectively, the electric dipole (ED), the
magnetic dipole (MD), and the electric quadrupole (EQ) moment operators3 [30, 46, 90]:

d := −e r, (3.5a)

m :=
ieℏ
2me

r×∇, (3.5b)

Q := −e
2

(
rr− 1

3
1 r2

)
, (3.5c)

where the cross denotes the vector cross product, r2 is the squared norm of the position operator
r, e represents the elementary charge, me denotes the electron mass, 1 is the identity operator and
where Q can been taken traceless in source-free regions [46, 94, 95].

The electromagnetic field operators in the previous equation can be written as a function of the
normal modes Aα(r) of the vector potential [42, 99]:

E(r, t) = i
∑

α

√
ℏωα

2ε0

{
aα(t)Aα(r)− a†α(t)A

∗
α(r)

}
, (3.6a)

B(r, t) =
∑

α

√
ℏ

2ε0ωα

{
aα(t)∇×Aα(r)− a†α(t)∇×A∗

α(r)
}
. (3.6b)

In these equations, ε0 is the vacuum electric permittivity, whereas aα(t) = aα e
−iωαt and a†α(t) =

a†α eiωαt are the annihilation and creation operators of a photon in the mode α of energy ℏωα. Thus,
a photon is defined as an elementary excitation of a mode of the electromagnetic field [89, 99].
Given the previous equations, the electric dipole interaction is due to the field modes evaluated at
the emitter’s center of charge, whereas the magnetic dipolar and electric quadrupolar ones arise
from the variation of the electric field. Therefore, in the electric dipole approximation that neglects
the variation of the field over the emitter, the electric dipole interaction dominates, and the decays
are dominated by electric dipole transitions [45, 46]. Note that the modes Aα(r) are normalized
and form a complete set of solutions of the Helmholtz equation, subject to the boundary conditions
imposed by the photonic environment. These are also the conditions applied to the modes that lead
to the Purcell effect [42].

In this single-photon process and upon this interaction considered up to the quadrupolar order,

2No notation is adopted to differentiate operators from other quantities. However, we will specify when a quantity
is an operator.

3As already mentioned in Chapter 2 in Footnote 5, it is important to adopt the same definition for the classical
EQ moment and for the corresponding operator to compare equivalent classical and quantum sources.
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Chapter 3. One-photon spontaneous emission

a photon can be emitted by three different multipolar emission pathways: ED, MD, and EQ, all
contributing to the total rate. In addition, these multipolar channels can interfere with each other,
potentially resulting in an increase or a decrease of the overall OPSE rate [2]. However, depending on
the selection rules of the considered emitter, some emission channels can be forbidden. For example,
only one multipolar transition can be allowed at a time between two states of the hydrogen atom [47],
but several occur simultaneously in molecules and asymmetric quantum dots [51, 62]. Moreover,
depending on the photonic environment, some multipolar transitions may be weaker than others,
and therefore can be neglected. These multipolar contributions to the overall OPSE rate are derived
in the following section.

3.3 Multipolar contributions

Now that Fermi’s golden rule and the interaction Hamiltonian have been introduced, let us derive
the different multipolar contributions to the OPSE rate. Given that the initial and the final energies4

of the system are, respectively, Ei = εe and Ef = εg + ℏωα, the Dirac delta distribution in Fermi’s
golden rule [Eq. (3.1)] can be rewritten as

δ(Ef − Ei) =
1

ℏ
δ(ωeg − ωα), (3.7)

where we define ℏωab := εa − εb with a, b = e, g.
Now, let us calculate the matrix element Mfi [Eq. (3.2)] with the interaction Hamiltonian given

by the equation (3.4) and with the electromagnetic field operators given by the equations (3.6). As
we are interested in emission processes, only the part of E and B involving creation operators, noted
as E(−) and B(−), are kept in the calculation5:

Mfi = ⟨1α| ⟨g|Hint |e⟩ |vac⟩ = ⟨1α| ⟨g| − d ·E(R)−m ·B(R)−Q : ∇E(R) |e⟩ |vac⟩ (3.8a)

= −⟨g|d |e⟩ · ⟨1α|E(−)(R) |vac⟩
− ⟨g|m |e⟩ · ⟨1α|B(−)(R) |vac⟩
− ⟨g|Q |e⟩ : ∇⟨1α|E(−)(R) |vac⟩ (3.8b)

= −dge · ⟨1α| − i
∑

β

√
ℏωβ

2ε0
a†βA

∗
β(R) |vac⟩

−mge · ⟨1α| −
∑

β

√
ℏ

2ε0ωβ
a†β∇×A∗

β(R) |vac⟩

−Qge : ⟨1α| − i
∑

β

√
ℏωβ

2ε0
a†β∇A∗

β(R) |vac⟩ , (3.8c)

where the multipolar operators only act on emitter states while the field operators solely act on field
states. Within this equation, dge := ⟨g|d|e⟩, mge := ⟨g|m|e⟩, and Qge := ⟨g|Q|e⟩ stand, respectively,
for the electric dipole, magnetic dipole and electric quadrupole transition moments (i.e., the first-
order matrix elements of the operators d, m, and Q) that describe the emitter’s transition from

4The zero of energy is chosen to correspond to the energy of the electromagnetic field in vacuum.
5The time dependency in the annihilation and creation operators (e−iωαt and eiωαt) is omitted since we take the

modulus of Mfi.
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3.3. Multipolar contributions

the excited state |e⟩ to the ground state |g⟩. In the previous equation, only the terms involving the
creation operator that creates a photon in the mode β = α leads to a non-zero term because the
field states form an orthonormal basis6. Thus, we get the matrix element

Mfi = i

√
ℏωα

2ε0

{
dge ·A∗

α(R) +
1

ωα
mge ·∇×A∗

α(R) +Qge : ∇A∗
α(R)

}
⟨1α| a†α |vac⟩︸ ︷︷ ︸

⟨1α|1α⟩=1

, (3.9)

which is the result of three multipolar contributions:

Mfi =MED
fi +MMD

fi +MEQ
fi , (3.10)

which are respectively obtained when only the ED, MD or EQ interaction is taken into account in
the interaction Hamiltonian [Eq. (3.4)].

Let us now take the complex conjugate7 of Mfi:

M∗
fi = −i

√
ℏωα

2ε0

{
deg ·Aα(R) +

1

ωα
meg ·∇×Aα(R) +Qeg : ∇Aα(R)

}
, (3.11)

and then its square modulus:

|Mfi|2 =
∣∣M∗

fi

∣∣2 = ℏωα

2ε0

∣∣∣∣deg ·Aα(R) +
1

ωα
meg ·∇×Aα(R) +Qeg : ∇Aα(R)

∣∣∣∣
2

, (3.12)

which can be injected, together with the equation (3.7), in Fermi’s golden rule [Eq. (3.1)]:

Γtot(R) =
πωα

ε0ℏ

∣∣∣∣deg ·Aα(R) +
1

ωα
meg ·∇×Aα(R) +Qeg : ∇Aα(R)

∣∣∣∣
2

δ(ωeg − ωα). (3.13)

As a final step, we take the summation over all the possible modes for the emitted quanta to get
the total OPSE rate [Sec. 2.3]:

Γtot(R) =
π

ε0ℏ
∑

α

ωα

∣∣∣∣deg ·Aα(R) +
1

ωα
meg ·∇×Aα(R) +Qeg : ∇Aα(R)

∣∣∣∣
2

δ(ωeg − ωα). (3.14)

Since this expression has been obtained by considering simultaneously the three multipolar interac-
tions in the Hamiltonian [Eq. (3.4)], it encompasses the ED, MD, and EQ contributions as well as
the interference effects among them:

Γtot = ΓED + ΓMD + ΓEQ + ΓED∩MD + ΓED∩EQ + ΓMD∩ED. (3.15)

In the last equation, ΓED∩MD, ΓED∩EQ, and ΓMD,∩ED are introduced as the terms representing the
interferences between the multipolar transitions. Furthermore, the expression of the ED, MD and
EQ transition rates are obtained by considering the multipolar contributions separately in the matrix

6An orthonormal basis satisfies ⟨1α|1β⟩ = δαβ .
7For an Hermitian operator:

(
Aab

)∗
= (⟨a|A|b⟩)∗ = ⟨b|A†|a⟩ = ⟨b|A|a⟩ = Aba where the dagger denotes the

operation of taking the transpose and the complex conjugate.
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Chapter 3. One-photon spontaneous emission

element Mfi [Eq. (3.10)]:

ΓED(R) =
π

ε0ℏ
∑

α

ωα |deg ·Aα(R)|2 δ(ωeg − ωα), (3.16a)

ΓMD(R) =
π

ε0ℏ
∑

α

1

ωα
|meg ·∇×Aα(R)|2 δ(ωeg − ωα), (3.16b)

ΓEQ(R) =
π

ε0ℏ
∑

α

ωα |Qeg : ∇Aα(R)|2 δ(ωeg − ωα). (3.16c)

Note that depending on the quantum emitter, the ED, MD, EQ transitions may not occur simulta-
neously between two given states.

By developing the square modulus in equation (3.14) of the total transition rate, we find the
three multipolar transition rates given above as well as the three interference terms [51]:

ΓED∩MD(R) = 2Re

(
π

ε0ℏ
∑

α

(deg ·Aα(R)) (meg ·∇×Aα(R))∗ δ(ωeg − ωα)

)
, (3.17a)

ΓED∩EQ(R) = 2Re

(
π

ε0ℏ
∑

α

ωα (d
eg ·Aα(R)) (Qeg : ∇Aα(R))∗ δ(ωeg − ωα)

)
, (3.17b)

ΓMD∩EQ(R) = 2Re

(
π

ε0ℏ
∑

α

(meg ·∇×Aα(R)) (Qeg : ∇Aα(R))∗ δ(ωeg − ωα)

)
, (3.17c)

where Re stands for the real part. Hereafter, we will omit the real part for clarity. Thereby,
interference terms emerge from mixed products with one that is the complex conjugate of the other8.
Note that these terms could have also been written by applying the complex conjugate to the other
factor. Moreover, interference terms can be either positive or negative, potentially resulting in an
increase or decrease of the total rate [Eq. (3.15)]. Afterwards, we focus on the interference between
the ED and EQ channels, but similar developments can be performed for the terms ΓED∩MD and
ΓMD∩EQ. Furthermore, all derived equations for the multipolar contributions to the OPSE rate,
including the interference terms, are valid regardless of the emitter and its environment.

As a direct application, we derive in the next section the free-space transition rates, but we
already know that the interference terms vanish. Indeed, there is no interference between different
multipolar sources in vacuum because each type of emitter generates its unique field distribution
that remains decoupled from other multipolar sources at the same location [2].

3.4 Vacuum transition rates

In vacuum, the field modes are plane waves defined by a wave vector k and a unitary polariza-
tion vector ε̂k,s where the parameter s = 1, 2 represents the two transverse polarizations [2, 42].
Consequently, the field modes in equations (3.16) become

Aα(r) −→ Ak,s(r) =
eik · r
√
V

ε̂k,s, (3.18)

where V stands for the arbitrary and finite box quantization volume in which the field is assumed to
be confined. In addition, the angular frequency ωα becomes ωk and the summation over the modes

8∀z ∈ C, z + z∗ = 2Re(z).
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3.4. Vacuum transition rates

α becomes
∑2

s=1

∑
k. By taking the limit to the continuum, the summation over the wave vectors

k is replaced by an integral [2, 42]:

2∑

s=1

∑

k

V→∞−→ V

(2π)3

2∑

s=1

∫
d3k =

V

(2π)3

2∑

s=1

∫
k2 dk dΩk =

V

(2πc)3

2∑

s=1

∫
ω2
k dωk dΩk, (3.19)

where we switched to spherical coordinates in the reciprocal space with dΩk = sin θk dθk dϕk the
element of solid angle in the k-space and where we used the free-space dispersion relation ωk = c k.

Let us now calculate the transition rates [Eqs. (3.16)] by carrying out the replacement given by
the equation (3.19) as well as by calculating the following cross and outer products:

∇×Ak,s(r) = ik× eik · r
√
V

ε̂k,s = i
ωk

c
k̂× eik · r

√
V

ε̂k,s, (3.20a)

∇Ak,s(r) = ik
eik · r
√
V

ε̂k,s = i
ωk

c
k̂
eik · r
√
V

ε̂k,s, (3.20b)

where the caret denotes normalized vectors. Thereby, the 2ED transition rate is given by

ΓED,0(R) =
π

ε0ℏ
V

(2πc)3

2∑

s=1

∫
ω3
k

∣∣∣∣deg ·
eik ·R
√
V

ε̂k,s

∣∣∣∣
2

δ(ωeg − ωk) dωk dΩk (3.21a)

⇔ ΓED,0 =
1

8π2ε0ℏc3

∫
ω3
k

2∑

s=1

|deg · ε̂k,s|2 δ(ωeg − ωk) dωk dΩk, (3.21b)

and the two others:

ΓMD,0 =
1

8π2ε0ℏc5

∫
ω3
k

2∑

s=1

∣∣∣meg · k̂× ε̂k,s

∣∣∣
2
δ(ωeg − ωk) dωk dΩk, (3.22a)

ΓEQ,0 =
1

8π2ε0ℏc5

∫
ω5
k

2∑

s=1

∣∣∣Qeg : k̂ ε̂k,s

∣∣∣
2
δ(ωeg − ωk) dωk dΩk, (3.22b)

where the transition rates are now independent of the emitter position R due to the homogeneity of
space and where the subscript 0 reminds that the emission takes place in vacuum. As the vectors{
ε̂k,1, ε̂k,2, k̂

}
form an orthonormal basis, the cross product of two basis vectors is equal to the

third one (or to the opposite vector). Consequently, the cross products k̂ × ε̂k,1 and k̂ × ε̂k,2 in
equation (3.22a) can be replaced by ε̂k,2 and ε̂k,1, respectively9. Moreover, the integral over ωk can
already be calculated:

ΓED,0 =
ω3
eg

8π2ε0ℏc3

∫

4π

2∑

s=1

|deg · ε̂k,s|2 dΩk, (3.23a)

ΓMD,0 =
ω3
eg

8π2ε0ℏc5

∫

4π

2∑

s=1

|meg · ε̂k,s|2 dΩk, (3.23b)

ΓEQ,0 =
ω5
eg

8π2ε0ℏc5

∫

4π

2∑

s=1

∣∣∣Qeg : k̂ ε̂k,s

∣∣∣
2

dΩk. (3.23c)

9The sign is unimportant, since the change is made within a modulus.
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Next, calculating the square modulus leads to

ΓED,0 =
ω3
eg

8π2ε0ℏc3
degi

(
degj

)∗∫

4π

2∑

s=1

ε̂k,s,i ε̂
∗
k,s,j dΩk, (3.24a)

ΓMD,0 =
ω3
eg

8π2ε0ℏc5
meg

i

(
meg

j

)∗∫

4π

2∑

s=1

ε̂k,s,i ε̂
∗
k,s,j dΩk, (3.24b)

ΓEQ,0 =
ω5
eg

8π2ε0ℏc5
Qeg

ij

(
Qeg

ab

)∗
∫

4π

2∑

s=1

k̂j ε̂k,s,i k̂b ε̂
∗
k,s,a dΩk, (3.24c)

where the Einstein summation convention is used and where ε̂k,s,i and k̂i denote, respectively, the
components in spherical coordinates of the unitary vectors ε̂k,s and of the normalized wave vector
k̂ (i = 1, 2, 3). In addition, k̂ is a real vector since there are no losses in vacuum (in general,
polarization vectors can be complex [94]).

In order to calculate the integrals over the solid angle, let us make use of the closure relation
that satisfies the orthonormal basis

{
ε̂k,1, ε̂k,2, k̂

}
[2]:

2∑

s=1

ε̂k,s ε̂
∗
k,s + k̂ k̂ = 13×3, (3.25a)

⇔
2∑

s=1

ε̂k,s,i ε̂
∗
k,s,j = δij − k̂i k̂j , (3.25b)

where 13×3 is identity matrix in three dimensions. With the last equation, one can show that10

∫

4π

2∑

s=1

ε̂k,s,iε̂
∗
k,s,j dΩk =

∫

4π
(δij − k̂ik̂j) dΩk = 4π δij −

4π

3
δij =

8π

3
δij , (3.26)

and that

∫

4π

2∑

s=1

k̂j ε̂k,s,i k̂b ε̂
∗
k,s,a dΩk =

∫

4π
(δia − k̂ik̂a) k̂j k̂b dΩk (3.27a)

= δia

∫

4π
k̂j k̂b dΩk −

∫

4π
k̂ik̂j k̂ak̂b dΩk (3.27b)

=
4π

3
δiaδjb −

4π

15
(δijδab + δiaδjb + δibδja) . (3.27c)

Multiplying the last result by the product Qeg
ij

(
Qeg

ab

)∗ leads to

Qeg
ij

(
Qeg

ab

)∗
∫

4π

2∑

s=1

k̂j ε̂k,s,i k̂b ε̂
∗
k,s,a dΩk =

4π

5
∥Qeg∥2 , (3.28)

where we define the squared norm of a rank-n tensor U with n ≥ 1 as ∥U∥2 :=∑i1,i2,...,in
|Ui1,i2,...,in |2.

Therefore, by using equations (3.26) and (3.28), the vacuum ED, MD and EQ transition rates

10The solid angle of the whole space is 4π. Moreover, one can show that [94]:
∫
4π
k̂ik̂j dΩk = 4π

3
δij and∫

4π
k̂ik̂j k̂ak̂b dΩk = 4π

15
(δijδab + δiaδjb + δibδja) by using the expression of the vector k̂ in spherical coordinates:

k̂ = sin θ cosφ ex + sin θ sinφ ey + cos θ ez.
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are expressed as follows [2]:

ΓED,0 =
ω3
eg

3πε0ℏc3
∥deg∥2 , (3.29a)

ΓMD,0 =
ω3
eg

3πε0ℏc5
∥meg∥2 , (3.29b)

ΓEQ,0 =
ω5
eg

10πε0ℏc5
∥Qeg∥2 . (3.29c)

As the spontaneous emission takes place in vacuum, the calculated rates are independent of the
emitter position. Since there are no interferences in vacuum [2], the total OPSE rate is given by the
three previous transition rates:

Γtot,0 = ΓED,0 + ΓMD,0 + ΓEQ,0. (3.30)

3.5 Expression via the Green’s function

In Section 3.3, we derived the multipolar contributions to the OPSE as a function of the field modes
[Eqs. (3.16) and (3.17)]. However, it is more convenient to express them via the dyadic Green’s
function and to normalize them with respect to vacuum. In this way, we obtain more elegant
equations and we establish a direct link with the power emitted by classical point sources [Sec. 2.5].
The imaginary part of the Green’s function admits a spectral representation that can be expanded
in terms of the normal modes Aα of the electromagnetic field [30]:

ImG(ω; r, r′) =
πc2

2ω

∑

α

Aα(r)A
∗
α(r

′) δ(ω − ωα), (3.31)

where c denotes the speed of light in vacuum. Note that if r = r′, the imaginary part of the Green’s
function is symmetric [30].

3.5.1 Electric dipole transition

Let us start by introducing the imaginary part of the Green’s function in equation (3.16a) of the ED
transition rate [30]:

ΓED(R) =
π

ε0ℏ
∑

α

ωα |deg ·Aα(R)|2 δ(ωeg − ωα) (3.32a)

=
π

ε0ℏ
∑

α

ωα d
eg ·Aα(R) (deg ·Aα(R))∗ δ(ωeg − ωα) (3.32b)

=
π

ε0ℏ
∑

α

ωα d
eg ·Aα(R)A∗

α(R) · (deg)∗ δ(ωeg − ωα) (3.32c)

=
π ωeg

ε0ℏ
deg ·

{∑

α

Aα(R)A∗
α(R) δ(ωeg − ωα)

}
· (deg)∗ (3.32d)

=
2ω2

eg

ε0ℏc2
deg · ImG(ωeg;R,R) · (deg)∗ . (3.32e)

To go from one equation to the next, we developed the square modulus, we used that the scalar
product is commutative, and we used that the delta function restricts all values of ωα to ωeg, which
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Chapter 3. One-photon spontaneous emission

can therefore be taken out of the sum over the modes to reveal the Green’s function.

3.5.2 Magnetic dipole transition

Then, an equation similar to equation (3.32d) can be derived for the MD transition rate [Eq. (3.16b)]:

ΓMD(R) =
π

ε0ℏωeg
meg ·

{∑

α

∇×Aα(R)∇×A∗
α(R) δ(ωeg − ωα)

}
· (meg)∗ . (3.33)

In this equation, the cross product between vectors can be written using Levi-Civita symbols [100]:
A×B = εijk AjBk êi where the Einstein summation convention is used and where the Levi-Civita
symbol is defined as

εijk :=





+1 if (i, j, k) = (1, 2, 3), (2, 3, 1), or (3, 1, 2),

−1 if (i, j, k) = (3, 2, 1), (1, 3, 2), or (2, 1, 3),

0 if i = j, or j = k, or k = i.

(3.34)

Thereby, one obtains

ΓMD(R) =
π

ε0ℏωeg
meg

i

(
meg

j

)∗
{∑

α

εikl ∂kAα,l(R) εjmn ∂mA
∗
α,n(R) δ(ωeg − ωα)

}
. (3.35)

To reveal the Green’s function, the derivatives must be placed in front of the sum. To do so, we
differentiate the spatial dependency of the normal modes and we take the limit r, r′ → R [23]:

ΓMD(R) =
π

ε0ℏωeg
meg

i

(
meg

j

)∗
{
εikl εjmn ∂k∂

′
m

∑

α

Aα,l(r)A
∗
α,n(r

′) δ(ωeg − ωα)

}

r=r′=R

(3.36a)

=
2

ε0ℏc2
meg

i

(
meg

j

)∗ {
εikl εjmn ∂k∂

′
m ImGln(ωeg; r, r

′)
}
r=r′=R

, (3.36b)

where ∂k and ∂m′ mean derivatives with respect to the coordinates r and r′, respectively. By defining
the Green’s function of the magnetic dipole that gives the power emitted by a magnetic dipole point
source [23]:

k2GMD
ij (ω;R,R) :=

{
εikl εjmn ∂k∂

′
mGln(ω; r, r

′)
}
r=r′=R

, (3.37)

the MD transition rate is expressed as follows [23]:

ΓMD(R) =
2ω2

eg

ε0ℏc4
meg

i

(
meg

j

)∗
ImGMD

ij (ωeg; r, r
′) (3.38a)

=
2ω2

eg

ε0ℏc4
meg · ImGMD(ωeg;R,R) · (meg)∗ . (3.38b)

Note that the derived equation is very similar to the one related to the ED transition [Eq. (3.32e)].
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3.5. Expression via the Green’s function

3.5.3 Electric quadrupole transition

Next, similar developments for the EQ transition rate [Eq. (3.16c)] lead to

ΓEQ(R) =
π ωeg

ε0ℏ
Qeg :

{∑

α

∇Aα(R)∇A∗
α(R) δ(ωeg − ωα)

}
: (Qeg)∗ (3.39a)

=
π ωeg

ε0ℏ
Qeg

ij

(
Qeg

kl

)∗
{∑

α

∂jAα,i(R) ∂lA
∗
α,k(R) δ(ωeg − ωα)

}
(3.39b)

=
π ωeg

ε0ℏ
Qeg

ij

(
Qeg

kl

)∗
{
∂j∂

′
l

∑

α

Aα,i(r)A
∗
α,k(r

′) δ(ωeg − ωα)

}

r=r′=R

(3.39c)

=
2ω2

eg

ε0ℏc2
Qeg

ij

(
Qeg

kl

)∗ {
∂j∂

′
l ImGik(ωeg; r, r

′)
}
r=r′=R

(3.39d)

=
2ω4

eg

ε0ℏc4
Qeg : ImGEQ(ωeg;R,R) : (Qeg)∗ , (3.39e)

where we used that the double dot product between two second-rank tensors is commutative and
where we have defined the Green’s function of the electric quadrupole as

k2GEQ
jilk(ω;R,R) :=

{
∂j∂

′
l Gik(ω; r, r

′)
}
r=r′=R

, (3.40)

which is a fourth rank tensor. Furthermore, since the imaginary part of the defined tensor is real
and by using equation (3.31), one can show that it satisfies the following property:

∀i, j, k, l = 1, 2, 3, ImGEQ
jilk = ImGEQ

lkji. (3.41)

3.5.4 Interference terms

Finally, for the interference term between the ED and EQ transitions [Eq. (3.17b)], we obtain

ΓED∩EQ(R) = 2
π ωeg

ε0ℏ
deg ·

{∑

α

Aα(R)∇A∗
α(R) δ(ωeg − ωα)

}
: (Qeg)∗ (3.42a)

= 2
π ωeg

ε0ℏ
degi

(
Qeg

jk

)∗
{∑

α

Aα,i(R) ∂kA
∗
α,j(R) δ(ωeg − ωα)

}
(3.42b)

= 2
π ωeg

ε0ℏ
degi

(
Qeg

jk

)∗
{
∂′k
∑

α

Aα,i(r)A
∗
α,j(r

′) δ(ωeg − ωα)

}

r=r′=R

(3.42c)

= 2
2ω2

eg

ε0ℏc2
degi

(
Qeg

jk

)∗ {
∂′k ImGij(ωeg; r, r

′)
}
r=r′=R

(3.42d)

= 2
2ω3

eg

ε0ℏc3
deg · ImGED∩EQ : (Qeg)∗ , (3.42e)

where the real part is implied and where we have defined the third rank tensor GED∩EQ as

k GED∩EQ
ikj (ω;R,R) :=

{
∂′kGij(ω; r, r

′)
}
r=r′=R

. (3.43)

Similar equations can be derived for the interference terms involving the MD channel, but will not
be presented in this thesis.
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Chapter 3. One-photon spontaneous emission

3.5.5 Vacuum normalization and discussion

Now, let us normalize the derived equations by the free-space transition rates given by the equa-
tions (3.29) [23, 30, 51]:

ΓED(R)

ΓED,0
=

6πc

ωeg
d̂
eg

· ImG(ωeg;R,R) ·
(
d̂
eg
)∗
, (3.44a)

ΓMD(R)

ΓED,0
=

6πc

ωeg
m̂eg · ImGMD(ωeg;R,R) · (m̂eg)∗ , (3.44b)

ΓEQ(R)

ΓEQ,0
=

20πc

ωeg
Q̂

eg
: ImGEQ(ωeg;R,R) :

(
Q̂

eg
)∗
, (3.44c)

ΓED∩EQ(R)√
ΓED,0 ΓEQ,0

= 2
2
√
30πc

ωeg
d̂
eg

· ImGED∩EQ(ωeg;R,R) :
(
Q̂

eg
)∗
, (3.44d)

where the caret denotes normalized tensors (i.e., for an nth rank tensor U with n ∈ N0, Û := U/ ∥U∥
with ∥U∥2 :=

∑
i1,i2,...,in

|Ui1,i2,...,in |2). Note that the derived equations are valid regardless of the
emitter and its environment.

The first three equations represent the change of the multipolar transition rates due to the
environment (i.e., the Purcell effect), and are therefore by definition the Purcell factors [Eq. (2.34)].
In addition, the obtained equations are identical with those obtained for the modification of the power
emitted by classical multipolar point sources in Section 2.5.2 [Eqs. (2.44)]. Therefore, the comments
made about the equations obtained for the classical sources apply here as well. In particular, the
equations involve the imaginary part of the Green’s function evaluated at the emitter’s position,
which is a symmetric tensor, with the nuance that MD and EQ transitions as well as interference
terms involve derivatives of ImG.

To conclude this section, we proved the relation (2.34) which states that the modification due
to the environment of the power emitted by classical sources is equal to the modification of tran-
sition rates of quantum emitters (in the weak coupling regime [30]). As a result, the Purcell effect
[Eqs. (3.44)] can be computed by considering classical point sources in electromagnetic simulations,
which have the same multipolar moment directions11 as those describing the transitions of the quan-
tum emitter [Subsec. 2.5.3]. Concerning the interference term [Eq. (3.44d)], it can be calculated
by considering the superposition of dipolar and quadrupolar sources having the same multipolar
moments as the emitter [Eq. (2.32)].

Despite that the obtained relations [Eqs. (3.44)] already enable the classical computation of the
Purcell effect and of the interference effects, we decompose in Section 3.7 the equations into Purcell
factor bases. This will allow us in the next chapter to express the Purcell effect for the two-photon
spontaneous emission process as a function of the Purcell factors of the OPSE. In anticipation, we
introduce in the following section a modified Voigt notation to simplify the equations relative to EQ
transitions.

11The knowledge of the norm of the transition moments is not required to calculate the Purcell effect [Eqs. (2.44),
(3.44)]. It is required only for the calculation of the vacuum rates [Eqs. (3.29)] and for the calculation of the interference
term since the multipolar sources must be weighted according to the transition moments of the emitter [Eqs. (3.90)
and (3.88)].
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3.6. Simplification using a modified Voigt notation

3.6 Simplification using a modified Voigt notation

The symmetry and traceless properties of electric quadrupole moments (i.e., ∀i, j = 1, 2, 3, Qij = Qji

and
∑3

i=1Qii = 0) can be used to reduce the number of terms in the equations of the vacuum
normalized rates of ΓEQ and ΓED∩EQ [Eqs. (3.44c) and (3.44d)]. First of all, the first property is
used to suppress the redundancy over the symmetric components of the tensor Qeg. This provides
an expression involving 62 terms instead of 92 for the EQ transition rate [Eq. (3.44c)]:

ΓEQ(R)

ΓEQ,0
=

20πc

ωeg

6∑

µ,ν=1

Q̂eg
µ

(
Q̂eg

ν

)∗
ImUEQ

µν (ωeg;R,R), (3.45)

with

UEQ
µν :=





GEQ
µν ∀µ, ν = 1, 2, 3

GEQ
µν +GEQ

µν̄ ∀µ = 1, 2, 3 ; ν = 4, 5, 6

GEQ
µν +GEQ

µ̄ν ∀µ = 4, 5, 6 ; ν = 1, 2, 3

GEQ
µν +GEQ

µν̄ +GEQ
µ̄ν +GEQ

µ̄ν̄ ∀µ, ν = 4, 5, 6.

(3.46)

To derive this equation, we used the Voigt notation. This mathematical convention exploits the
symmetry property of a tensor, by removing its redundant components, to represent it by a lower
rank tensor defined in a higher dimensional space. In this way the first-order electric quadrupole
transition moment, which is a second rank tensor in three dimensions, is represented as a vector in
six dimensions: (

Qeg
ij

)
3×3

→ (Qeg
11, Q

eg
22, Q

eg
33, Q

eg
23, Q

eg
13, Q

eg
12)

T →
(
Qeg

µ

)
6
. (3.47)

Table 3.1 establishes the correspondence between the new indices and the ones of the represented
tensor. Furthermore, the bar over a pair of indices in equation (3.46) means taking the related
symmetric one (e.g., GEQ

26
= GEQ

2212
= GEQ

2221).

(i, j) (1, 1) (2, 2) (3, 3) (2, 3) (1, 3) (1, 2)

µ 1 2 3 4 5 6

Table 3.1: Voigt notation: correspondence between the pair of indices (i, j) of a symmetric tensor
in three dimensions and the indices µ in six dimensions. The indices µ = 1, 2, 3 correspond to the
diagonal components of a second rank tensor, while the indices µ = 3, 4, 5 correspond to its three
independent off-diagonal components. By convention, the indices of this notation are denoted with
Greek letters.

Similarly, using the symmetry property for the interference term ΓED∩EQ [Eq. (3.44d)] provides
an expression involving 3× 6 terms instead of 3× 9:

ΓED∩EQ(R)√
ΓED,0 ΓEQ,0

= 2
2
√
30πc

ωeg

3∑

i=1

6∑

µ=1

d̂egi

(
Q̂eg

µ

)∗
ImUED∩EQ

iµ (ωeg;R,R), (3.48)

with

UED∩EQ
iµ :=

{
GED∩EQ

iµ ∀µ = 1, 2, 3

GED∩EQ
iµ +GED∩EQ

iµ̄ ∀µ = 4, 5, 6.
(3.49)

Then, by using the second property linked to the traceless property, we obtain a formula involving
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52 terms for the EQ transition:

ΓEQ(R)

ΓEQ,0
=

20πc

ωeg

6∑

µ,ν=1
µ̸=3,ν ̸=3

Q̂eg
µ

(
Q̂eg

ν

)∗
Im G̃EQ

µν (ωeg;R,R), (3.50)

with

G̃EQ
µν :=





UEQ
µν − UEQ

µ3 − UEQ
3ν + UEQ

33 ∀µ, ν = 1, 2

UEQ
µν − UEQ

3ν ∀µ = 1, 2 ; ν = 4, 5, 6

UEQ
µν − UEQ

µ3 ∀µ = 4, 5, 6 ; ν = 1, 2

UEQ
µν ∀µ, ν = 4, 5, 6.

(3.51)

Note that the property of the tensor GEQ given by the equation (3.41) implies that the tensor G̃EQ

is symmetric. For the interference term, we obtain a formula involving 3× 5 terms:

ΓED∩EQ(R)√
ΓED,0 ΓEQ,0

= 2
2
√
30πc

ωeg

3∑

i=1

6∑

µ=1
µ̸=3

d̂egi

(
Q̂eg

µ

)∗
Im G̃ED∩EQ

iµ (ωeg;R,R), (3.52)

with

G̃ED∩EQ
iµ :=

{
UED∩EQ
iµ − UED∩EQ

i3 ∀µ = 1, 2

UED∩EQ
iµ ∀µ = 4, 5, 6.

(3.53)

Finally, we modify the Voigt notation to skip the last diagonal element of second-order tensors:

(
Qeg

ij

)
3×3

→ (Qeg
11, Q

eg
22, Q

eg
23, Q

eg
13, Q

eg
12)

T →
(
Qeg

µ

)
5
. (3.54)

Table 3.2 establishes the correspondence between the indices in the modified Voigt notation and
these of the represented tensors.

(i, j) (1, 1) (2, 2) (2, 3) (1, 3) (1, 2)

µ 1 2 3 4 5

Table 3.2: Modified Voigt notation: correspondence between the pair of indices (i, j) of a symmetric
and traceless tensor in three dimensions and the indices µ in five dimensions. The indices µ = 1, 2
correspond to the two independent diagonal components of a second rank tensor, while the indices
µ = 3, 4, 5 correspond to its three independent off-diagonal components. By convention, the indices
of this notation are denoted with Greek letters.

With the modified Voigt notation, we obtain

ΓEQ(R)

ΓEQ,0
=

20πc

ωeg

5∑

µ,ν=1

Q̂eg
µ

(
Q̂eg

ν

)∗
Im G̃EQ

µν (ωeg;R,R) (3.55a)

=
20πc

ωeg
Q̂

eg
· Im G̃EQ(ωeg;R,R) ·

(
Q̂

eg
)∗
, (3.55b)

where the dot product denotes here the scalar product between vectors in five dimensions: a ·b =
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∑5
µ=1 aµbµ. For the interference term, we get

ΓED∩EQ(R)√
ΓED,0 ΓEQ,0

= 2
2
√
30πc

ωeg

3∑

i=1

5∑

µ=1

d̂egi

(
Q̂eg

µ

)∗
Im G̃ED∩EQ

iµ (ωeg;R,R) (3.56a)

= 2
2
√
30πc

ωeg
d̂
eg

· Im G̃ED∩EQ(ωeg;R,R) ·
(
Q̂

eg
)∗
, (3.56b)

where the first and second dot products are in three and five dimensions, respectively.
To summarize, using the modified Voigt notation that removes redundant components of the

symmetric and traceless electric quadrupole transition moment Qeg allows to reduce the number of
terms in the equations. Thereby, we have rewritten the equations (3.39e) and (3.42e) that involves
double dot products into equations that involve scalar products between lower rank tensors in five
dimensions. Employing this notation results in all first-order transition moments being represented
by first-rank tensors (the rank of the tensors is equal to the order of the transition), and all Green’s
functions also being of rank 2. In the next section, this convention will facilitate the decomposition
of quadrupolar transitions into Purcell factor bases.

3.7 Decomposition in Purcell factor bases

In this section, we perform a decomposition of the multipolar contributions [Eqs. (3.44a), (3.44b),
(3.55), and (3.56)] to the total OPSE rate in Purcell factor bases. These bases consist of Purcell
factors related to multipolar transition moments aligned along basis vectors. This will allow us in the
next chapter to express the two-photon Purcell effect as a function of the one-photon Purcell factors.
To do this, the idea is to decompose the normalized first-order multipolar transition moments in bases
and to assume them along the basis vectors to make the link with the diagonal components of the
imaginary part of the Green’s tensors, and along the vector formed by the sum of two basis vectors
to make the link with the off-diagonal components. As a reminder, the tensors ImG, ImGMD, and
Im G̃EQ are symmetric [Eqs. (3.31), (3.37), and (3.51)]. For the interference term, we superpose the
basis vectors of the different multipolar transition moments.

3.7.1 Electric dipole transition

Since a general electric dipole moment involves up to three independent components, it can be
expanded with an orthonormal basis of three vectors. Thus, let us take the electric dipole transition
moment along one basis vector, i.e., d̂

eg
= êi with i = 1, 2, 3. In this case, using the equation (3.44a)

of the vacuum normalized ED transition rate, we define the three Purcell factors PED
i corresponding

to the ratio between the ED transition rate of an emitter that has its electric dipole transition
moment along the basis vector êi and the corresponding rate in free space as [30, 42]:

PED
i (ω;R) :=

6πc

ω
ImGii(ω;R,R). (3.57)

The previous equation makes a link between the diagonal components of ImG and the Purcell
factors PED

i . To establish a link with the off-diagonal components, let us take d̂
eg

= (êi + êj)/
√
2

with i, j = 1, 2, 3 and i < j in the equation (3.44a). In this case, we define the three Purcell factors
PED
ij relative to an emitter that has its electric dipole transition moment aligned along the bisector
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of the basis vectors êi and êj as

PED
ij (ω;R) :=

6πc

ω

1

2
[ImGii(ω;R,R) + ImGij(ω;R,R) + ImGji(ω;R,R) + ImGjj(ω;R,R)]

(3.58a)

:=
1

2

[
PED
i (ω;R) + PED

j (ω;R)
]
+

6πc

ω
ImGij(ω;R,R), (3.58b)

where we used the definition of the Purcell factors PED
i [Eq. (3.57)] as well as the symmetry property

of the tensor ImG [30].

As all components of ImG have been expressed as a function of Purcell factors, we can now
rewrite the equation (3.44a) as

ΓED(R)

ΓED,0
= d̂

eg
·FED(ωeg;R) ·

(
d̂
eg
)∗

=
3∑

i,j=1

d̂ eg
i

(
d̂ eg
j

)∗
FED
ij (ωeg;R), (3.59)

where the components of the tensor FED are defined as

FED
ij (ω;R) :=

6πc

ω
ImGij(ω;R,R), (3.60)

and linked to the Purcell factors by [Eqs. (3.57) and (3.58b)]:

FED
ij (ω;R) =




PED
i (ω;R) ∀i = j

PED
ij (ω;R)− 1

2

[
PED
i (ω;R) + PED

j (ω;R)
]

∀i ̸= j.
(3.61)

Since the tensor FED is also symmetric, we need to calculate in the most general case six Purcell
factors to get the ED transition rate. For example, in a Cartesian basis we need to calculate these
six components: {

FED
xx , F

ED
yy , F

ED
zz , FED

yz , F
ED
xz , F

ED
xy

}
, (3.62)

and thus these six Purcell factors:

{
PED
x , PED

y , PED
z , PED

yz , P
ED
xz , P

ED
xy

}
. (3.63)

In the case where the system exhibits an azimuthal symmetry, there is an equivalence between the
X and Y direction, As a result, some components are equal or zero:





PED
y = PED

x ⇒ FED
yy = FED

xx (3.64a)

PED
yz = PED

xz ⇒ FED
yz := PED

yz − 1

2

(
PED
y + PED

z

)
= PED

xz − 1

2

(
PED
x + PED

z

)
= FED

xz (3.64b)

PED
xy = PED

x ⇒ FED
xy := PED

xy − 1

2

(
PED
x + PED

y

)
= PED

x − 1

2

(
PED
x + PED

x

)
= 0. (3.64c)

Consequently, the number of components of FED and of Purcell factors to calculate is reduced to
three:

{
FED
xx , F

ED
zz , FED

xz

}
, (3.65a)

{
PED
x , PED

z , PED
xz

}
. (3.65b)
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Furthermore, by choosing a basis vector aligned with the electric dipole transition moment of the
emitter, there is only one Purcell factor to calculate. In free space, all Purcell factors are equal to
one and so the tensor FED is equal to the identity matrix and thereby the equation (3.59) gives
ΓED = ΓED,0.

3.7.2 Magnetic dipole transition

Since the equations obtained for the ED and MD transition rates are similar [Eqs. (3.44a) and
(3.44b)], the equations for the MD transition can be obtained from the equations of the ED transition
by replacing the Green’s function by the Green’s function of the magnetic dipole and by replacing
deg by meg. Thereby, the MD transition rate is given by

ΓMD(R)

ΓED,0
= m̂eg ·FMD(ωeg;R) · (m̂eg)∗ =

3∑

i,j=1

m̂ eg
i

(
m̂ eg

j

)∗
FMD
ij (ωeg;R), (3.66a)

where the components of the symmetric tensor FMD are defined as

FMD
ij (ω;R) :=

6πc

ω
ImGMD

ij (ω;R,R), (3.67)

and linked to the Purcell factors by

FMD
ij (ω;R) =




PMD
i (ω;R) ∀i = j

PMD
ij (ω;R)− 1

2

[
PMD
i (ω;R) + PMD

j (ω;R)
]

∀i ̸= j,
(3.68)

where the Purcell factors are defined in the same way as for the ED transition, but with the magnetic
dipole transition moment m̂eg instead.

3.7.3 Electric quadrupole transition

Let us now focus on the EQ transition. Since a general electric quadrupole moment involves up to
five independent components, it can be expanded with an orthonormal basis of five quadrupoles.
To construct this basis, we consider the two different types of quadrupoles sketched in Figure 3.2.
In our modified Voigt notation [Tab. 3.2], these quadrupoles are represented by a vector in five
dimensions where only the µ-th component is non-zero and equal to 1/

√
2 12. Note that we could

have considered two linear quadrupoles [Fig. 2.8], defined by three diagonal components, instead of
the two Type II quadrupoles to construct the basis.

Similarly to the developments made for the ED transition, let us first take the electric quadrupole
transition moment along one basis vector, i.e., Q̂

eg
= êµ/

√
2 with µ = 1, . . . , 5 (i.e., the five

quadrupoles illustrated in Fig. 3.2). In this case, using the equation (3.55) of the vacuum normalized
EQ transition rate, we define the five Purcell factors PED

µ corresponding to the ratio between the
EQ transition rate of an emitter that has its electric quadrupole transition moment along the basis
vector êµ and the corresponding rate in free space as

PEQ
µ (ω;R) :=

1

2

20πc

ω
Im G̃EQ

µµ (ω;R,R). (3.69)

12The factor 1/
√
2 for the quadrupoles is the normalization factor for quadrupoles that are described by two equal

components in absolute value.
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Type I

Q̂yz =
1√
2



0 0 0
0 0 1
0 1 0




⇔ Q̂3 = 1/
√
2 (0, 0, 1, 0, 0)T

z

y

Q̂xz =
1√
2



0 0 1
0 0 0
1 0 0




⇔ Q̂4 = 1/
√
2 (0, 0, 0, 1, 0)T

z

x

Q̂xy =
1√
2



0 1 0
1 0 0
0 0 0




⇔ Q̂5 = 1/
√
2 (0, 0, 0, 0, 1)T

y

x

Type II

Q̂xx =
1√
2



1 0 0
0 0 0
0 0 −1




⇔ Q̂1 = 1/
√
2 (1, 0, 0, 0, 0)T

z

x

Q̂yy =
1√
2



0 0 0
0 1 0
0 0 −1




⇔ Q̂2 = 1/
√
2 (0, 1, 0, 0, 0)T

z

y

Figure 3.2: Representation of the two considered types of planar quadrupole configurations. Type
II differs from type I by a rotation of 45◦ in the plane and involves only diagonal components, while
type I involves solely off-diagonal components. They are represented by means of four dipoles of
same norm (blue arrows) and the radiation patterns are sketched in dark red. The modified Voigt
notation [Tab. 3.2] is used to represent their tensor by means of a five-dimensional vector.

The previous equation makes a link between the diagonal components of Im G̃EQ and the Purcell
factors PEQ

µ . To establish a link with the off-diagonal components, let us consider the combinations
of the basis quadrupoles13:

Q̂
eg

=





1√
6
(êµ + êν) if (µ, ν) = (1, 2)

1

2
(êµ + êν) ∀µ, ν = 2, 3, 4, 5 ; µ < ν,

(3.70)

where the normalization constant is different according to the considered combination. By using the

13Note that all considered quadrupoles need to be normalized and that the quadrupole Q̂xxyy = (Q̂xx + Q̂yy)/
√
3

is the linear quadrupole represented by the diagonal matrix 1/
√
6 diag(1, 1,−2).
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normalized moment given above in the equation (3.55) of the EQ transition rate, we get

ΓEQ(R)

ΓEQ,0
=

1

N

20πc

ωeg
Im
[
G̃EQ

µµ (ωeg;R,R) + G̃EQ
µν (ωeg;R,R) + G̃EQ

νµ (ωeg;R,R) + G̃EQ
νν (ωeg;R,R)

]

(3.71a)

=
2

N

[
PEQ
µ (ωeg;R) + PEQ

ν (ωeg;R) +
20πc

ωeg
Im G̃EQ

µν (ωeg;R,R)

]
, (3.71b)

where N = 6 for (µ, ν) = (1, 2) and N = 4 otherwise. Moreover, we used the definition of the Purcell
factors PEQ

µ [Eq. (3.69)] as well as the symmetry property of the tensor G̃EQ [Eq. (3.51)]. Thereby, we
have defined 10 Purcell factors PEQ

µν relative to an emitter that has its electric quadrupole transition
moment given by the equation (3.70) (i.e., an equal and linear combination of the basis quadrupoles)
as

PEQ
µν (ω;R) :=





1

3

[
PEQ
µ (ω;R) + PEQ

ν (ω;R) +
20πc

ω
Im G̃EQ

µν (ω;R,R)

]
if (µ, ν) = (1, 2)

1

2

[
PEQ
µ (ω;R) + PEQ

ν (ω;R) +
20πc

ω
Im G̃EQ

µν (ω;R,R)

]
∀µ, ν = 2, 3, 4, 5 ; µ < ν.

(3.72)

As all components of Im G̃EQ have been expressed as a function of Purcell factors, we can now
rewrite the equation (3.55) as

ΓEQ(R)

ΓEQ,0
= Q̂

eg
·FEQ(ωeg;R) ·

(
Q̂

eg
)∗

=

5∑

µ,ν=1

Q̂eg
µ

(
Q̂eg

ν

)∗
FEQ
µν (ωeg;R), (3.73)

where the components of the tensor FEQ are defined

FEQ
µν (ω;R) :=

20πc

ω
Im G̃EQ

µν (ω;R,R), (3.74)

and linked to the Purcell factors by [Eqs. (3.69) and (3.72)]:

FEQ
µν (ω;R) =





2PEQ
µ (ω;R) ∀µ = ν

3PEQ
µν (ω;R)− PEQ

µ (ω;R)− PEQ
ν (ω;R) if (µ, ν) = (1, 2)

2PEQ
µν (ω;R)− PEQ

µ (ω;R)− PEQ
ν (ω;R) else.

(3.75)

Since the tensor Im G̃EQ is symmetric, the tensor FEQ is too. Thus, we need to calculate in the
most general case these 15 Purcell factors to get the EQ transition rate. For example, in a Cartesian
basis we need to calculate these 15 components:

{
FEQ
µν

}
µ≤ν

, (3.76)

and thus these 15 Purcell factors: {
PEQ
µ

}
∪
{
PEQ
µν

}
, (3.77)

where the indices µ, ν = 1, . . . , 5, with µ < ν, correspond to the indices {xx, yy, yz, xz, xy} [Fig. 3.2].
In the case where the system exhibits an azimuthal symmetry, there is an equivalence between the
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X and Y direction, As a result, some components are equal or zero:




PEQ
2 = PEQ

1 ⇒ FEQ
22 = FEQ

11 (3.78a)

PEQ
3 = PEQ

4 ⇒ FEQ
33 = FEQ

44 (3.78b)

PEQ
12 = PEQ

1 ⇒ FEQ
12 := 3PEQ

12 − PEQ
1 − PEQ

2 = PEQ
1 =

FEQ
11

2
(3.78c)

PEQ
13 = PEQ

14 ⇒ FEQ
13 := 2PEQ

13 − PEQ
1 − PEQ

3 = FEQ
14 (3.78d)

PEQ
23 = PEQ

14 ⇒ FEQ
23 = FEQ

14 (3.78e)

PEQ
24 = PEQ

14 ⇒ FEQ
24 = FEQ

14 (3.78f)

PEQ
25 = PEQ

15 ⇒ FEQ
25 = FEQ

15 (3.78g)

PEQ
34 = PEQ

4 ⇒ FEQ
34 := 2PEQ

34 − PEQ
3 − PEQ

4 = 0 (3.78h)

PEQ
35 = PEQ

45 ⇒ FEQ
35 = FEQ

45 . (3.78i)

As a result, the number of components of FEQ and of Purcell factors to calculate is reduced to six:

{
FEQ
11 , FEQ

44 , FEQ
55 , FEQ

14 , FEQ
15 , FEQ

45

}
=
{
FEQ
xxxx, F

EQ
xzxz, F

EQ
xyxy, F

EQ
xxxz, F

EQ
xxxy, F

EQ
xzxy

}
, (3.79a)

{
PEQ
1 , PEQ

4 , PEQ
5 PEQ

14 , PEQ
15 , PEQ

45

}
=
{
PEQ
xx , P

EQ
xz , P

EQ
xy , P

EQ
xxxz, P

EQ
xxxy, P

EQ
xzxy

}
. (3.79b)

Furthermore, by choosing a basis vector aligned with the electric quadrupole transition moment
of the emitter, there is only one Purcell factor to calculate. In free space, all Purcell factors tend
towards one and so FEQ is given by

FEQ
µν =





2 ∀µ = ν

1 if (µ, ν) = (1, 2)

0 else,

(3.80)

and thereby equation (3.73) gives ΓEQ = ΓEQ,0.

3.7.4 Interference term

To make the link between the term describing the interference between the ED and EQ transitions
and the Purcell factors, let us consider a quantum emitter having simultaneously an ED transition
and an EQ transition, described respectively by the transition moments deg and Qeg. In this case,
its transition rate is given by the three following contributions [Eq. (3.15)]:

ΓED+EQ(R) = ΓED(R) + ΓEQ(R) + ΓED∩EQ(R), (3.81)

where the ED and EQ contributions have been written above as a function of the one-Purcell factors
[Eqs. (3.59) and (3.73)]. In vacuum, there is no interference [2] and thus ΓED+EQ,0 = ΓED,0+ΓEQ,0.

Let us introduce the normalized vacuum transition rates to use the equations we have derived:

(ΓED,0 + ΓEQ,0)
ΓED+EQ(R)

ΓED,0 + ΓEQ,0
= ΓED,0

ΓED(R)

ΓED,0
+ ΓEQ,0

ΓEQ(R)

ΓEQ,0
+
√
ΓED,0 ΓEQ,0

ΓED∩EQ(R)√
ΓED,0 ΓEQ,0

.

(3.82)
As previously, let us take d̂

eg
= êi and Q̂

eg
= êµ/

√
2 (with i = 1, 2, 3 and µ = 1, . . . , 5). In this case,
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3.7. Decomposition in Purcell factor bases

using the vacuum normalized equations (3.59), (3.73), and (3.56) for the ED, EQ, and interference
contributions, the right-hand side of the equation (3.82) is rewritten as

(ΓED,0 + ΓEQ,0)
ΓED+EQ(R)

ΓED,0 + ΓEQ,0
= ΓED,0 P

ED
i (ωeg;R) + ΓEQ,0 P

EQ
µ (ωeg;R)

+ 2
√

ΓED,0 ΓEQ,0
1√
2

2
√
30πc

ωeg
Im G̃ED∩EQ

iµ (ωeg;R,R). (3.83)

By definition, the fraction in the left-hand side is the Purcell factor PED+EQ
iµ related to the super-

position of an electric dipole aligned along êi and of an electric quadrupole aligned along êµ:

(ΓED,0 + ΓEQ,0)P
ED+EQ
iµ (ωeg;R) = ΓED,0 P

ED
i (ωeg;R) + ΓEQ,0 P

EQ
µ (ωeg;R)

+ 2
√
ΓED,0 ΓEQ,0

1√
2
FED∩EQ
iµ (ωeg;R), (3.84)

where we define the tensor FED∩EQ as

FED∩EQ(ω;R) :=
2
√
30πc

ω
Im G̃ED∩EQ(ω;R,R). (3.85)

The equation (3.84) establishes the link between the Purcell factors and G̃ED∩EQ. These factors
can be calculated via the power emitted by classical point sources [Eqs. (2.34), (2.35), and (2.36)]:

PED
i (ω;R) =

WED
i (ω;R)

WED
0 (ω)

, (3.86a)

PEQ
µ (ω;R) =

WEQ
µ (ω;R)

WEQ
0 (ω)

, (3.86b)

PED+EQ
iµ (ω;R) =

WED+EQ
iµ (ω;R)

WED
0 (ω) +WEQ

0 (ω)
=
WED

i (ω;R) +WEQ
µ (ω;R) +WED∩EQ

iµ (ω;R)

WED
0 (ω) +WEQ

0 (ω)
. (3.86c)

In these equations, the subscript 0 indicates quantities that refer to vacuum whereasWED
i , WEQ

µ , and
WED+EQ

iµ denote the power emitted by a classical dipole aligned along êi, by a classical quadrupole
aligned along êµ, and by the superposition of both sources, respectively. Furthermore, WED+EQ

iµ is
decomposed into three contributions where WED∩EQ

iµ represents the interference term between the
two classical sources. As a reminder, there is no interference in vacuum. Replacing the Purcell factor
expressions into the equation (3.84) gives a system of three equations:





(ΓED,0 + ΓEQ,0)
WED

i

WED
0 +WEQ

0

= ΓED,0
WED

i

WED
0

(3.87a)

(ΓED,0 + ΓEQ,0)
WEQ

µ

WED
0 +WEQ

0

= ΓEQ,0
WEQ

µ

WEQ
0

(3.87b)

(ΓED,0 + ΓEQ,0)
WED∩EQ

iµ

WED
0 +WEQ

0

=
√
2
√
ΓEQ,0 ΓEQ,0 F

ED∩EQ
iµ , (3.87c)

where the dependencies have been omitted. Solving the first or the second equation gives the relation:

WEQ
0 (ωeg)

WED
0 (ωeg)

=
ΓEQ,0

ΓED,0
. (3.88)
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Chapter 3. One-photon spontaneous emission

Indeed, the power emitted by the classical multipolar sources representing the multipolar transition
moments of the emitter need to be set according to the multipolar transition rates in vacuum.

Now, by using equation (3.88) in the equation (3.87c), we obtain an expression for the components
of the tensor FED∩EQ (and so for the tensor G̃ED∩EQ [Eq. (3.85)]):

FED∩EQ
iµ (ω;R,R) =

WED∩EQ
iµ (ω;R)

√
2WED

0 (ω)WEQ
0 (ω)

, (3.89)

which can be written using equations (3.86) as a function of the Purcell factors:

√
ΓED,0 ΓEQ,0 F

ED∩EQ
iµ (ω;R) =

1√
2

[
(ΓED,0 + ΓEQ,0)P

ED+EQ
iµ − ΓED,0 P

ED
i − ΓEQ,0 P

EQ
µ

]
, (3.90)

where the dependencies have been omitted. Therefore, we have rewritten the interference term
[Eq. (3.56)] as

ΓED∩EQ(R)√
ΓED,0 ΓEQ,0

= 2 d̂
eg

·FED∩EQ(ωeg;R) ·
(
Q̂

eg
)∗

= 2
3∑

i=1

5∑

µ=1

d̂ eg
i

(
Q̂eg

µ

)∗
FED∩EQ
iµ (ωeg;R), (3.91)

where the real part is implied and where the tensor FED∩EQ is expressed as a function of the
Purcell factors [Eq. (3.90)], which can be calculated classically via the equations (3.86). Note that
in vacuum, all Purcell factors tend towards one and the tensor FED∩EQ tends towards 0, leading to
an interference term equal to zero.

To calculate the 15 components FED∩EQ
iµ [Eq. (3.90)], one needs to calculate an additional set

of 15 Purcell factors: {PED+EQ
iµ } (the 3 factors PED

i and the 5 factors PEQ
µ are already calculated

when calculating the ED and EQ transition rates [Eqs. (3.61), and (3.75)]). These factors must
be calculated by respecting the equation (3.88), ensuring adequate weighting of multipolar sources.
Consequently, vacuum rates are required to calculate interference effects.

In the case where the system exhibits an azimuthal symmetry, there is an equivalence between
the X and Y direction. As a result, some components are equal (i = 1, 2, 3 corresponds to x, y and
z, while µ = 1, . . . , 5 corresponds to xx, yy, yz, xz, xy):





∀µ = 1, . . . , 5 FED∩EQ
2µ = FED∩EQ

1µ (3.92a)

∀i = 1, 3, FED∩EQ
i2 = FED∩EQ

i1 (3.92b)

∀i = 1, 3, FED∩EQ
i3 = FED∩EQ

i4 . (3.92c)

Consequently, the number of components of FED∩EQ and of Purcell factors to calculate is reduced
to six:

{
FED
11 , FED

14 , FED
15 , FED

31 , FED
34 , FED

35 ,
}
, (3.93a)

{
PED
11 , PED

14 , PED
15 , PED

31 , PED
34 , PED

35 ,
}
. (3.93b)

Again, by considering bases where one basis vector is aligned with the multipolar moments of the
emitter, there is only one additional Purcell factors to calculate the interference term ΓED∩EQ.
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3.8 Discussion

Throughout this chapter, we derived equations that are expressed via the dyadic Green’s function
[Eqs. (3.32e), (3.38b), and (3.55)] for the calculation of the Purcell effect of an arbitrary quantum
emitter in an arbitrary photonic environment, by taking into account the interaction up the electric
quadrupolar order. Going beyond the electric dipole approximation is relevant for large emitters [50–
53] and in structures confining light at the nanoscale [28], such as plasmonic nanostructures [22, 28,
29, 50, 55–62]. We have also included the calculation of the interference between the ED and EQ
emission channels of the OPSE [Eq. (3.56)], and similar equations can be derived for the other
interference terms including the MD transition.

In the derived equations [Eqs. (3.32e), (3.38b), (3.55), and (3.56)], the contribution of the elec-
tronic structure of the emitter and of the photonic environment are decoupled, allowing their sep-
arate calculation. Indeed, each equation involves two different tensors. On the one hand, there
is the normalized multipolar transition moment that depends only on the electronic structure of
the emitter [2]. On the other hand, there is the dyadic Green’s function that depends only on the
photonic environment [30].

Moreover, the modification of the multipolar transition rates and the interference effects can be
calculated classically by considering classical multipolar point sources in electromagnetic simulations
[Sec. 2.5.2], thus allowing to consider arbitrarily shaped nanostructures. In addition, the Purcell
factors can be decomposed into a radiative (emission of photons in the far-field) and a non-radiative
part (absorption by the environment), allowing the separate calculation of these two channels, and
so of the quantum efficiency [30]. We have also decomposed the Green’s function into Purcell bases
[Eqs. (3.59), (3.66), (3.73), and (3.91)], which will be useful in the chapter dedicated to the two-
photon spontaneous emission process.

Since the derived equations in this chapter are based on Fermi’s golden rule, they are limited
to the weak coupling regime. Indeed, the perturbation theory is expected to fail when the ratio
between the transition rate Γ and the transition angular frequency ωeg approaches 1 [22, 89]. Also,
for the extreme cases of large emitters placed very close to a nanostructure (≈ 1 nm distance), their
reduction to a point may require even higher orders than the quadrupolar order [53].

3.9 Summary

In this chapter, we presented a complete treatment of the OPSE process where the interaction Hamil-
tonian is taken up to the electric quadrupolar order by making no assumptions about the quantum
emitter and the environment, including interference effects between the multipolar pathways. Con-
cretely, the derivation as a function of the field modes and via the Green’s function for the MD and
EQ transitions as well as for the interference terms are in part personal developments, but some of
these equations can be found in the literature [23, 51]. Furthermore, the introduction of a modified
Voigt notation to simplify the equations relative to the EQ transition and the decomposition of the
multipolar contributions to the OPSE into Purcell factor bases are personal developments.

Adopting a perturbative approach with Fermi’s golden rule [Eq. (3.1)], and by considering the
electric dipole (ED), magnetic dipole (MD) and electric quadrupole (EQ) interactions in the mul-
tipolar expansion of the interaction Hamiltonian [Eq. (3.4)], we found that the overall one-photon
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spontaneous emission rate (OPSE) is given by six multipolar contributions [Eq. (3.15)]:

Γtot = ΓED + ΓMD + ΓEQ + ΓED∩MD + ΓED∩EQ + ΓMD∩EQ. (3.94)

These contributions are the ED, MD, EQ transition rates and the interferences with each other,
respectively. The interference terms can be either positive or negative, potentially leading to an in-
crease or a decrease of the overall transitions rate. Note that depending on the quantum emitter, the
ED, MD, EQ transitions may not occur simultaneously between two given states. In the case where
the magnetic interaction is discarded, the overall OPSE is given by the three following multipolar
contributions [Eq. (3.81)]:

ΓED+EQ = ΓED + ΓEQ + ΓED∩EQ. (3.95)

Next, by considering plane waves for the field modes, we derived the vacuum OPSE rates
[Eqs. (3.29)]:

ΓED,0 =
ω3
eg

3πε0ℏc3
∥deg∥2 , (3.96a)

ΓMD,0 =
ω3
eg

3πε0ℏc5
∥meg∥2 , (3.96b)

ΓEQ,0 =
ω5
eg

10πε0ℏc5
∥Qeg∥2 . (3.96c)

As the spontaneous emission takes place in vacuum, there are no interferences between multipolar
transitions. Afterwards, we introduced a modified Voigt notation [Eq. (3.54) and Tab. 3.2] to simplify
equations involving the transition moment Qeg by keeping only its 5 independent elements (Qeg is
traceless and symmetric) as a vector in five dimensions:

(
Qeg

ij

)
3×3

→ (Qeg
11, Q

eg
22, Q

eg
23, Q

eg
13, Q

eg
12)

T →
(
Qeg

µ

)
5
. (3.97)

Using this notation, all first-order transition moments are represented by tensors of rank equal to
the order of the transition.

Then, we expressed the multipolar contributions via the dyadic Green’s function, and then
normalized them with respect to vacuum [Eqs. (3.44), (3.55), and (3.56)]:

ΓED(R)

ΓED,0
=

6πc

ωeg
d̂
eg

· ImG(ωeg;R,R) ·
(
d̂
eg
)∗
, (3.98a)

ΓMD(R)

ΓED,0
=

6πc

ωeg
m̂eg · ImGMD(ωeg;R,R) · (m̂eg)∗ , (3.98b)

ΓEQ(R)

ΓEQ,0
=

20πc

ωeg
Q̂

eg
· Im G̃EQ(ωeg;R,R) ·

(
Q̂

eg
)∗
, (3.98c)

ΓED∩EQ(R)√
ΓED,0 ΓEQ,0

= 2
2
√
30πc

ωeg
d̂
eg

· Im G̃ED∩EQ(ωeg;R,R) ·
(
Q̂

eg
)∗
, (3.98d)

where the real part is implied for the last equation, where the caret denotes normalized tensors and
where the dot product involving Qeg denotes the scalar product between tensors in five dimensions
[Eqs. (3.55) and (3.56)]. In these equations, the contribution of the environment and of the emitter
are decoupled, allowing their separate calculation. The tensors GMD, G̃EQ, and G̃ED∩EQ are ex-
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pressed as a function of the derivatives of the Green’s function G [Eqs. (3.37), (3.40), (3.43), (3.51),
and (3.53)]. By definition, the three first equations represent the Purcell factors of each multipolar
transition. Moreover, these equations are identical with those obtained for the modification of the
power emitter by classical point sources in Section 2.5.2, highlighting that the Purcell effect (i.e.,
the modification of transition rates due to the environment) can be computed classically via electro-
magnetic simulations with multipolar point sources whose their moments have the same orientation
as those describing the multipolar transitions moments of the quantum emitter [Eq. (2.34)]. In addi-
tion, the interference effects between multipolar pathways can be computed via interference between
classical sources [Eq. (2.36)], but their calculation requires the knowledge of vacuum rates to weight
accordingly the power emitted by the classical sources [Eq. (3.88)].

Finally, we performed a decomposition in Purcell factor bases [Eqs. (3.59), (3.66), (3.73), and
(3.91)]:

ΓED(R)

ΓED,0
= d̂

eg
·FED(ωeg;R) ·

(
d̂
eg
)∗

=
3∑

i,j=1

d̂ eg
i

(
d̂ eg
j

)∗
FED
ij (ωeg;R), (3.99a)

ΓMD(R)

ΓED,0
= m̂eg ·FMD(ωeg;R) · (m̂eg)∗ =

3∑

i,j=1

m̂ eg
i

(
m̂ eg

j

)∗
FMD
ij (ωeg;R), (3.99b)

ΓEQ(R)

ΓEQ,0
= Q̂

eg
·FEQ(ωeg;R) ·

(
Q̂

eg
)∗

=
5∑

µ,ν=1

Q̂eg
µ

(
Q̂eg

ν

)∗
FEQ
µν (ωeg;R), (3.99c)

ΓED∩EQ(R)√
ΓED,0 ΓEQ,0

= 2 d̂
eg

·FED∩EQ(ωeg;R) ·
(
Q̂

eg
)∗

= 2
3∑

i=1

5∑

µ=1

d̂ eg
i

(
Q̂eg

µ

)∗
FED∩EQ
ij (ωeg;R), (3.99d)

where the real part is implied for the last equation. The tensors FED, FMD, FEQ, and FED∩EQ are
defined from the Green’s functions [Eqs. (3.60), (3.67), (3.74), and (3.85)] and are expressed as a
function of the Purcell factors. For MO ∈ {ED, MD} [Eqs. (3.61) and (3.68)]:

FMO
ij (ω;R) =




PMO
i (ω;R) ∀i = j

PMO
ij (ω;R)− 1

2

[
PMO
i (ω;R) + PMO

j (ω;R)
]

∀i ̸= j,
(3.100)

where PMO
i and PMO

ij denote Purcell factors relative to a dipole (electric or magnetic) along êi and
êi + êj , respectively. For the EQ transition [Eq. (3.75)]:

FEQ
µν (ω;R) =





2PEQ
µ (ω;R) ∀µ = ν

3PEQ
µν (ω;R)− PEQ

µ (ω;R)− PEQ
ν (ω;R) if (µ, ν) = (1, 2)

2PEQ
µν (ω;R)− PEQ

µ (ω;R)− PEQ
ν (ω;R) else,

(3.101)

where PEQ
µ and PEQ

µν denote Purcell factors relative to an electric quadrupole described by one of the
five basis quadrupole [Fig. 3.2] and relative to the combination of two basis quadrupoles [Eq. (3.70)],
respectively. For the interference term [Eq. (3.90)]:

√
ΓED,0 ΓEQ,0 F

ED∩EQ
iµ (ω;R) =

1√
2

[
(ΓED,0 + ΓEQ,0)P

ED+EQ
iµ − ΓED,0 P

ED
i − ΓEQ,0 P

EQ
µ

]
, (3.102)

with PED+EQ
iµ being the Purcell factor related to the superposition of an electric dipole along êi
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Chapter 3. One-photon spontaneous emission

and of an electric quadrupole along êµ. Although this decomposition into Purcell factor bases is not
useful for the OPSE (since only one Purcell factor needs to be calculated per multipolar contribution
[Subsec. 3.5.5]), it will be useful for the expression of the two-photon spontaneous emission rates as
a function of the one-photon Purcell factors.

The developments presented in this chapter have two limitations: they are limited to the weak
coupling regime and the consideration of the interaction up to the electric quadrupolar order may
be not sufficient for the extreme cases of large emitters placed very close to a nanostructure.
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Chapter 4

Two-photon spontaneous emission

In this chapter, we go one step further than in the previous chapter by considering a second-order
process in the perturbation theory, namely the two-photon spontaneous emission (TPSE). The main
difference with the one-photon spontaneous emission (OPSE) process studied in Chapter 3 is that
the TPSE is mediated by virtual intermediates states, leading to two quasi simultaneous transitions,
each emitting a quantum [2, 42, 91]. As a result, the TPSE is characterized by a continuous and
symmetric spectrum whereas OPSE spectra are discrete [Sec. 2.4]. Furthermore, we should rather
talk about the two-quanta spontaneous emission, since depending on the environment, quanta other
than photons can be emitted, as for example plasmons or phonons [30]. In practice, the mathematical
developments are very similar to those made for the OPSE, except that we start with the second-
order Fermi’s golden rule instead of the first-order one.

This chapter is mainly based on Chapter 5 of the book Molecular quantum electrodynamics: an
introduction to radiation-molecule interactions [2] in which they derive the two-electric dipole (2ED)
transition rate in vacuum and on the paper Quantum two-photon emission in a photonic cavity [31]
where the 2ED transition rate is expressed via the Green’s function and as a function of the one-
photon Purcell factors, but only for a restricted set of systems. We present here a complete treatment
of the TPSE process where the interaction Hamiltonian is taken up to the electric quadrupolar
order. We do not make any assumptions about the quantum emitter and the environment and
we include interference effects between the multipolar pathways, which have never been studied to
our knowledge. Thus, we derive expressions for the two-electric dipole (2ED), two-magnetic dipole
(2MD), and two-electric quadrupole (2EQ) transition rates and for the interferences between them as
a function of the one-photon Purcell factors, which can be used for arbitrarily shaped nanostructures
and for emitter at any position. These equations enable the classical evaluation of the impact of the
environment on the TPSE (i.e., the two-photon Purcell effect), as this is the case for the OPSE.

First, we remind the second-order Fermi’s golden rule used to calculate TPSE transition rates
of quantum systems as well as the interaction Hamiltonian that describes the interaction between a
quantum emitter and the electromagnetic field. Then, we derive the multipolar contributions to the
TPSE, including interference effects, and we consider the case where the environment is vacuum.
Next, the obtained expressions are expressed via the dyadic Green’s function, vacuum normalized,
and expressed as a function of the Purcell factors of the OPSE. To do this, we use the modified Voigt
notation introduced in the previous chapter to simplify the equations relative to the 2EQ transition.
Finally, we close this chapter with a discussion about the derived equations and with a summary of
them.
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Chapter 4. Two-photon spontaneous emission

4.1 Fermi’s golden rule

Let us consider a system composed of a two-level quantum emitter (e.g., an atom, a molecule, or
a quantum dot) and its photonic environment. With a perturbative approach, the probability per
unit time that a system carries out a second-order transition from an initial state |i⟩ to a final state
|f⟩, upon an interaction between the emitter and the field described by the Hamiltonian Hint, is
given by Fermi’s golden rule [Eqs. (2.2) and (2.4)]:

Γ
(2)
i→f =

2π

ℏ
|M (2)

fi |2 δ(Ef − Ei), (4.1)

with M (2)
fi the second-order matrix element of Hint, which acts as a small perturbation of the system:

M
(2)
fi =

∑

|l⟩

⟨f |Hint(t) |l⟩ ⟨l|Hint(t) |i⟩
Ei − El

, (4.2)

where the summation runs over all virtual intermediate states |l⟩ of the system that are allowed by
selection rules. In these equations, ℏ is the reduced Planck constant, Ea stands for the energy of
the system in the state |a⟩ with a = i, l, f , and the superscript (2) indicates that this is a second-
order transition, in contrast with the first-order transitions studied in Chapter 3. In comparison
with the first-order matrix element [Eq. (3.2)], M (2)

fi contains two matrix elements of the interaction
Hamiltonian that describe the two successive transitions mediated by a virtual intermediate state
[Fig. 4.1]. Thereby during this process, there are two interactions between the emitter and the field
leading to the emission of two quanta.

E

εe

εm

εg

ℏωeg

|g⟩

|e⟩

|m⟩
1

2

ωα

ωα′

t

|g⟩

|m⟩

|e⟩

ωα

ωα′

Figure 4.1: Energy and time representations of a second-order transition. The emitter carries-out
a first transition from its excited state |e⟩ to a virtual intermediate state |m⟩ by emitting a photon
in the mode α. Then, a second transition is carried out to the ground state |g⟩ of lower energy by
emitting a photon in the mode α′. The transition energy is given by ℏωeg := εe−εg. Even if the law of
conservation of energy is temporarily violated after the emission of the first photon (since the energy
of the emitter increases while emitting the first photon), overall this law is respected and the sum of
the two photons’ energies is equal to the transition energy: ℏωα+ℏωα′ = ℏωeg [Sec. 2.4]. This second-
order process can therefore only be understood as a whole. Note that due to this violation, it is not
possible to draw a picture that correctly represents both the energy of the intermediate state and
the energy of the emitted photons, which are not equal to the energy difference between the emitter
states. These representations only consider the intermediate state of the system |l⟩ = |m; 1α⟩ where
the first photon is emitted in the mode α, but similar representations can be sketched by inverting
the role of the two emitted quanta.
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4.2. Interaction Hamiltonian

Regarding the states involved in this second-order process [2], the initial one is characterized by
the emitter in an excited state |e⟩ and the field in the vacuum state |vac⟩, while in the final one the
emitter is in a lower energy state |g⟩ and the field is in a two-quanta state |1α, 1α′⟩ where α and α′

stand for the modes of the two emitted quanta. Thus, they are respectively written as1

|i⟩ = |e; vac⟩ (4.3a)

and as |f⟩ = |g; 1α, 1α′⟩ . (4.3b)

In the virtual intermediate states that connect these two states, the emitter is in the state |m⟩ and
the field is in a one-quantum state. Depending on in which mode is the emitted quantum, the
intermediate states are written as

|l⟩ = |m; 1α⟩ (4.4a)

or as |l⟩ = |m; 1α′⟩ . (4.4b)

Further on, the energy of the emitter in the state |a⟩ will be denoted as εa with a = e,m, g. In
the subsequent developments, a sum over α and α′ will be added to consider all possible final states
(modes) for the emitted quanta [Sec. 2.3].

4.2 Interaction Hamiltonian

As in Section 3.2 of the chapter dedicated to the OPSE, the multipolar expansion of the interaction
Hamiltonian is considered up to the electric quadrupolar order [Eq. (3.4)]:

Hint(R, t) = −d ·E(R, t)︸ ︷︷ ︸
HED

−m ·B(R, t)︸ ︷︷ ︸
HMD

−Q : ∇E(R, t)︸ ︷︷ ︸
HEQ

+ . . . (4.5)

and therefore encompasses the interactions of the electric dipole (ED), magnetic dipole (MD)
and electric quadrupole (EQ). Moreover, the multipolar moment operators are given by the equa-
tions (3.5) and the electromagnetic field operators are written as a function of the normal modes
Aα(r) of the vector potential [Eqs. (3.6)].

Upon this interaction, the quantum emitter can perform various two-photon transitions, each
contributing to the overall TPSE rate [5]. As a quantum can be emitted by three distinct multipolar
emission pathways (ED, MD, and EQ), there are nine multipolar contributions to this second-order
process, three of which are illustrated in Figure 4.2. On the one hand, there are the two-electric
dipole (2ED), the two-magnetic dipole (2MD) and the two-electric quadrupole (2EQ) transitions,
under which both photons are emitted via the same multipolar first-order transition. On the other
hand, there are the six mixed transitions ED–MD, ED–EQ, MD–ED, MD–EQ, EQ–ED, and EQ–MD
in which the photons originate from different multipolar first-order transitions. In addition, these
multipolar channels can interfere with each other, potentially resulting in an increase or a decrease
of the overall TPSE rate [2]. However, depending on the selection rules of the considered emitter,
some emission channels can be forbidden. For example, the mixed transitions ED–EQ and EQ–ED
are not allowed between two states of a hydrogen atom that have the same azimuthal quantum

1|a, b⟩ (or |a; b⟩) is a shorthand notation used to represent the tensor product of the states |a⟩ and |b⟩.
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Chapter 4. Two-photon spontaneous emission

number [Sec. 2.1]. Moreover, depending on the photonic environment, some multipolar transitions
may be weaker than others, and therefore can be neglected. These multipolar contributions to the
overall TPSE rate are derived in the following section.

E
εm

ℏωeg

|e⟩

2ED
|m⟩

ED – EQ
|m⟩

EQ – ED
|m⟩

|g⟩

ED

ED

ED

EQ

EQ

ED

Figure 4.2: Representation of three of the nine multipolar contributions to the TPSE process. The
2ED transition is made up of two successive ED transitions, while the other two consist of one ED and
one EQ transitions. These second-order transitions are mediated by different virtual intermediate
states due to the selection rules [Eqs. (2.8) and Sec. 2.4] and can interfere.

4.3 Multipolar contributions

Now that the second-order Fermi’s golden rule and all the states involved in the second-order
transition have been introduced, let us derive the different multipolar contributions to the TPSE
rate. Given that the initial and the final energies2 of the system are, respectively, Ei = εe and
Ef = εg + ℏωα + ℏωα′ , the Dirac delta distribution in Fermi’s golden rule in equation (4.1) can be
rewritten as

δ(Ef − Ei) =
1

ℏ
δ(ωeg − ωα − ωα′), (4.6)

where we define ℏωab := εa − εb with a, b = e,m, g.
Then, given that there are two kinds of intermediate states [Eqs. (4.4)], the summation over

them in the expression of the second-order matrix element M (2)
fi is split in two:

M
(2)
fi =

∑

|m⟩

⟨1α, 1α′ | ⟨g|Hint |m⟩ |1α⟩ ⟨1α| ⟨m|Hint |e⟩ |vac⟩
ℏ (ωem − ωα)

+
∑

|m⟩

⟨1α, 1α′ | ⟨g|Hint |m⟩ |1α′⟩ ⟨1α′ | ⟨m|Hint |e⟩ |vac⟩
ℏ (ωem − ωα′)

, (4.7)

where the first summation corresponds to the representations sketched in Figure 4.1. Note that the
time dependency of Hint (the time dependencies e−iωt and eiωt are in the annihilation and creation
operators involved in the electromagnetic field operators [Eqs. (3.6)]) is omitted since we take the
modulus of Mfi.

Let us first calculate the factor ⟨1α, 1α′ | ⟨g|Hint |m⟩ |1α⟩ in M (2)
fi with the interaction Hamiltonian

given by the equation (4.5) and with the electromagnetic field operators given by the equations (3.6).

2The zero of energy is chosen to correspond to the energy of the electromagnetic field in vacuum.
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4.3. Multipolar contributions

As we are interested in emission processes, only the part of E and B involving creation operators,
noted as E(−) and B(−), are kept in the calculation:

⟨1α, 1α′ | ⟨g|Hint |m⟩ |1α⟩ = ⟨1α, 1α′ | ⟨g| − d ·E(R)−m ·B(R)−Q : ∇E(R) |m⟩ |1α⟩ (4.8a)

= −⟨g|d |m⟩ · ⟨1α, 1α′ |E(−)(R) |1α⟩
− ⟨g|m |m⟩ · ⟨1α, 1α′ |B(−)(R) |1α⟩
− ⟨g|Q |m⟩ : ∇⟨1α, 1α′ |E(−)(R) |1α⟩ (4.8b)

= −dgm · ⟨1α, 1α′ | − i
∑

β

√
ℏωβ

2ε0
a†βA

∗
β(R) |1α⟩

−mgm · ⟨1α, 1α′ | − i
∑

β

√
ℏ

2ε0ωβ
a†β∇×A∗

β(R) |1α⟩

−Qgm : ⟨1α, 1α′ | − i
∑

β

√
ℏωβ

2ε0
a†β∇A∗

β(R) |1α⟩ , (4.8c)

where the multipolar operators only act on emitter states while the field operators solely act on field
states. Within this equation, dba := ⟨b|d|a⟩, mba := ⟨b|m|a⟩, and Qba := ⟨b|Q|a⟩ stand, respectively,
for the electric dipole, magnetic dipole and electric quadrupole transition moments (i.e., the first-
order matrix elements of the operators d, m, and Q) that describe the emitter’s transition from the
state |a⟩ to the state |b⟩ (a, b = e, m, g). In the previous equation, only the term involving the
creation operator a†β that creates a photon in the mode β = α′ leads to a non-zero term because the
field states form an orthonormal basis3. Thus, we get

⟨1α, 1α′ | ⟨g|Hint |m⟩ |1α⟩ = i

√
ℏωα′

2ε0

{
dgm ·A∗

α′(R) +
1

ωα′
mgm ·∇×A∗

α′(R) +Qgm : ∇A∗
α′(R)

}
.

(4.9)

Similar developments for the second factor in the first summation of the equation (4.7) lead to

⟨1α| ⟨m|Hint |e⟩ |vac⟩ = i

√
ℏωα

2ε0

{
dme ·A∗

α(R) +
1

ωα
mme ·∇×A∗

α(R) +Qme : ∇A∗
α(R)

}
, (4.10)

and therefore the first summation in equation (4.7) is given by

−
√
ωαωα′

2ε0

∑

|m⟩

{
(4.11)

(
dgm ·A∗

α′ + 1
ωα′

mgm ·∇×A∗
α′ +Qgm : ∇A∗

α′

)(
dme ·A∗

α + 1
ωα

mme ·∇×A∗
α +Qme : ∇A∗

α

)

ωem − ωα



 ,

where the spatial dependency has been omitted.

Concerning the second summation present in equation (4.7), the result can be obtained by
inverting the role of α and α′ in the last obtained equation. Thus, the second-order matrix element

3An orthonormal basis satisfies ⟨1α|1β⟩ = δαβ and ⟨1α, 1α′ |1β , 1β′⟩ = ⟨1α|1β⟩ ⟨1α′ |1β′⟩ = δαβ δα′β′ .
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M
(2)
fi is rewritten as

M
(2)
fi = −

√
ωαωα′

2ε0

∑

|m⟩

{
dgm ·A∗

α′ dme ·A∗
α

ωem − ωα
+

dgm ·A∗
α dme ·A∗

α′

ωem − ωα′

+
1

ωαωα′

mgm ·∇×A∗
α′ mme ·∇×A∗

α

ωem − ωα
+ α↔ α′

+
Qgm : ∇A∗

α′ Qme : ∇A∗
α

ωem − ωα
+ α↔ α′

+
1

ωα′

mgm ·∇×A∗
α′ dme ·A∗

α

ωem − ωα
+ α↔ α′

+
Qgm : ∇A∗

α′ dme ·A∗
α

ωem − ωα
+ α↔ α′

+
1

ωα

dgm ·A∗
α′ mme ·∇×A∗

α

ωem − ωα
+ α↔ α′

+
1

ωα

Qgm : ∇A∗
α′ mme ·∇×A∗

α

ωem − ωα
+ α↔ α′

+
dgm ·A∗

α′ Qme : ∇A∗
α

ωem − ωα
+ α↔ α′

+
1

ωα′

mgm ·∇×A∗
α′ Qme : ∇A∗

α

ωem − ωα
+ α↔ α′

}
, (4.12)

where the terms α ↔ α′ denote terms obtained by inverting the role of α and α′ in the preceding
terms, where the first one at the first line has been given for the example. The calculated matrix
element is the result of nine multipolar contributions:

M
(2)
fi =M2ED

fi +M2MD
fi +M2EQ

fi

+MED−MD
fi +MED−EQ

fi +MMD−ED
fi +MMD−EQ

fi +MEQ−ED
fi +MEQ−MD

fi , (4.13)

where the first one corresponds to the first two terms in the summation over |m⟩ in equation (4.12),
the second to the next two, and so on. The contributions M2ED

fi , M2MD
fi , and M2EQ

fi are, respec-
tively, obtained when only the ED, MD, or EQ interaction is taken into account in the interaction
Hamiltonian [Eq. (4.5)]. Thus, by considering these interactions separately, we will derive the tran-
sition rates relative to the 2ED, 2MD, and 2EQ transitions. When multiple interactions are present
simultaneously in the interaction Hamiltonian, contributions appear from mixed transitions (second
line in Eq. (4.13)).

Now and for the rest of this thesis, we put aside the contribution of mixed transitions to the
second-order matrix element, but similar equations can be derived for them. Indeed, they are not
involved in the transition studied in this thesis: namely the transition s → s of the hydrogen atom
[Sec. 2.4]. Thus, we keep the three following multipolar contributions to M (2)

fi :

M
(2)
fi =M2ED

fi +M2MD
fi +M2EQ

fi , (4.14)

which correspond to the first three lines in equation (4.12). Using the commutation property of the
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4.3. Multipolar contributions

scalar and double dot products, one obtains the following equation

M
(2)
fi = −

√
ωαωα′

2ε0

∑

|m⟩

{
A∗

α ·dme dgm ·A∗
α′

ωem − ωα
+

A∗
α ·dgm dme ·A∗

α′

ωem − ωα′

+
1

ωαωα′

(∇×A∗
α ·mme mgm ·∇×A∗

α′

ωem − ωα
+

∇×A∗
α : mgm mme ·∇×A∗

α′

ωem − ωα′

)

+
∇A∗

α : Qme Qgm : ∇A∗
α′

ωem − ωα
+

∇A∗
α : Qgm Qme : ∇A∗

α′

ωem − ωα′

}
, (4.15)

which can be reorganized as follows

M
(2)
fi = −

√
ωαωα′

2ε0


A∗

α ·
∑

|m⟩

{
dmedgm

ωem − ωα
+

dgmdme

ωem − ωα′

}
·A∗

α′

+
1

ωαωα′
∇×A∗

α ·
∑

|m⟩

{
mmemgm

ωem − ωα
+

mgmmme

ωem − ωα′

}
·∇×A∗

α′

+ ∇A∗
α :
∑

|m⟩

{
QmeQgm

ωem − ωα
+

QgmQme

ωem − ωα′

}
: ∇A∗

α′


 . (4.16)

Let us now take the complex conjugate4,5 of M (2)
fi :

(
M

(2)
fi

)∗
= −

√
ωαωα′

2ε0


Aα ·

∑

|m⟩

{
demdmg

ωem − ωα
+

dmgdem

ωem − ωα′

}
·Aα′

+
1

ωαωα′
∇×Aα ·

∑

|m⟩

{
memmmg

ωem − ωα
+

mmgmem

ωem − ωα′

}
·∇×Aα′

+ ∇Aα :
∑

|m⟩

{
QemQmg

ωem − ωα
+

QmgQem

ωem − ωα′

}
: ∇Aα′


 (4.17a)

= −
√
ωαωα′

2ε0

(
Aα ·Deg ·Aα′ +

1

ωαωα′
∇×Aα ·Meg ·∇×Aα′ +∇Aα : Qeg : ∇Aα′

)
,

(4.17b)

where we define three tensors, the first two of rank two [Eqs. (4.18a) and (4.18b)] and the third one
of rank four [Eq. (4.18c)], as

Deg(ωα, ωα′) :=
∑

|m⟩

(
dem dmg

ωem − ωα
+

dmg dem

ωem − ωα′

)
, (4.18a)

Meg(ωα, ωα′) :=
∑

|m⟩

(
memmmg

ωem − ωα
+

mmg mem

ωem − ωα′

)
, (4.18b)

Qeg(ωα, ωα′) :=
∑

|m⟩

(
QemQmg

ωem − ωα
+

Qmg Qem

ωem − ωα′

)
, (4.18c)

4For an Hermitian operator:
(
Aab

)∗
= (⟨a|A|b⟩)∗ = ⟨b|A†|a⟩ = ⟨b|A|a⟩ = Aba where the dagger denotes the

operation of taking the transpose and the complex conjugate.
5It is more convenient to work with

(
M

(2)
fi

)∗
to avoid the complex conjugate operation on the normal modes in

order to derive equations similar than those of Refs. 2 and 31.
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where the outer product is implied. The components of the tensor that come from the outer product
of two tensors U and V are (UV)i1,i2,...,in,j1,j2,...,jn := Ui1,i2,...,inVj1,j2,...,jn . These tensors describe
the two successive electric dipole, magnetic dipole, and electric quadrupole transitions of the emitter
between the states |e⟩ and |g⟩ of the emitter. Consequently, they depend only on the electronic
structure of the emitter. Subsequently, we will refer to them as the second-order multipolar transition
moments. Since the operator Q is symmetric and can be taken traceless in source-free regions
[Eq. (3.5c)], the fourth rank tensor Qeg is also symmetric:

∀i, j, k, l = 1, 2, 3, Qeg
ijkl = Qeg

jikl = Qeg
ijlk = Qeg

jilk, (4.19)

and it satisfies the following property:

∀i, j, k, l = 1, 2, 3,
∑

i

Qeg
iikl =

∑

k

Qeg
ijkk = 0. (4.20)

Let us now take the square modulus of M (2)
fi :

∣∣∣M (2)
fi

∣∣∣
2
=
∣∣∣
(
M

(2)
fi

)∗∣∣∣
2

(4.21a)

=
ωαωα′

4ε20

∣∣∣∣Aα ·Deg ·Aα′ +
1

ωαωα′
∇×Aα ·Meg ·∇×Aα′ +∇Aα : Qeg : ∇Aα′

∣∣∣∣
2

, (4.21b)

which can be injected, together with the equation (4.6), in Fermi’s golden rule [Eq. (4.1)]:

Γ
(2)
tot(R) =

2π

ℏ2
ωαωα′

4ε20

∣∣∣∣Aα ·Deg ·Aα′ +
1

ωαωα′
∇×Aα ·Meg ·∇×Aα′ +∇Aα : Qeg : ∇Aα′

∣∣∣∣
2

× δ(ωeg − ωα − ωα′). (4.22)

As a final step, we take the summation over all the possible modes for the two emitted quanta to
get the total TPSE rate [Sec. 2.3]. However, we must take into account a factor 1/2 to avoid double
counting6 [31]:

Γ
(2)
tot(R) =

π

4ε20ℏ2
∑

α,α′

ωαωα′

∣∣∣∣Aα ·Deg ·Aα′ +
1

ωαωα′
∇×Aα ·Meg ·∇×Aα′ +∇Aα : Qeg : ∇Aα′

∣∣∣∣
2

× δ(ωeg − ωα − ωα′), (4.23)

where the spatial dependency of the field modes and the frequency dependency of the second-order
multipolar transition moments have been omitted.

Since this expression has been obtained by putting aside the mixed transitions, the total TPSE
rate encompasses the contributions of the 2ED, 2MD, and 2EQ emission channels as well as the
interference effects among them:

Γ
(2)
tot = Γ

(2)
2ED + Γ

(2)
2MD + Γ

(2)
2EQ + Γ

(2)
2ED∩2MD + Γ

(2)
2ED∩2EQ + Γ

(2)
2MD∩2EQ. (4.24)

6The division by two is essential to take into account the indistinguishable nature of the photons being emitted.
Indeed, the process of emitting a photon in the mode α and then a photon in the mode α′ is indistinguishable from
the process of emitting a photon in the mode α′ and then a photon in the mode α. Divide by a factor two ensures
that each unique two-photon state is counted only once.
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4.4. Vacuum transition rates

In the last equations, Γ(2)
2ED∩2MD, Γ(2)

2ED∩2EQ, Γ(2)
2MD∩2EQ are introduced as the terms representing the

interferences between the 2ED, 2MD, and 2EQ transitions. By developing the square modulus in
equation (4.23), we find the three multipolar TPSE rates:

Γ
(2)
2ED(R) =

π

4ε20ℏ2
∑

α,α′

ωαωα′ |Aα(R) ·Deg(ωα, ωα′) ·Aα′(R)|2 δ(ωeg − ωα − ωα′), (4.25a)

Γ
(2)
2MD(R) =

π

4ε20ℏ2
∑

α,α′

1

ωαωα′
|∇×Aα(R) ·Meg(ωα, ωα′) ·∇×Aα′(R)|2 δ(ωeg − ωα − ωα′), (4.25b)

Γ
(2)
2EQ(R) =

π

4ε20ℏ2
∑

α,α′

ωαωα′ |∇Aα(R) : Qeg(ωα, ωα′) : ∇Aα′(R)|2 δ(ωeg − ωα − ωα′), (4.25c)

and the three interference terms7:

Γ
(2)
2ED∩2MD(R) = 2Re

(
π

4ε20ℏ2
∑

α,α′

(Aα(R) ·Deg(ωα, ωα′) ·Aα′(R))

× (∇×Aα(R) ·Meg(ωα, ωα′) ·∇×Aα′(R))∗ δ(ωeg − ωα − ωα′)

)
, (4.26a)

Γ
(2)
2ED∩2EQ(R) = 2Re

(
π

4ε20ℏ2
∑

α,α′

ωαωα′ (Aα(R) ·Deg(ωα, ωα′) ·Aα′(R))

× (∇Aα(R) : Qeg(ωα, ωα′) : ∇Aα′(R))∗ δ(ωeg − ωα − ωα′)

)
, (4.26b)

Γ
(2)
2MD∩2EQ(R) = 2Re

(
π

4ε20ℏ2
∑

α,α′

(∇×Aα(R) ·Meg(ωα, ωα′) ·∇×Aα′(R))

× (∇Aα(R) : Qeg(ωα, ωα′) : ∇Aα′(R))∗ δ(ωeg − ωα − ωα′)

)
, (4.26c)

where Re stands for the real part and the expression of the 2ED transition rate has been derived
in Ref. 31. Hereafter, we will omit the real part for clarity. Thereby, interference terms emerge
from mixed products with one that is the complex conjugate of the other8. Note that these terms
could have also been written by applying the complex conjugate to the other factor. Moreover,
interference terms can be either positive or negative, potentially resulting in an increase or decrease
of the overall TPSE rate [Eq. (4.24)]. Afterwards, we focus on the interference between the 2ED and
2EQ channels, but similar developments can be performed for the other interference terms. Indeed,
the plasmonic nanostructures studied in Chapter 7 do not contribute significantly to enhancing
magnetic transitions [59], and thus the interferences with the 2MD transition are not calculated.
Furthermore, all derived equations for the multipolar contributions to the TPSE rate are valid
regardless of the emitter and its environment. As a direct application, we derive in the next section
the free-space transition rates, without the interference terms as they vanish in vacuum [Sec. 3.3].

4.4 Vacuum transition rates

As mentioned in Section 3.4 of the previous chapter, in vacuum, the field modes are plane waves
and the summation over the modes α is replaced by a summation over the two polarizations and an

7The cross product at the start of a new line in an equation indicates the product between scalars.
8∀z ∈ C, z + z∗ = 2Re(z).
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integral over the wave vectors that is expressed in spherical coordinates [Eqs. (3.18) and (3.19)]:

Aα(r) −→ Ak,s(r) =
eik · r
√
V

ε̂k,s, (4.27a)

∑

α

→ V

(2πc)3

2∑

s=1

∫
ω2
k dωk dΩk, (4.27b)

with dΩk = sin θk dθk dϕk the element of solid angle in the k-space and we used the free-space
dispersion relation ωk = c k. Also, the gradient of the field modes is given by [Eq. (3.20b)]:

∇Ak,s(r) = i
ωk

c
k̂
eik · r
√
V

ε̂k,s, (4.28)

where the caret denotes normalized vectors.

Since we noted in Section 3.4 that the developments carried out for the MD transition are very
similar to those carried out for the ED transition, only the developments for the 2ED and 2EQ
transitions are presented. Let us now calculate the transition rates given by the equations (4.25) by
carrying out the replacement given by the equations (4.27) and by using the gradient calculated in
equation (4.28). Thereby, the 2ED transition rate is given by

Γ
(2)
2ED,0(R) =

π

4ε20ℏ2
V 2

(2πc)6

2∑

s,s′=1

∫∫
ω3
kω

3
k′

∣∣∣∣
eik ·R
√
V

ε̂k,s ·Deg(ωk, ωk′) ·
eik ·R
√
V

ε̂k′,s′

∣∣∣∣
2

× δ(ωeg − ωk − ωk′) dωk dωk′ dΩk dΩk′ (4.29a)

⇔ Γ
(2)
2ED,0 =

1

28π5ε20ℏ2c6

∫∫
ω3
kω

3
k′

2∑

s,s′=1

∣∣ε̂k,s ·Deg(ωk, ωk′) · ε̂k′,s′
∣∣2 δ(ωeg − ωk − ωk′)

× dωk dωk′ dΩk dΩk′ , (4.29b)

while the 2EQ transition rate is rewritten as

Γ
(2)
2EQ,0(R) =

π

4ε20ℏ2
V 2

(2πc)6

2∑

s,s′=1

∫∫
ω3
kω

3
k′

∣∣∣∣∣

[
i
ωk

c
k̂
eik ·R
√
V

ε̂k,s

]
: Qeg(ωk, ωk′) :

[
i
ωk′

c
k̂
′ eik

′ ·R
√
V

ε̂k′,s′

]∣∣∣∣∣

2

× δ(ωeg − ωk − ωk′) dωk dωk′ dΩk dΩk′ (4.30a)

⇔ Γ
(2)
2EQ,0 =

1

28π5ε20ℏ2c10

∫∫
ω5
kω

5
k′

2∑

s,s′=1

∣∣∣k̂ ε̂k,s : Qeg(ωk, ωk′) : k̂
′
ε̂k′,s′

∣∣∣
2
δ(ωeg − ωk − ωk′)

× dωk dω′
k dΩk dΩk′ , (4.30b)

where the transition rates are now independent of the emitter position R due to the homogeneity of
space and where the subscript 0 reminds that the emission takes place in vacuum.

Next, calculating the dot and double dot products as well as the square modulus leads to

Γ
(2)
2ED,0 =

1

28π5ε20ℏ2c6

∫∫
ω3
kω

3
k′ Deg

ij (ωk, ωk′)
(
Deg

ab(ωk, ωk′)
)∗ 2∑

s=1

ε̂k,s,i ε̂
∗
k,s,a

2∑

s′=1

ε̂k′,s′,j ε̂
∗
k′,s′,b

× δ(ωeg − ωk − ωk′) dωk dωk′ dΩk dΩk′ , (4.31)
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and

Γ
(2)
2EQ,0 =

1

28π5ε20ℏ2c10

∫∫
ω5
kω

5
k′ Qeg

ijhl(ωk, ωk′)
(
Qeg

abcd(ωk, ωk′)
)∗

k̂j k̂b k̂
′
l k̂

′
d

2∑

s=1

ε̂k,s,i ε̂
∗
k,s,a

×
2∑

s′=1

ε̂k′,s′,h ε̂
∗
k′,s′,c δ(ωeg − ωk − ωk′) dωk dωk′ dΩk dΩk′ , (4.32)

where the Einstein summation convention is used and where ε̂k,s,i and k̂i denote, respectively, the
components in spherical coordinates of the unitary vectors ε̂k,s and of the normalized wave vector
k̂ (i = 1, 2, 3). In addition, k̂ and k̂′ are real vectors since there are no losses in vacuum (in general,
polarization vectors can be complex [94]).

Now, in order to calculate the integrals over the solid angles, we use the closure relation of the
orthonormal basis

{
ε̂k,1, ε̂k,2, k̂

}
[Eq. (3.25b)]:

2∑

s=1

ε̂k,s,i ε̂
∗
k,s,j = δij − k̂i k̂j . (4.33)

Thus, one can show that9:

∫∫ 2∑

s=1

ε̂k,s,i ε̂
∗
k,s,a

2∑

s′=1

ε̂k′,s′,j ε̂
∗
k′,s′,b dΩk dΩk′ =

∫∫
(δia − k̂ik̂a)(δjb − k̂′j k̂

′
b) dΩk dΩk′ (4.34a)

=

(
8π

3

)2
δiaδjb, (4.34b)

and that

∫∫
k̂j k̂b k̂

′
l k̂

′
d

2∑

s=1

ε̂k,s,i ε̂
∗
k,s,a

2∑

s′=1

ε̂k′,s′,h ε̂
∗
k′,s′,c dΩk dΩk′

=

∫∫
k̂j k̂b k̂

′
l k̂

′
d (δia − k̂i k̂a) (δhc − k̂′h k̂

′
c) dΩk dΩk′ (4.35a)

= δia δhc

∫
k̂j k̂b dΩk

∫
k̂′lk̂

′
d dΩk′ − δia

∫
k̂j k̂b dΩk

∫
k̂′hk̂

′
lk̂

′
ck̂

′
d dΩk′

− δhc

∫
k̂ik̂j k̂ak̂b dΩk

∫
k̂′lk̂

′
d dΩk′ +

∫
k̂ik̂j k̂ak̂b dΩk

∫
k̂′hk̂

′
lk̂

′
ck̂

′
d dΩk′ . (4.35b)

Multiplying the last result by the product Qeg
ijhl (Q

eg
abcd)

∗, which depends only on the angular fre-
quencies and not on the solid angles, leads to

Qeg
ijhl (Q

eg
abcd)

∗
∫∫

k̂j k̂b k̂
′
l k̂

′
d

∑

s

ε̂k,s,i ε̂
∗
k,s,a

∑

s′

ε̂k′,s′,h ε̂
∗
k′,s′,c dΩk dΩk′ =

(
4π

5

)2

∥Qeg∥2 , (4.36)

where we define the squared norm of a rank-n tensor U with n ≥ 1 as ∥U∥2 :=∑i1,i2,...,in
|Ui1,i2,...,in |2.

To obtain the last result, the properties of the tensor Qeg given by the equations (4.19) and (4.20)
have been used. Therefore, using equations (4.34b) and (4.36) in the equations (4.31) and (4.32),

9The solid angle of the whole space is 4π. Moreover, one can show that [94]:
∫
4π
k̂ik̂j dΩk = 4π

3
δij and∫

4π
k̂ik̂j k̂ak̂b dΩk = 4π

15
(δijδab + δiaδjb + δibδja) by using the expression of the vector k̂ in spherical coordinates:

k̂ = sin θ cosφ ex + sin θ sinφ ey + cos θ ez.
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we get

Γ
(2)
2ED,0 =

1

36π3ε20ℏ2c6

∫∫
ω3
kω

3
k′ ∥Deg(ωk, ωk′)∥2 δ(ωeg − ωk − ωk′) dωk dωk′ , (4.37a)

Γ
(2)
2EQ,0 =

1

400π3ε20ℏ2c10

∫∫
ω5
kω

5
k′ ∥Qeg(ωk, ωk′)∥2 δ(ωeg − ωk − ωk′) dωk dωk′ . (4.37b)

One of the two integrations in these equations can be solved with the following change of vari-
ables [2]:





W = ωk + ωk′ (4.38a)

ω = ωk (4.38b)

dωk dωk′ = dW dω. (4.38c)

Thus, one obtains

Γ
(2)
2ED,0 =

1

36π3ε20ℏ2c6

∫∫
ω3(W − ω)3 ∥Deg(ω,W − ω)∥2 δ(ωeg −W ) dω dW (4.39a)

=
1

36π3ε20ℏ2c6

∫
ω3(ωeg − ω)3 ∥Deg(ω, ωeg − ω)∥2 dω, (4.39b)

Γ
(2)
2EQ,0 =

1

400π3ε20ℏ2c10

∫
ω5(ωeg − ω)5 ∥Qeg(ω, ωeg − ω)∥2 dω. (4.39c)

With similar developments to those carried out for calculating the MD transition rate [Sec. 3.4]
and the 2ED transition rate in vacuum, one gets a similar equation for the 2MD transition rate in
vacuum.

Finally, since the energy of an emitted quantum ranges from 0 to ℏωeg, we obtain for 2MO ∈
{2ED, 2MD, 2EQ} that the vacuum TPSE rate is given by

Γ
(2)
2MO,0 =

∫ ωeg

0
γ
(2)
2MO,0(ω) dω, (4.40)

where the multipolar contributions γ(2)2MO,0(ω) to the spectral distribution of the emitted quanta in
vacuum are given by

γ
(2)
2ED,0(ω) =

1

36π3ε20ℏ2c6
ω3(ωeg − ω)3 ∥Deg(ω, ωeg − ω)∥2 , (4.41a)

γ
(2)
2MD,0(ω) =

1

36π3ε20ℏ2c10
ω3(ωeg − ω)3 ∥Meg(ω, ωeg − ω)∥2 , (4.41b)

γ
(2)
2EQ,0(ω) =

1

400π3ε20ℏ2c10
ω5(ωeg − ω)5 ∥Qeg(ω, ωeg − ω)∥2 , (4.41c)

where the expression of the 2ED transition rate in vacuum has been derived in Ref. 31. As the
spontaneous emission takes place in vacuum, the calculated rates are independent of the emitter
position. Since there are no interferences in vacuum [2], the total TPSE rate is given by the three
previous transition rates:

γ
(2)
tot,0(ω) = γ

(2)
2ED,0(ω) + γ

(2)
2MD,0(ω) + γ

(2)
2EQ,0(ω). (4.42)
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4.5 Expression via the Green’s function

In Section 4.3, we derived the multipolar contributions to the TPSE as a function of the field modes
[Eqs. (4.25) and (4.26)]. However, it is more convenient to express them via the dyadic Green’s
function and to normalize them with respect to vacuum. In this way, we obtain more elegant
equations, and we establish a direct link with the power emitted by classical point sources [Sec. 2.5].
Moreover, we will then be able to use the link between the Green’s functions and the Purcell factors
derived in Section 3.7 in order to express the TPSE rates as a function of Purcell factors. The
imaginary part of the Green’s function admits a spectral representation that can be expanded in
terms of the normal modes Aα of the electromagnetic field [30]:

ImG(ω; r, r′) =
πc2

2ω

∑

α

Aα(r)A
∗
α(r

′) δ(ω − ωα), (4.43)

where c denotes the speed of light in vacuum. Note that if r = r′, the imaginary part of the Green’s
function is symmetric [30]. As a reminder, we have previously defined the Green’s functions related
to the MD, EQ, and to the interference between an ED and an EQ [Eqs. (3.37), (3.40) and (4.44c)]:

k2GMD
ij (ω;R,R) :=

{
εikl εjmn ∂k∂

′
mGln(ω; r, r

′)
}
r=r′=R

, (4.44a)

k2GEQ
jilk(ω;R,R) :=

{
∂j∂

′
l Gik(ω; r, r

′)
}
r=r′=R

, (4.44b)

k GED∩EQ
ikj (ω;R,R) :=

{
∂′kGij(ω; r, r

′)
}
r=r′=R

, (4.44c)

where εijk denotes the Levi-Civita symbol [Eq. (3.34)] and where ∂i and ∂i′ mean derivatives with
respect to the coordinates r and r′, respectively. First, we present the developments of Ref. 31 relative
to the 2ED transition. Then, we perform similar developments for the 2MD and 2EQ transitions
as well as for the interference term Γ

(2)
2ED∩2EQ. Finally, we normalize the obtained equations with

respect to vacuum and discuss them.

4.5.1 Two-electric dipole transition

Let us start by introducing the imaginary part of the Green’s function [Eq. (4.43)] relative to the
modes α′ in equation (4.25a) of the 2ED transition rate [31]:

Γ
(2)
2ED(R) =

π

4ε20ℏ2
∑

α,α′

ωαωα′ |Aα(R) ·Deg(ωα, ωα′) ·Aα′(R)|2 δ(ωeg − ωα − ωα′) (4.45a)

=
π

4ε20ℏ2
∑

α,α′

ωαωα′
(
Aα,i(R)Dia(ωα, ωα′)Aα′,a(R)

) (
Aα,j(R)Djb(ωα, ωα′)Aα′,b(R)

)∗

× δ(ωeg − ωα − ωα′) (4.45b)

=
π

4ε20ℏ2
∑

α

ωα(ωeg − ωα)Dia(ωα, ωeg − ωα)D∗
jb(ωα, ωeg − ωα)Aα,i(R)A∗

α,j(R)

×
∑

α′

Aα′,a(R)A∗
α′,b(R) δ(ωeg − ωα − ωα′) (4.45c)

=
1

2ε20ℏ2c2
∑

α

ωα(ωeg − ωα)
2Dia(ωα, ωeg − ωα)D∗

jb(ωα, ωeg − ωα)Aα,i(R)A∗
α,j(R)

× ImGab(ωeg − ωα;R,R). (4.45d)
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In equation (4.45b), we developed the square modulus and calculated the dot products using the
Einstein summation convention. In equation (4.45c), we used that the delta function restricts all
values of ω′

α to ωeg−ωα, which can therefore be taken out of the sum over the modes α′ to introduce
the Green’s function at this frequency [Eq. (4.45d)]. In these developments, the eg superscript has
been omitted and Aα,i denotes the components of the vector Aα.

To introduce the Green’s function relative to the modes α, let us use the property f(ωα) =∫∞
−∞ f(ω) δ(ω − ωα) dω in order to introduce a delta function [31]:

Γ
(2)
2ED(R) =

1

2ε20ℏ2c2

∫ ∞

−∞
ω(ωeg − ω)2Dia(ω, ωeg − ω)D∗

jb(ω, ωeg − ω)

×
∑

α

Aα,i(R)A∗
α,j(R) δ(ω − ωα) ImGab(ωeg − ω;R,R) dω (4.46a)

=
1

πε20ℏ2c4

∫ ωeg

0
ω2(ωeg − ω)2Dia(ω, ωeg − ω)D∗

jb(ω, ωeg − ω)

× ImGij(ω;R,R) ImGab(ωeg − ω;R,R) dω, (4.46b)

where the integration limits have been adapted since the photon frequency ranges from 0 to ωeg.

4.5.2 Two-magnetic dipole transition

Then, with similar developments to those carried out above for the 2ED transition and those realized
in Subsection 3.5.2 for the MD transition, one finds

Γ
(2)
2MD(R) =

1

πε20ℏ2c8

∫ ωeg

0
ω2(ωeg − ω)2Mia(ω, ωeg − ω)M∗

jb(ω, ωeg − ω)

× ImGMD
ij (ω;R,R) ImGMD

ab (ωeg − ω;R,R) dω, (4.47)

where we have identified the Green’s function of the MD [Eq. (4.44a)] for the photons emitted at
the complementary frequencies ω and ωeg − ω.

4.5.3 Two-electric quadrupole transition

Next, let us perform similar developments for the 2EQ transition rate [Eq. (4.25c)] in order to reveal
the Green’s function for the EQ [Eq. (4.44b)] relative to the modes α′:

Γ
(2)
2EQ(R) =

π

4ε20ℏ2
∑

α,α′

ωαωα′ |∇Aα(R) : Qeg(ωα, ωα′) : ∇Aα′(R)|2 δ(ωeg − ωα − ωα′) (4.48a)

=
π

4ε20ℏ2
∑

α,α′

ωαωα′
(
∂jAα,i(R)Qijab(ωα, ωα′) ∂bAα′,a(R)

)

×
(
∂lAα,k(R)Qklcd(ωα, ωα′) ∂dAα′,c(R)

)∗
δ(ωeg − ωα − ωα′) (4.48b)

=
π

4ε20ℏ2
∑

α

ωα(ωeg − ωα)Qijab(ωα, ωeg − ωα)Q∗
klcd(ωα, ωeg − ωα) ∂jAα,i(R) ∂lA

∗
α,k(R)

×
∑

α′

∂bAα′,a(R) ∂dA
∗
α′,c(R) δ(ωeg − ωα − ωα′). (4.48c)

To go from one equation to the next, we developed the square modulus, calculated the double dot
products using the Einstein summation convention, and we used that the delta function restricts all
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values of ω′
α to ωeg − ωα, which can therefore be taken out of the sum over the modes α′. To reveal

the Green’s function at the frequency ωeg − ωα, the derivatives must be placed in front of the sum
over α′. To do so, we differentiate the spatial dependency of the normal modes and we take the limit
r, r′ → R [23]:

Γ
(2)
2EQ(R) =

π

4ε20ℏ2
∑

α

ωα(ωeg − ωα)Qijab(ωα, ωeg − ωα)Q∗
klcd(ωα, ωeg − ωα) ∂jAα,i(R) ∂lA

∗
α,k(R)

×
{
∂b∂d′

∑

α′

Aα′,a(r)A
∗
α′,c(r

′) δ(ωeg − ωα − ωα′)

}

r=r′=R

(4.49a)

=
1

2ε20ℏ2c2
∑

α

ωα(ωeg − ωα)
2Qijab(ωα, ωeg − ωα)Q∗

klcd(ωα, ωeg − ωα) ∂jAα,i(R) ∂lA
∗
α,k(R)

×
{
∂b∂d′ImGac(ωeg − ωα; r, r

′)
}
r=r′=R

(4.49b)

=
1

2ε20ℏ2c4
∑

α

ωα(ωeg − ωα)
4Qijab(ωα, ωeg − ωα)Q∗

klcd(ωα, ωeg − ωα) ∂jAα,i(R) ∂lA
∗
α,k(R)

× ImGEQ
badc(ωeg − ωα;R,R). (4.49c)

As before, to reveal the Green’s function relative to the modes α, let us use the property f(ωα) =∫∞
−∞ f(ω) δ(ω − ωα) dω in order to introduce a delta function [31]:

Γ
(2)
2EQ(R) =

1

2ε20ℏ2c4

∫ ∞

−∞
ω(ωeg − ω)4Qijab(ω, ωeg − ω)Q∗

klcd(ω, ωeg − ω)

×
∑

α

∂jAα,i ∂lA
∗
α,k δ(ω − ωα) ImGEQ

badc(ωeg − ω;R,R) dω (4.50a)

=
1

πε20ℏ2c8

∫ ωeg

0
ω4(ωeg − ω)4Qijab(ω, ωeg − ω)Q∗

klcd(ω, ωeg − ω)

× ImGEQ
jilk(ω;R,R) ImGEQ

badc(ωeg − ω;R,R) dω, (4.50b)

where the integration limits have been adapted since the photon frequency ranges from 0 to ωeg.

4.5.4 Interference term

Finally, similar developments can be made for the term describing the interference between the 2ED
and 2EQ transitions [Eq. (4.26b)]:

Γ
(2)
2ED∩2EQ(R) = 2

π

4ε20ℏ2
∑

α,α′

ωαωα′ (Aα(R) ·Deg(ωα, ωα′) ·Aα′(R))

× (∇Aα(R) : Qeg(ωα, ωα′) : ∇Aα′(R))∗ δ(ωeg − ωα − ωα′) (4.51a)

= 2
π

4ε20ℏ2
∑

α,α′

ωαωα′
(
Aα,iDia(ωα, ωα′)Aα′,a

)

×
(
∂kAα,j Qjkbc(ωα, ωα′) ∂cAα′,b

)∗
δ(ωeg − ωα − ωα′) (4.51b)

= 2
π

4ε20ℏ2
∑

α

ωα(ωeg − ωα)Dia(ωα, ωeg − ωα)Q∗
jkbc(ωα, ωeg − ωα)Aα,i ∂kA

∗
α,j

×
∑

α′

Aα′,a ∂cA
∗
α′,b δ(ωeg − ωα − ωα′) (4.51c)
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= 2
π

4ε20ℏ2
∑

α

ωα(ωeg − ωα)Dia(ωα, ωeg − ωα)Q∗
jkbc(ωα, ωeg − ωα)Aα,i ∂kA

∗
α,j

×
{
∂c′
∑

α′

Aα′,a(r)A
∗
α′,b(r

′) δ(ωeg − ωα − ωα′)

}

r=r′=R

(4.51d)

= 2
1

2ε20ℏ2c2
∑

α

ωα(ωeg − ωα)
2Dia(ωα, ωeg − ωα)Q∗

jkbc(ωα, ωeg − ωα)Aα,i ∂kA
∗
α,j

×
{
∂c′ImGab(ωeg − ωα; r, r

′)
}
r=r′=R

(4.51e)

= 2
1

2ε20ℏ2c3
∑

α

ωα(ωeg − ωα)
3Dia(ωα, ωeg − ωα)Q∗

jkbc(ωα, ωeg − ωα)Aα,i ∂kA
∗
α,j

× ImGED∩EQ
acb (ωeg − ωα;R,R), (4.51f)

where we introduced GED∩EQ [Eq. (4.44c)] for the photon emitted at the frequency ωeg − ωα. By
using the property f(ωα) =

∫∞
−∞ f(ω) δ(ω − ωα) dω, one gets

Γ
(2)
2ED∩2EQ = 2

1

2ε20ℏ2c3

∫ ∞

−∞
ω(ωeg − ω)3Dia(ω, ωeg − ω)Q∗

jkbc(ω, ωeg − ω)

×
∑

α

Aα,i ∂kA
∗
α,j δ(ω − ωα) ImGED∩EQ

acb (ωeg − ω;R,R) dω (4.52a)

= 2
1

πε20ℏ2c6

∫ ωeg

0
ω3(ωeg − ω)3Dia(ω, ωeg − ω)Q∗

jkbc(ω, ωeg − ω)

× ImGED∩EQ
ikj (ω;R,R) ImGED∩EQ

acb (ωeg − ω;R,R) dω, (4.52b)

where the real part is implied and where we have identified the Green’s function [Eq. (4.44c)] related
to the photon emitted at the frequency ω. Similar equations can be derived for the interference
terms involving the 2MD decay channel, but will not be presented in this thesis.

4.5.5 Vacuum normalization and discussion

Now, let us normalize the integrand of the derived equations by the vacuum transition rates given
by the equations (4.41). We obtain for 2MO ∈ {2ED, 2MD, 2EQ, 2ED ∩ 2EQ} that the TPSE rate
is given by

Γ
(2)
2MO(R) =

∫ ωeg

0
γ
(2)
2MO(ω;R) dω, (4.53)

where the multipolar contributions γ(2)2MO(ω;R) to the spectral distribution of the emitted quanta,
normalized with respect to vacuum, are given by

γ
(2)
2ED(ω;R)

γ
(2)
2ED,0(ω)

=
6πc

ω

6πc

ωeg − ω
D̂eg

ia (ω, ωeg − ω)
(
D̂eg

jb (ω, ωeg − ω)
)∗

× ImGij(ω;R,R) ImGab(ωeg − ω;R,R), (4.54a)

γ
(2)
2MD(ω;R)

γ
(2)
2MD,0(ω)

=
6πc

ω

6πc

ωeg − ω
M̂eg

ia (ω, ωeg − ω)
(
M̂eg

jb(ω, ωeg − ω)
)∗

× ImGMD
ij (ω;R,R) ImGMD

ab (ωeg − ω;R,R), (4.54b)
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γ
(2)
2EQ(ω;R)

γ
(2)
2EQ,0(ω)

=
20πc

ω

20πc

ωeg − ω
Q̂eg

ijab(ω, ωeg − ω)
(
Q̂eg

klcd(ω, ωeg − ω)
)∗

× ImGEQ
jilk(ω;R,R) ImGEQ

badc(ωeg − ω;R,R), (4.54c)

γ
(2)
2ED∩2EQ(ω;R)

√
γ
(2)
2ED,0(ω) γ

(2)
2EQ,0(ω)

= 2
2
√
30πc

ω

2
√
30πc

ωeg − ω
D̂eg

ia (ω, ωeg − ω)
(
Q̂eg

jkbc(ω, ωeg − ω)
)∗

× ImGED∩EQ
ikj (ω;R,R) ImGED∩EQ

acb (ωeg − ω;R,R), (4.54d)

where the caret indicates normalized tensors (i.e., for an nth rank tensor U with n ∈ N0, Û :=

U/ ∥U∥ with ∥U∥2 :=∑i1,i2,...,in
|Ui1,i2,...,in |2). Note that the derived equations are valid regardless

of the emitter and its environment.

The derived equations are similar to those obtained for the OPSE (3.44) and their differences
make sense, suggesting that the derived equations are correct. In particular, it is the second-order
transition moments that are involved instead of the first-order ones and the Green’s function (with
the factor in front) intervenes twice, once for each photon that are emitted with the complementary
frequencies ω and ωeg − ω. Therefore, the impact of the environment on the two emitted photons is
decoupled. Also, the first index of Deg and Meg and the first two indices of Qeg are related to the
photon emitted at the frequency ω (first Green’s function) while the others are related to the second
photon emitted at the complementary frequency (second Green’s function). Furthermore, the first
three equations represent the change of the multipolar TPSE rates due to the environment, i.e., the
two-photon Purcell effect.

4.6 Simplification using a modified Voigt notation

Before expressing the TPSE rates as a function of the one-photon Purcell factors, let us use the
modified Voigt notation to simplify the equations relative to 2EQ transitions, in the same way that
it has been used to simplify the equations relative to the ED transitions in Section 3.6. To do so,
the following two properties of the second-order electric quadrupole transition moment Qeg are used
[Eqs. (4.19) and (4.20)]:

∀i, j, k, l = 1, 2, 3, Qeg
ijkl = Qeg

jikl = Qeg
ijlk = Qeg

jilk, (4.55a)

∀i, j, k, l = 1, 2, 3,
∑

i

Qeg
iikl =

∑

k

Qeg
ijkk = 0. (4.55b)

As a reminder, the modified Voigt notation is a mathematical convention that exploits the
symmetry and traceless properties of a tensor, by removing its redundant components, to represent it
by a lower rank tensor defined in a higher dimensional space. Table 4.1 establishes the correspondence
between the new indices and the ones of the represented tensor. In this way Qeg, which is a fourth
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rank tensor in three dimensions, is represented as a second rank tensor in five dimensions:

(
Qeg

ijab

)
3×3×3×3

→




Q1111 Q1122 Q1123 Q1113 Q1112

Q2211 Q2222 Q2223 Q2213 Q2212

Q2311 Q2322 Q2323 Q2313 Q2312

Q1311 Q1322 Q1323 Q1313 Q1312

Q1211 Q1222 Q1223 Q1213 Q1212




→
(
Qeg

µα

)
5×5

. (4.56)

(i, j) (1, 1) (2, 2) (2, 3) (1, 3) (1, 2)

µ 1 2 3 4 5

Table 4.1: Modified Voigt notation: correspondence between the pair of indices (i, j) of a symmetric
and traceless tensor in three dimensions and the indices µ in five dimensions. The indices µ = 1, 2
correspond to the two independent diagonal components of a second rank tensor, while the indices
µ = 3, 4, 5 correspond to its three independent off-diagonal components. By convention, the indices
of this notation are denoted with Greek letters.

With identical developments as those presented in Section 3.6 for the OPSE, one finds an expres-
sion for the 2EQ transition involving 54 terms instead of 94 and an expression for the interference
term involving 32 × 52 terms instead of 36:

γ
(2)
2EQ(ω;R)

γ
(2)
2EQ,0(ω)

=
20πc

ω

20πc

ωeg − ω

5∑

µ,ν,α,β=1

Q̂eg
µα(ω, ωeg − ω)

(
Q̂eg

νβ(ω, ωeg − ω)
)∗

× Im G̃EQ
µν (ω;R,R) Im G̃EQ

αβ (ωeg − ω;R,R), (4.57a)

γ
(2)
2ED∩2EQ(ω;R)

√
γ
(2)
2ED,0(ω)γ

(2)
2EQ,0(ω)

= 2
2
√
30πc

ω

2
√
30πc

ωeg − ω

3∑

i,j=1

5∑

µ,ν=1

D̂eg
ij (ω, ωeg − ω)

(
Q̂eg

µν(ω, ωeg − ω)
)∗

× Im G̃ED∩EQ
iµ (ω;R,R) Im G̃ED∩EQ

jν (ωeg − ω;R,R), (4.57b)

where the tensor G̃EQ is a second-rank and symmetric tensor in five dimensions while the tensor
G̃EQ is represented with a 3× 5 matrix. The links between the components of G̃EQ and GEQ and
between the components of G̃ED∩EQ and GED∩EQ are given in Section 3.6. Employing this notation
results in all second-order transition moments being represented by second-rank tensors (the rank
of the tensors is equal to the order of the transition), and all Green’s functions also being of rank 2
(there is one Green’s function for each emitter quanta). In the next section, we derive the connection
between the vacuum normalized TPSE rates and the one-photon Purcell factors.

4.7 Expression as a function of the one-photon Purcell factors

In Section 3.7, we performed a decomposition of the OPSE rates in bases of Purcell factors, consisting
of Purcell factors related to first-order multipolar transition moments aligned along basis vectors or a
combination of them, allowing us to establish a link between the components of Green’s functions and
Purcell factors. Thereby, we use this link to write the TPSE rates as a function of them. However,
since the expression derived for the interference between the ED and EQ emission channels depends
on the vacuum OPSE rates [Eq. (3.89)], we need to perform new developments to derive an expression
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4.7. Expression as a function of the one-photon Purcell factors

for the interference between the 2ED and 2EQ channels that involves the vacuum TPSE rates.

4.7.1 Two-electric and two-magnetic dipole transitions

First, by using the definition of the tensors FED and FMD [Eqs. (3.60) and (3.67)], the vacuum
normalized 2ED and 2MD transition rates are rewritten as follows

γ
(2)
2ED(ω;R)

γ
(2)
2ED,0(ω)

=
3∑

i,j,a,b=1

D̂eg
ia (ω, ωeg − ω)

(
D̂eg

jb (ω, ωeg − ω)
)∗
FED
ij (ω;R)FED

ab (ωeg − ω;R), (4.58a)

γ
(2)
2MD(ω;R)

γ
(2)
2MD,0(ω)

=
3∑

i,j,a,b=1

M̂eg
ia (ω, ωeg − ω)

(
M̂eg

jb(ω, ωeg − ω)
)∗
FMD
ij (ω;R)FMD

ab (ωeg − ω;R), (4.58b)

where the components of the tensors FED and FMD are defined as a function of the imaginary part
of the Green’s function of the ED and MD, respectively:

FED
ij (ω;R) :=

6πc

ω
ImGij(ω;R,R), (4.59a)

FMD
ij (ω;R) :=

6πc

ω
ImGMD

ij (ω;R,R). (4.59b)

These tensors are expressed as a function of the one-photon Purcell factors [Eqs. (3.61) and (3.68)]:

FMO
ij (ω;R) =




PMO
i (ω;R) ∀i = j

PMO
ij (ω;R)− 1

2

[
PMO
i (ω;R) + PMO

j (ω;R)
]

∀i ̸= j,
(4.60)

where MO ∈ {ED, MD} and where PMO
i and PMO

ij denote Purcell factors relative to a dipole
(electric or magnetic) along the basis vector êi and along the superposition of two basis vectors
êi + êj , respectively.

Since the tensors FED and FMD are symmetric, we need to calculate in the most general case
six Purcell factors to get the 2ED or the 2MD transition rate. For example, in a Cartesian basis we
need to calculate these six factors [Eq. (3.63)]:

{
PMO
x , PMO

y , PMO
z , PMO

yz , PMO
xz , PMO

xy

}
. (4.61)

For a system with an azimuthal symmetry, the number of Purcell factors to calculate is reduced to
three [Eq. (3.65)]. In free space, all Purcell factors are equal to one and so the tensors FED and
FMD are equal to the identity matrix and thereby the equations (4.58) gives γ(2)2ED = γ

(2)
2ED,0 and

γ
(2)
2MD = γ

(2)
2MD,0.

As a consistency check, in the basis that diagonalizes the imaginary part of the Green’s function10

simultaneously at the frequencies of the two emitted quanta, we retrieve the formula derived in
Ref. 31 for the 2ED transition that involves only the three Purcell factors PED

i linked to the diagonal
components of the Green’s function:

γ
(2)
2ED(ω;R)

γ
(2)
2ED,0(ω)

=

3∑

i,a=1

∣∣∣D̂eg
ia (ω, ωeg − ω)

∣∣∣
2
PED
i (ω;R)PED

a (ωeg − ω;R). (4.62)

10Any real symmetric matrix is diagonalizable in an orthonormal basis.
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However, finding a basis that diagonalizes ImG simultaneously at the complementary frequencies of
the two emitted quanta for each frequency of a TPSE spectrum we want to calculate is restrictive. In
addition, this basis might not exist depending on the photonic environment of the quantum emitter
and, consequently, this equation is not general [31].

4.7.2 Two-electric quadrupole transition

Then, by using the definition of the tensors FEQ [Eq. (3.74)], the vacuum normalized 2EQ transition
rate is rewritten as

γ
(2)
2EQ(ω;R)

γ
(2)
2EQ,0(ω)

=
5∑

µ,ν,α,β=1

Q̂eg
µα(ω, ωeg − ω)

(
Q̂eg

νβ(ω, ωeg − ω)
)∗
FEQ
µν (ω;R)FEQ

αβ (ωeg − ω;R), (4.63)

where the components of the symmetric tensor FEQ are defined as a function of the imaginary part
of the Green’s function of the EQ:

FEQ
µν (ω;R) :=

20πc

ω
Im G̃EQ

µν (ω;R,R), (4.64)

and are expressed as a function of the one-photon Purcell factors [Eq. (3.75)]:

FEQ
µν (ω;R) =





2PEQ
µ (ω;R) ∀µ = ν

3PEQ
µν (ω;R)− PEQ

µ (ω;R)− PEQ
ν (ω;R) if (µ, ν) = (1, 2)

2PEQ
µν (ω;R)− PEQ

µ (ω;R)− PEQ
ν (ω;R) else.

(4.65)

The Purcell factors PEQ
µ and PEQ

µν denote Purcell factors relative to an electric quadrupole described
by one of the five basis quadrupoles [Fig. 3.2] and two of the five basis quadrupoles [Eq. (3.70)],
respectively.

Since the tensor FEQ is symmetric, we need to calculate in the most general case these 15 Purcell
factors to get the EQ transition rate. For example, in a Cartesian basis we need to calculate these
15 factors [Eq. (3.77)]: {

PEQ
µ

}
∪
{
PEQ
µν

}
, (4.66)

where the indices µ, ν = 1, . . . , 5, with µ < ν, correspond to the indices {xx, yy, yz, xz, xy} [Fig. 3.2].
For a system with an azimuthal symmetry, the number of Purcell factors to calculate is reduced to
six [Eq. (3.79)]. In free space, all Purcell factors tend towards one and so FEQ is given by

FEQ
µν =





2 ∀µ = ν

1 if (µ, ν) = (1, 2)

0 else,

(4.67)

and thereby equation (4.63) gives γ(2)2EQ = γ
(2)
2EQ,0.

4.7.3 Interference term

To make the link between the term describing the interference between the 2ED and 2EQ transitions
and the Purcell factors, let us consider a quantum emitter having simultaneously a 2ED transition
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and a 2EQ transition, described respectively by the transition moments Deg and Qeg. In this case,
its transition rate is given by the three following contributions [Eq. (4.24)]:

γ
(2)
2ED+2EQ(ω;R) = γ

(2)
2ED(ω;R) + γ

(2)
2EQ(ω;R) + γ

(2)
2ED∩2EQ(ω;R), (4.68)

where γ(2)2ED+2EQ(ω;R) is the spectral distribution of the emitted quanta of the total integrated TPSE
rate, where the 2ED and 2EQ contributions have been written above as a function of the one-Purcell
factors [Eqs. (4.58a) and (4.63)]. The interference term that we want to express as a function of the
Purcell factors is given by the equation (4.57b). In vacuum, there is no interference [2] and the total
rate is γ(2)2ED+2EQ,0 = γ

(2)
2ED,0 + γ

(2)
2EQ,0.

In Subsection 2.5.3, we saw that the Purcell factor is defined as the ratio between the one-photon
transition rate of a quantum emitter in a given photonic environment and in vacuum: P := Γ(1)/Γ

(1)
0 .

Moreover, they are calculated by considering classical radiating point sources [30]. In the case
where multiple multipolar emission channels contribute to the transition rate, the classical source is
described by the superposition of multipolar point sources, with multipolar moments identical to the
multipolar transition moments of the emitter, allowing the calculation of interference effects between
multipolar single-photon transitions [Subsec. 3.7.4]. In the TPSE process, we demonstrate above
that the two-photon Purcell effect of multipolar transitions (e.g., 2ED and 2EQ transitions) can
be written as a weighted summation of the product between the one-photon Purcell factors of the
two emitted quanta [Eqs. (4.58a) and (4.63)]. The weighted summation runs over different source
orientations and the weights correspond to the emitter contribution (the second-order multipolar
transition moments).

As for the interference term [Eq. (4.57b)] there is also a decoupling with regard to the environment
between the two emitted quanta through the product Im G̃ED∩EQ

iµ (ω) Im G̃ED∩EQ
jν (ωeg − ω), the link

between the two-photon Purcell effect and the one-photon Purcell factors remains valid when several
two-photon multipolar transitions contribute simultaneously to the TPSE process. Therefore, one
can write

γ
(2)
2ED+2EQ(ω;R)

x2(ω)
=
∑

wPED+EQ(R)P ′ED+EQ(R), (4.69)

where x2(ω) represents a function of the two-photon multipolar vacuum transition rates γ(2)2ED,0

and γ
(2)
2EQ,0

11. Moreover, PED+EQ denotes the Purcell factor related to the superposition of an
electric dipole and quadrupole and the summation runs over different source orientations with w the
weights. For clarity, we have adopted the following notation: when the prime symbol is not used, it
denotes an evaluation at the frequency ω, whereas when it is used, it denotes the evaluation at the
complementary frequency ωeg − ω.

To make the link between the Purcell factors PED+EQ and the tensor Im G̃ED∩EQ involved in the
interference term, the idea is to assume specific directions for the first-order multipolar transition
moments involved in the definition of the second-order multipolar transitions moments [Eqs. (4.18)].
As a reminder, electric dipole and quadrupole moments are expanded with an orthonormal basis of
3 dipoles and 5 quadrupoles [Sec. 3.7]. For the dipolar moments, these are the three basis vectors,
while for the quadrupolar ones, the basis is built from five different spatial configuration of plane
quadrupoles [Fig.3.2]. In our modified Voigt notation, these quadrupoles are represented by a five

11The first intuition that x2 is equal to the transition rate in vacuum γ
(2)
2ED+2EQ,0 = γ

(2)
2ED,0 + γ

(2)
2EQ,0 is wrong, as it

leads to contradictory results. Therefore, we assume a function of these rates that we will find mathematically.
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dimensional vector in which only the µ-th component is non-zero and equal to 1/
√
2 12. Thus, there

are 3×5 combinations of the basis vectors of these two sources. As for the OPSE, let us take the two
first-order electric dipole transition moments aligned along one basis vector, i.e., d̂

em
= d̂

mg
= êi

with i = 1, 2, 3, and the two first-order electric quadrupole transition moments aligned along one
basis vector, i.e., Q̂

em
= Q̂

mg
= êµ/

√
2 with µ = 1, . . . , 5. In this case, using equations (4.18), the

normalized second-order multipolar transition moments are given by13

D̂eg
= êiêi, (4.70a)

Q̂eg
=

1

2
êµêµ. (4.70b)

Therefore, using equations (4.58a) and (4.63) for the 2ED and 2EQ terms, equation (4.57b) for
the interference term, and equations (4.70) for the multipolar moments, the total transition rate
[Eq. (4.68)] is rewritten as

γ
(2)
2ED+2EQ = γ

(2)
2ED,0 P

ED
i P ′ED

i + γ
(2)
2EQ,0 P

EQ
µ P ′EQ

µ + 2

√
γ
(2)
2ED,0 γ

(2)
2EQ,0

1

2
FED∩EQ
iµ F ′ED∩EQ

iµ , (4.71)

where the dependencies have been omitted. In this equation, PED
i and PEQ

µ correspond, respectively,
to the Purcell factors related to an electric dipole aligned along êi and to an electric quadrupole
aligned along êµ. Also, we introduced the tensor FED∩EQ defined as [Eq. (3.85)]:

FED∩EQ(ω;R) :=
2
√
30πc

ω
Im G̃ED∩EQ(ω;R,R). (4.72)

As the second-order multipolar moments given by the equations (4.70) involve only one compo-
nent, there is only one possible direction for the dipole (êi) and for the quadrupole (êµ) and thereby
the summation over the source orientations in equation (4.69) is reduced to a single term:

γ
(2)
2ED+2EQ = x2PED+EQ

iµ P ′ED+EQ
iµ , (4.73)

where the dependencies have been omitted and where PED+EQ
iµ is the Purcell factor related to a

superposition of an electric dipole aligned along êi and of an electric quadrupole aligned along êµ.
Combining the two last equations establishes a link between the Purcell factors and the tensors
FED∩EQ:

x2PED+EQ
iµ P ′ED+EQ

iµ = γ
(2)
2ED,0 P

ED
i P ′ED

i + γ
(2)
2EQ,0 P

EQ
µ P ′EQ

µ +

√
γ
(2)
2ED,0 γ

(2)
2EQ,0 F

ED∩EQ
iµ F ′ED∩EQ

iµ .

(4.74)

The Purcell factors in the previous equation can be calculated via the power emitted by classical
point sources [Eqs. (3.86)]:

PED
i (ω;R) =

WED
i (ω;R)

WED
0 (ω)

, (4.75a)

12The factor 1/
√
2 for the quadrupoles is the normalization factor for quadrupoles that are described by two equal

components in absolute value.
13Considering these transition moments is not a restrictive assumption. We could have considered moments con-

taining more terms, but the number of terms in the developments will be greater and it will be more difficult to make
the link between the Purcell factors PED+EQ and the tensor Im G̃ED∩EQ.
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PEQ
µ (ω;R) =

WEQ
µ (ω;R)

WEQ
0 (ω)

, (4.75b)

PED+EQ
iµ (ω;R) =

WED+EQ
iµ (ω;R)

WED
0 (ω) +WEQ

0 (ω)
=
WED

i (ω;R) +WEQ
µ (ω;R) +WED∩EQ

iµ (ω;R)

WED
0 (ω) +WEQ

0 (ω)
. (4.75c)

In these equations, the subscript 0 indicates quantities that refer to vacuum whereasWED
i , WEQ

µ , and
WED+EQ

iµ denote the power emitted by a classical dipole aligned along êi, by a classical quadrupole
aligned along êµ, and by the superposition of both sources, respectively. Furthermore, WED+EQ

iµ is
decomposed into three contributions where WED∩EQ

iµ represents the interference term between the
two classical sources. As a reminder, there is no interference in vacuum.

Replacing the Purcell factor expressions into the equation (4.74) gives a left-hand side composed
of nine terms, but a right-hand side consisting of only three terms. This is because in our devel-
opments based on Fermi’s golden rule we discarded mixed transitions, which are consequently not
included in the right-hand side. In the left-hand side, the terms involving the products WED

i W ′ED
i ,

WEQ
µ W ′EQ

µ , and, WED∩EQ
iµ W ′ED∩EQ

iµ correspond, respectively, to the 2ED, 2EQ, and interference
contributions in the right-hand side. The 6 other terms in the left-hand side are related to mixed
transitions, as for example the one that involves the product WED

i W ′EQ
µ describing an ED–EQ

transition. Furthermore, the interference term in the left-hand side describes simultaneously the
interference between the 2ED and 2EQ transitions and between the mixed transitions ED–EQ and
EQ–ED. Indeed, as depicted in Figure 4.3, both situations are identical from an interference point
of view since it is always a question of an interaction between an ED and EQ emission channel,
leading to the same tensor FED∩EQ and to the same interference term. It is therefore necessary to
take only the half of the interference term in the left-hand side in order to equal it with the one on
the right-hand side. Hence, by removing the terms related to mixed transitions in the left-hand side
and by matching the remaining terms on either side of the equation, we obtain a system of three
equations:





x2
WED

i

WED
0 +WEQ

0

W ′ED
i

W ′ED
0 +W ′EQ

0

= γ
(2)
2ED,0

WED
i

WED
0

W ′ED
i

W ′ED
0

(4.76a)

x2
WEQ

µ

WED
0 +WEQ

0

W ′EQ
µ

W ′ED
0 +W ′EQ

0

= γ
(2)
2EQ,0

WEQ
µ

WEQ
0

W ′EQ
µ

W ′EQ
0

(4.76b)

1

2
x2

WED∩EQ
iµ

WED
0 +WEQ

0

W ′ED∩EQ
iµ

W ′ED
0 +W ′EQ

0

=

√
γ
(2)
2EQ,0 γ

(2)
2EQ,0 F

ED∩EQ
iµ F ′ED∩EQ

iµ . (4.76c)

The first two equations form a system of two equations with two unknowns: the ratio between the
power emitted in vacuum by the classical ED and EQ sources and x a function of the free-space
TPSE rates. Indeed, the different classical multipolar sources need to be set to take into account
the difference between the rates of the different multipolar decay pathways.

As a reminder, the vacuum TPSE rates are symmetric with respect to ωeg/2, and so the func-
tion x is too. Thereby, we can write x2(ω) and γ

(2)
2MO,0(ω) as the products x(ω)x(ωeg − ω) and√

γ
(2)
2MO,0(ω)

√
γ
(2)
2MO,0(ωeg − ω), respectively. As a result, the three equations of the system can be
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Figure 4.3: Illustration of the interference between the 2ED and 2EQ transitions (left) and between
the mixed transitions ED–EQ and EQ–ED (right). Both situations are identical from an interference
point of view since it is always a question of an interaction between an ED and EQ emission channels,
leading to the same tensor FED∩EQ and to the same interference term. Unlike other representations
of two-photon transitions, we chose here to represent the intermediate states between the excited and
ground states, even if their energy is greater than the energy of the excited state [Sec. 2.4]. Thus,
the energy difference between two levels is equal to the energy of the emitted quanta, highlighting
that the interference occurs between channels emitting photons of the same energy. Note that the
2ED and 2EQ transitions are mediated by different virtual intermediate states due to the selection
rules [Eqs. (2.8) and Sec. 2.4].

written as a a′ = b b′. Solving the first two equations gives:

x(ω) =

√
γ
(2)
2ED,0(ω) +

√
γ
(2)
2EQ,0(ω), (4.77a)

WEQ
0 (ω)

WED
0 (ω)

=

√√√√γ
(2)
2EQ,0(ω)

γ
(2)
2ED,0(ω)

. (4.77b)

Thus, the function x2(ω) in equation (4.69) establishing the general link between TPSE rates

and one-photon Purcell factors is equal to
(√

γ
(2)
2ED,0(ω) +

√
γ
(2)
2EQ,0(ω)

)2

, and not to γ(2)2ED,0(ω) +

γ
(2)
2EQ,0(ω). In addition, the power emitted by the classical sources is set as a function of the square

root of the multipolar TPSE rates, whereas for the OPSE, it is as a function of the multipolar OPSE
rates [Eq. (3.88)]. Now, by using the equation (4.76c) together with the last two, we obtain an
expression for the components of the tensor FED∩EQ (and so for the tensor G̃ED∩EQ [Eq. (4.72)]):

FED∩EQ
iµ (ω;R) =

WED∩EQ
iµ (ω;R)

√
2WED

0 (ω)WEQ
0 (ω)

, (4.78)

which is identical to the expression derived for the interference between single-photon transitions
[Eq. (3.89)]. Using equations (4.75) and (4.77b), the tensor can be written as a function of the
Purcell factors:

(
γ
(2)
2ED,0(ω) γ

(2)
2EQ,0(ω)

)1/4
FED∩EQ
iµ (ω;R)

=
1√
2

[(√
γ
(2)
2ED,0 +

√
γ
(2)
2EQ,0

)
PED+EQ
iµ −

√
γ
(2)
2ED,0 P

ED
i −

√
γ
(2)
2EQ,0 P

EQ
µ

]
, (4.79)

where the dependencies have been omitted in the right-hand side. In comparison with the expression
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obtained for the OPSE, this expression involves the square root of the TPSE rates, and not the OPSE
rates [Eq. (3.90)]. Note that in vacuum, all Purcell factors tend towards one and the tensor FED∩EQ

tends towards 0, leading to an interference term equal to zero.

To conclude, we have rewritten the interference term [Eq. (4.57b)] as

γ
(2)
2ED∩2EQ(ω;R)

√
γ
(2)
2ED,0(ω)γ

(2)
2EQ,0(ω)

= 2

3∑

i,j=1

5∑

µ,ν=1

D̂eg
ij (ω, ωeg − ω)

(
Q̂eg

µν(ω, ωeg − ω)
)∗

× FED∩EQ
iµ (ω;R)FED∩EQ

jν (ωeg − ω;R), (4.80)

where the real part is implied and where the tensor FED∩EQ is expressed as a function of the Purcell
factors [Eq. (4.79)], which can be calculated classically via the equations (4.75). To calculate the
15 components FED∩EQ

iµ [Eq. (4.79)], one needs to calculate an additional set of 15 Purcell factors:
{PED+EQ

iµ } (the 3 factors PED
i and the 5 factors PEQ

µ are already calculated when calculating the
2ED and 2EQ transition rates [Eqs. (4.60), and (4.65)]). For a system with an azimuthal symmetry,
the number of Purcell factors to calculate is reduced to six [Eq. (3.93)]. These factors must be
calculated by respecting the equation (4.77b), ensuring adequate weighting of multipolar sources.
Consequently, vacuum rates are required to calculate interference effects.

4.8 Discussion

Throughout this chapter, we derived equations that are expressed as a function of the one-photon
Purcell factors [Eqs. (4.58) and (4.63)] for the calculation of the two-photon Purcell effect of an
arbitrary quantum emitter in an arbitrary photonic environment. To do so, the interaction has
been taken up to the electric quadrupolar order, which is relevant for large emitters [50–53] and
in structures confining light at the nanoscale [28], such as plasmonic nanostructures [22, 28, 29,
50, 55–62]. We have also included the calculation of the interference between the 2ED and 2EQ
emission channels of the TPSE [Eq. (4.80)]. Similar equations can be derived for the interference
terms including the 2MD transition as well as for the mixed transitions. The mixed transitions have
not been developed in this thesis since they do not occur during the transition that will be studied
afterwards [Sec. 2.4], namely the transition between two s states of the hydrogen atom. Furthermore,
the derived formulas do not impose any conditions on the basis of which Purcell factors are calculated,
unlike the formula derived by Muniz [31] for calculating the 2ED transition rate.

In the derived equations [Eqs. (4.58), (4.63) and (4.80)], the contribution of the electronic struc-
ture of the emitter and of the photonic environment are decoupled, allowing their separate calcula-
tion. Indeed, each equation involves two different tensors. On the one hand, there is the normalized
multipolar second-order transition moment that depends only on the electronic structure of the emit-
ter [Eqs. (4.18)]. On the other hand, there are the FMO tensors, defined from Green’s functions [Eqs.
(4.59), (4.64), and (4.72)], present for the two emitted quanta of complementary energy. We express
them as a function of the one-photon Purcell factors [Eqs. (4.60), (4.65), and (4.79)], and they
depend only of the photonic environment. Thereby, the two-photon Purcell effect is proportional
to the square of the Purcell factors, whereas the Purcell effect for the OPSE is proportional to the
Purcell factors [Eqs. (3.99)]. For the interference term [Eq. (4.80)], the environment contribution
involves one tensor FED∩EQ for each emitted quantum, whose components can be either positive or
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negative [Eq. (4.79)], leading to a positive or negative interference term. When two quanta (of same
type) are emitted at the same frequency, the tensor FED∩EQ appears squared and, consequently, the
environment contribution is always positive. Therefore, in the case where the second-order tran-
sition moments Deg and Qeg involve mostly positive components, the system will always show a
constructive interference.

By writing the multipolar contributions to the TPSE as a weighted summation of the product
between the Purcell factors of the two emitted quanta, we demonstrated a general link between the
TPSE and the one-photon Purcell factors. As a result, the modification due to the environment of
the TPSE rates [Eqs. (4.58), (4.63) and (4.80)] can be computed by considering multiple orienta-
tions of classical point sources in electromagnetic simulations, where the different orientations are
weighted according to the normalized multipolar second-order transition moments14, thus allowing
the consideration of arbitrarily shaped nanostructures. Moreover, this link remains valid when sev-
eral two-photon multipolar transitions contribute simultaneously to the TPSE [Eq. (4.69)], allowing
the calculation of the interference between the 2ED and 2EQ transitions via the computation of in-
terferences between classical multipolar sources for the two emitted quanta [Eqs. (4.75) and (4.80)].
In the most general case, 6 Purcell factors are required to calculate the 2ED or 2MD transition
rates [Eq. (4.61)], 15 for the 2EQ transition [Eq. (4.66)], and 15 additional for the interference
between the 2ED and 2EQ transitions [Eq. (4.79)]. Furthermore, the Purcell factors can be decom-
posed into a radiative (emission of photons in the far-field) and a non-radiative part (absorption by
the environment), allowing the separate calculation of these two channels, and so of the quantum
efficiency [30].

The derived equations have the same limitations as those derived for the OPSE. Since the de-
velopments are based on Fermi’s golden rule, they are limited to the weak coupling regime. Indeed,
the perturbation theory is expected to fail when the ratio between the transition rate Γ and the
transition angular frequency ωeg approaches 1 [22, 89]. Also, for the extreme cases of large emitters
placed very close to a nanostructure (≈ 1 nm distance), their reduction to a point may require even
higher orders than the quadrupolar order [53].

Now that the theory has been developed, we consider in the next chapter the transition between
two s states of the hydrogen atom and we calculate the normalized second-order multipolar transition
moments as well as the TPSE rates in vacuum. Afterwards, we address in Chapter 6 the method
to calculate the Purcell factors by modeling classical multipolar point sources in electromagnetic
simulations.

4.9 Summary

In this chapter, we presented a complete treatment of the two-photon spontaneous emission rate
(TPSE) where the interaction Hamiltonian is taken up to the electric quadrupolar order by mak-
ing no assumptions about the quantum emitter and the environment, including interference effects
between the multipolar pathways, which have never been studied to our knowledge. We have set
aside the mixed transitions (because they do not occur between two s states of the hydrogen atom

14Note that the knowledge of the norm of the second-order transition moments is not required to calculate the
two-photon Purcell effect [Eqs. (4.58), (4.63) and (4.80)]. It is required only for the calculation of the vacuum TPSE
rates [Eqs. (4.41)] and for the calculation of the interference term since the multipolar sources must be weighted
according to the vacuum TPSE rates of the emitter [Eqs. (4.79) and (4.77b)].
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[Sec. 2.4]) and focused on the interference between the two-electric dipole (2ED) and the two-electric
quadrupole (2EQ) transition, but similar developments can be performed for these contributions.
Concretely, the derivation as a function of the field modes and via the Green’s function for the 2MD
and 2EQ transitions and for the interference term are personal developments, based on what has
been done for the 2ED transition [31]. Furthermore, we introduced a modified Voigt notation to
simplify the equations relative to the 2EQ transition. Finally, we have gone beyond the develop-
ments made by Muniz [31] for the 2ED transition since our equation [Eq. (4.58a)] is more general
as it includes the off-diagonal components of the Green’s function.

Adopting a perturbative approach with the second-order Fermi’s golden rule [Eq. (4.1)], and by
considering the electric dipole (ED), magnetic dipole (MD) and electric quadrupole (EQ) interactions
in the multipolar expansion of the interaction Hamiltonian [Eq. (4.5)], we found that the overall
TPSE is given by six multipolar contributions [Eq. (4.24)]:

Γ
(2)
tot = Γ

(2)
2ED + Γ

(2)
2MD + Γ

(2)
2EQ + Γ

(2)
2ED∩2MD + Γ

(2)
2ED∩2EQ + Γ

(2)
2MD∩2EQ, (4.81)

where the mixed transitions have been discarded. These contributions are the 2ED, 2MD, 2EQ
transition rates and the interferences with each other, respectively. The interference terms can be
either positive or negative, potentially leading to an increase or a decrease of the overall transition
rate. In the case where the magnetic interaction is discarded, the overall TPSE is given by the three
following multipolar contributions:

Γ
(2)
tot = Γ

(2)
2ED + Γ

(2)
2EQ + Γ

(2)
2ED∩2EQ. (4.82)

Next, by considering plane waves for the field modes, we derived the vacuum TPSE rates. For
2MO ∈ {2ED, 2MD, 2EQ} [Eq. (4.40)]:

Γ
(2)
2MO,0 =

∫ ωeg

0
γ
(2)
2MO,0(ω) dω, (4.83)

where the multipolar contributions γ(2)2MO,0(ω) to the spectral distribution of the emitted quanta in
vacuum are given by [Eqs. (4.41)]:

γ
(2)
2ED,0(ω) =

1

36π3ε20ℏ2c6
ω3(ωeg − ω)3 ∥Deg(ω, ωeg − ω)∥2 , (4.84a)

γ
(2)
2MD,0(ω) =

1

36π3ε20ℏ2c10
ω3(ωeg − ω)3 ∥Meg(ω, ωeg − ω)∥2 , (4.84b)

γ
(2)
2EQ,0(ω) =

1

400π3ε20ℏ2c10
ω5(ωeg − ω)5 ∥Qeg(ω, ωeg − ω)∥2 . (4.84c)

As the spontaneous emission takes place in vacuum, there are no interferences between multipolar
transitions. These equations involve the second-order multipolar transition moments [Eqs. (4.18)]:

Deg(ω, ωeg − ω) :=
∑

|m⟩

(
dem dmg

ωem − ω
+

dmg dem

ωem − (ωeg − ω)

)
, (4.85a)

Meg(ω, ωeg − ω) :=
∑

|m⟩

(
memmmg

ωem − ω
+

mmg mem

ωem − (ωeg − ω)

)
, (4.85b)
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Qeg(ω, ωeg − ω) :=
∑

|m⟩

(
QemQmg

ωem − ω
+

Qmg Qem

ωem − (ωeg − ω)

)
, (4.85c)

where the outer product is implied. These tensors that depend only on the electronic structure of the
emitter, the first two of rank two and the third one of rank four, describe the two successive electric
dipole, magnetic dipole, and electric quadrupole transitions of the emitter between the excited and
ground states of the emitter. Since the operator Q is symmetric and can be taken traceless in source-
free regions, Qeg is symmetric and satisfies the property given by the equation (4.20). Furthermore,
we introduced a modified Voigt notation [Eq. (4.56) and Tab. 4.1] to simplify equations involving
Qeg by keeping only its 25 independent components as a rank two tensor in five dimensions:

(
Qeg

ijab

)
3×3×3×3

→




Q1111 Q1122 Q1123 Q1113 Q1112

Q2211 Q2222 Q2223 Q2213 Q2212

Q2311 Q2322 Q2323 Q2313 Q2312

Q1311 Q1322 Q1323 Q1313 Q1312

Q1211 Q1222 Q1223 Q1213 Q1212




→
(
Qeg

µα

)
5×5

. (4.86)

Using this notation, all second-order transition moments are represented by tensors of rank equal to
the order of the transition.

Then, we expressed the multipolar contributions via the dyadic Green’s function, and then nor-
malized them with respect to vacuum [Eqs. (4.54) and (4.57)]. In the obtained equations, the
contribution of the environment and of the emitter are decoupled, allowing their separate calcula-
tion. Moreover, the Green’s functions intervene twice, once for each emitted quantum, showing a
decoupling with respect to the environment between the two emitted quanta.

Finally, we expressed the multipolar contributions to the TPSE as a function of the one-photon
Purcell factors [Eqs. (4.58), (4.63), and (4.80)]:

γ
(2)
2ED(ω;R)

γ
(2)
2ED,0(ω)

=
3∑

i,j,a,b=1

D̂eg
ia (ω, ωeg − ω)

(
D̂eg

jb (ω, ωeg − ω)
)∗
FED
ij (ω;R)FED

ab (ωeg − ω;R),

(4.87a)

γ
(2)
2MD(ω;R)

γ
(2)
2MD,0(ω)

=
3∑

i,j,a,b=1

M̂eg
ia (ω, ωeg − ω)

(
M̂eg

jb(ω, ωeg − ω)
)∗
FMD
ij (ω;R)FMD

ab (ωeg − ω;R),

(4.87b)

γ
(2)
2EQ(ω;R)

γ
(2)
2EQ,0(ω)

=

5∑

µ,ν,α,β=1

Q̂eg
µα(ω, ωeg − ω)

(
Q̂eg

νβ(ω, ωeg − ω)
)∗
FEQ
µν (ω;R)FEQ

αβ (ωeg − ω;R),

(4.87c)

γ
(2)
2ED∩2EQ(ω;R)

√
γ
(2)
2ED,0(ω)γ

(2)
2EQ,0(ω)

= 2

3∑

i,j=1

5∑

µ,ν=1

D̂eg
ij (ω, ωeg − ω)

(
Q̂eg

µν(ω, ωeg − ω)
)∗

× FED∩EQ
iµ (ω;R)FED∩EQ

jν (ωeg − ω;R), (4.87d)

where the real part is implied for the last equation. The tensors FED, FMD, FEQ, and FED∩EQ are
defined from the Green’s functions [Eqs. (4.59), (4.64), and (4.72)] and are expressed as a function
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of the Purcell factors. For MO ∈ {ED, MD} [Eqs. (4.60)]:

FMO
ij (ω;R) =




PMO
i (ω;R) ∀i = j

PMO
ij (ω;R)− 1

2

[
PMO
i (ω;R) + PMO

j (ω;R)
]

∀i ̸= j,
(4.88)

where PMO
i and PMO

ij denote Purcell factors relative to a dipole (electric or magnetic) along êi and
êi + êj , respectively. For the EQ transition [Eq. (4.65)]:

FEQ
µν (ω;R) =





2PEQ
µ (ω;R) ∀µ = ν

3PEQ
µν (ω;R)− PEQ

µ (ω;R)− PEQ
ν (ω;R) if (µ, ν) = (1, 2)

2PEQ
µν (ω;R)− PEQ

µ (ω;R)− PEQ
ν (ω;R) else,

(4.89)

where PEQ
µ and PEQ

µν denote Purcell factors relative to an electric quadrupole described by one of the
five basis quadrupoles [Fig. 3.2] and relative to the combination of two basis quadrupoles [Eq. (3.70)],
respectively. For the interference term [Eq. (4.79)]:

(
γ
(2)
2ED,0(ω) γ

(2)
2EQ,0(ω)

)1/4
FED∩EQ
iµ (ω;R)

=
1√
2

[(√
γ
(2)
2ED,0 +

√
γ
(2)
2EQ,0

)
PED+EQ
iµ −

√
γ
(2)
2ED,0 P

ED
i −

√
γ
(2)
2EQ,0 P

EQ
µ

]
, (4.90)

with PED+EQ
iµ being the Purcell factor related to the superposition of an electric dipole along êi

and of an electric quadrupole along êµ. These Purcell factors are computable by modeling multiple
orientations of classical multipolar point sources in electromagnetic simulations [Eqs. (4.75)]. In the
equations, the different orientations are weighted according to the normalized second-order transition
moments. For the calculation of the interference, the knowledge of the vacuum TPSE rates is required
and the multipolar sources must be set according to the equation (4.77b) to take into account the
difference between the rates in vacuum of the different multipolar decay pathways of the emitter.

The developments presented in this chapter have two limitations: they are limited to the weak
coupling regime and the consideration of the interaction up to the electric quadrupolar order may
not be sufficient for the extreme cases of large emitters placed very close to a nanostructure.

85



Chapter 4. Two-photon spontaneous emission

86



Chapter 5
Second-order multipolar transition

moments of the hydrogen atom

In the previous chapter, we investigated the multipolar contributions to the TPSE process. To
evaluate the modification of the multipolar contributions to the total TPSE rate with respect to
the vacuum [Eqs. (4.58), (4.63) and (4.80)], it is sufficient to calculate the normalized version of
the second-order multipolar transition moments Deg, Meg, and Qeg [Eqs. (4.18)], which depend
only on the electronic structure of the emitter. However, it is necessary to know the norm of these
transition moments to get the vacuum transition rates [Eqs. (4.41)] and therefore to be able to
calculate absolute TPSE rates, i.e., rates that are not vacuum normalized. Then, it will be possible
to sum up all the contributions to retrieve the overall TPSE rate:

γ
(2)
tot(ω;R) ≈ γ

(2)
2ED

γ
(2)
2ED,0

γ
(2)
2ED,0 +

γ
(2)
2EQ

γ
(2)
2EQ,0

γ
(2)
2EQ,0 +

γ
(2)
2ED∩2EQ√

γ
(2)
2ED,0 γ

(2)
2EQ,0

√
γ
(2)
2ED,0 γ

(2)
2EQ,0, (5.1)

where for this example mixed and magnetic two-photon transitions have been discarded and where
the dependencies have been omitted. In addition, for calculating the quantum interference between
the 2ED and 2EQ multipolar two-photon transitions [Eqs. (4.80)], it is necessary to know the vac-
uum TPSE rates to weight accordingly the classical multipolar point sources [Eq. (3.88)] that are
superposed when calculating the environmental contribution [Eq. (4.79)].

In this chapter, we calculate the second-order multipolar transition moments Deg and Qeg for
a transition between two spherically symmetric states (s states) of the hydrogen atom, the simplest
quantum emitter, which allows analytical calculations. The presented developments can be adapted
to study other transitions in hydrogen-like atoms and to calculate Meg. Note that the mixed
transitions are forbidden between these states [Sec. 2.4]. This chapter is organized as follows. First,
we introduce the wavefunctions of the hydrogen atom. Then, we calculate the normalized tensors
D̂eg

and Q̂eg
and, after, the vacuum TPSE rates. Finally, this chapter ends with a summary.

5.1 Hydrogen atom wavefunctions

The hydrogen wavefunctions ψ(r) can be written as a product between a radial function RN,L(r)

and a spherical harmonic function YM
L (θ, φ) representing the angular part [Eq. (2.6)]:

ψ(r) = RN,L(r)Y
M
L (θ, φ), (5.2)
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where N , L and M are, respectively, the principal, azimuthal and magnetic quantum numbers. In
this chapter, we use capital letters for quantum numbers to avoid confusion between the magnetic
quantum number and the intermediate states |m⟩. The Appendix A summarizes the properties of
the spherical harmonics that will be used in this chapter, and gives some expressions of them. Since
we consider an s→ s transition, the excited and the ground states are characterized by the following
quantum numbers [45]:

|e⟩ = |Ne;Le = 0;Me = 0⟩ , (5.3a)

|g⟩ = |Ng;Lg = 0;Mg = 0⟩ , (5.3b)

with {Ne, Le,Me} and {Ng, Lg,Mg} the quantum numbers characterizing, respectively, the excited
and the ground states. Note that for consistency of notation, we retain the ground state label for
the final state of the emitter, even though it is not necessarily the ground one. Using the selection
rules for the different studied transitions [Eqs. (2.8)], it is possible to deduce the nature of the virtual
intermediate states |m⟩ involved in the two-photon transition. In general, they are written as

|m⟩ = |Nm;Lm;Mm⟩ , (5.4)

with {Nm, Lm,Mm} their quantum numbers. Therefore, given the equation (5.2), the wavefunctions
of the three states involved in the second-order transition are written as follows:





ψe(r) = RNe,0(r)Y
0
0 (5.5a)

ψg(r) = RNg ,0(r)Y
0
0 (5.5b)

ψm(r) = RNm,Lm(r)Y
Mm
Lm

(θ, φ), (5.5c)

where Y 0
0 = 1/

√
4π and where the excited and the ground states are independent of the angles.

5.2 Normalized second-order multipolar transition moments

In this section, we present the developments made in Ref. 31 for the calculation of the normalized
tensor D̂eg

and, in the same way, we calculate the normalized tensor Q̂eg
. As a reminder, the second-

order electric dipole and quadrupole transition moments that describe the two-photon transition
between the excited state |e⟩ and the ground state |g⟩ of the emitter are defined as [Eqs. (4.18)]:

Deg(ωα, ωα′) :=
∑

|m⟩

(
dem dmg

ωem − ωα
+

dmg dem

ωem − ωα′

)
, (5.6a)

Qeg(ωα, ωα′) :=
∑

|m⟩

(
QemQmg

ωem − ωα
+

Qmg Qem

ωem − ωα′

)
, (5.6b)

where the summation runs over all possible emitter’s virtual intermediate states |m⟩, where ωα and
ωα′ represent the frequencies of the two emitted quanta, and where ℏωem is the transition energy
between the excited state |e⟩ and the virtual intermediate state |m⟩. Moreover, dab := ⟨a|d|b⟩ and
Qab := ⟨a|Q|b⟩, with d and Q the electric dipole and quadrupole operators [Eqs. (3.5)], stand for
the first-order multipolar transition moments that describe the emitter’s transition from the state
|b⟩ to the state |a⟩ (a, b = e, m, g).
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5.2. Normalized second-order multipolar transition moments

5.2.1 Normalized second-order electric dipole transition moment

For an electric dipole (ED) transition, the selection rules impose that ∆L = ±1 and ∆M =

0, ±1 [Eq. (2.8a)]. Thus, the intermediate states leading to non-zero electric dipole transition mo-
ments are p states:

|m⟩ = |Nm;Lm = 1;Mm = 0,±1⟩ , (5.7a)

ψm(r) = RNm,1(r)Y
Mm
1 (θ, φ), with Mm = 0,±1. (5.7b)

As the type of all involved states in this second-order transition have been determined, we can
now calculate the electric dipole transition moment corresponding, first, to the transition between
the excited state |e⟩ and an intermediate state |m⟩:

dem = ⟨e|d |m⟩ (5.8a)

= −e
∫

R3

R∗
Ne,0(r)

(
Y 0
0

)∗
rRNm,1(r)Y

Mm
1 (θ, φ) d3r (5.8b)

= − e√
4π

∫ ∞

0
r3R∗

Ne,0(r)RNm,1(r) dr
∫

4π
r̂YMm

1 (θ, φ) dΩ, (5.8c)

where we used the expression of the electric dipole moment operator1 d = q r = −e r [Eq. (3.5a)] and
that Y 0

0 = 1/
√
4π [Tab. A.1]. Moreover, we switched to spherical coordinates with dΩ = sin θ dθ dφ

the element of solid angle and with r̂ := r/r an unitary vector. Notice that the radial integral depends
only on the principal quantum numbers of the two states, while the angular integrals depend solely
on the magnetic quantum number Mm of the intermediate state |m⟩ [31]. Similarly, the electric
dipole transition moment corresponding to the transition between an intermediate state |m⟩ and the
ground state |g⟩ is given by

dmg = ⟨m|d |g⟩ (5.9a)

= − e√
4π

∫ ∞

0
r3R∗

Nm,1(r)RNg ,0(r) dr
∫

4π

(
YMm
1 (θ, φ)

)∗
r̂ dΩ. (5.9b)

To calculate the angular integrals, let us express the unitary vector r̂ as a function of the spherical
harmonics [100]:

r̂ =

√
4π

3

[
Y −1
1 − Y 1

1√
2

êx + i
Y −1
1 + Y 1

1√
2

êy + Y 0
1 êz

]
. (5.10)

Indeed, by using the expressions of the spherical harmonics given in Table A.1, we find the expression
of r̂ in spherical coordinates2. Now, let us use the complex conjugate and the orthonormality
properties of these functions [100]:

(
YM
L (θ, φ)

)∗
= (−1)M Y −M

L (θ, φ), (5.11a)
∫

4π

(
YM
L (θ, φ)

)∗
YM ′
L′ (θ, φ) dΩ = δLL′ δMM ′ . (5.11b)

1The position operator r applied to a state |ψ⟩ gives the position vector [45], but in our notations we do not
distinguish operators with other quantities.

2In spherical coordinates: r̂ = sin θ cosφ êx + sin θ sinφ êy + cos θ êz.
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Thus, one can calculate the two angular integrals present in equations (5.8c) and (5.9b) and find

∫

4π
r̂YMm

1 (θ, φ) dΩ =

√
4π

3
êMm , (5.12a)

∫

4π

(
YMm
1 (θ, φ)

)∗
r̂ dΩ =

√
4π

3
ê∗Mm

, (5.12b)

where {ê−1, ê0, ê1} [100] forms an orthonormal basis and are given by





ê−1 :=
êx − i êy√

2
(5.13a)

ê0 := êz (5.13b)

ê1 := − êx + i ey√
2

, (5.13c)

and satisfy the following relation:

∀Mm = 0,±1, ê∗Mm
= (−1)Mm ê−Mm . (5.14)

Injecting these results in equations (5.8c) and (5.38b), one gets:

dem = − e√
3

∫ ∞

0
r3R∗

Ne,0(r)RNm,1(r) dr êMm = dem êMm , (5.15a)

dmg = − e√
3

∫ ∞

0
r3R∗

Nm,1(r)RNg ,0(r) dr ê∗Mm
= dmg ê∗Mm

, (5.15b)

where dem and dmg denote the norm of these vectors, which depend only on the principal quantum
numbers of the involved states, while the magnetic quantum number Mm of the intermediate state
|m⟩ fixes the orientation of the transition moments.

Since we have calculated the first-order transition moments dem and dmg in the last two equa-
tions, we can now calculate the second-rank tensor Deg given by the equation (5.6a), where the
summation runs over all possible intermediate states. This summation is rewritten as a summation
over the quantum numbers Nm and Mm, the azimuthal quantum number Lm being fixed to 1:

Deg(ωα, ωα′) =
∑

Nm

∑

Mm

(
dem êMm d

mg ê∗Mm

ωem − ωα
+
dmg ê∗Mm

dem êMm

ωem − ωα′

)
(5.16a)

=
∑

Nm

demdmg

{∑
Mm

êMm ê
∗
Mm

ωem − ωα
+

∑
Mm

ê∗Mm
êMm

ωem − ωα′

}
, (5.16b)

where we remind that dem, dmg and ωem depend only on Nm
3 while êMm depends only on Mm.

Since the set of vectors {ê−1, ê0, ê1} forms an orthonormal basis, the closing relation is satisfied:

∑

Mm

ê∗Mm
êMm =

∑

Mm

êMm ê
∗
Mm

= 13×3, (5.17)

3The energy of the intermediate states, and therefore ωem, depends only on Nm [Sec. 2.3].
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5.2. Normalized second-order multipolar transition moments

where 13×3 represents the identity matrix in three dimensions. Using the last property, one gets:

Deg(ωα, ωα′) =
∑

Nm

demdmg

(
1

ωem − ωα
+

1

ωem − ωα′

)
13×3. (5.18)

Therefore, the normalized tensor is given by [31]:

D̂eg
=

Deg(ωα, ωα′)

∥Deg(ωα, ωα′)∥ =
13×3√

3
, (5.19)

and is independent of the frequencies of the emitted quanta and where the norm of an nth rank
tensor U with n ∈ N0 has been defined as ∥U∥2 :=

∑
i1,i2,...,in

|Ui1,i2,...,in |2. Note that this tensor
implies that all components of the tensor FED must be calculated (some can be equal or zero due
to the environment) in the calculation of the 2ED transition rate [Eq. (4.58a)], because the emitter
is spherically symmetric.

5.2.2 Normalized second-order electric quadrupole transition moment

For an electric quadrupole (EQ) transition, the selection rules impose that ∆L = 0,±2 and that
∆M = 0,±1,±2, by noting that the transition between two s states is forbidden [47]. Thus, the
intermediate states leading to non-zero electric quadrupole transition moments are d states:

|m⟩ = |Nm;Lm = 2;Mm = 0,±1,±2⟩ , (5.20a)

ψm(r) = RNm,2(r)Y
Mm
2 (θ, φ), with Mm = 0,±1,±2. (5.20b)

As the type of all involved states in this second-order transition have been determined, we can now
calculate the electric quadrupole transition moment corresponding, first, to the transition between
the excited state |e⟩ and an intermediate state |m⟩:

Qem
ij = ⟨e|Qij |m⟩ (5.21a)

= −e
2

∫

R3

R∗
Ne,0(r)

(
Y 0
0

)∗
(
xixj − r2

δij
3

)
RNm,2(r)Y

Mm
2 (θ, φ) d3r (5.21b)

= −e
2

∫ ∞

0
r4R∗

Ne,0(r)RNm,2(r) dr
∫

4π

(
Y 0
0

)∗
(
xixj
r2

− δij
3

)
YMm
2 (θ, φ) dΩ, (5.21c)

where we used the traceless form of the electric quadrupole moment operatorQij = − e
2

(
xixj − r2

δij
3

)

[Eq. (3.5c)] and we switched to spherical coordinates. Notice that the radial integral depends only
on the principal quantum numbers of the two states, while the angular integrals depend solely on
the magnetic quantum number Mm of the intermediate state |m⟩.

Let us now calculate the following angular integrals:

∫

4π

(
Y 0
0

)∗
(
xixj
r2

− δij
3

)
YMm
2 (θ, φ) dΩ. (5.22)

Using the orthonormality relation given by equation (5.11b), we notice directly that the term
∫

4π

(
Y 0
0

)∗ δij
3
YMm
2 (θ, φ) dΩ (5.23)
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in the last equation vanishes, showing that trace and traceless versions of electric quadrupole mo-
ments lead to the same results. Thus, we still have to calculate the following integral for the five
possible values of Mm (0,±1,±2):

∫

4π

(
Y 0
0

)∗ xixj
r2

YMm
2 (θ, φ) dΩ = (−1)Mm

1√
4π

∫

4π

xixj
r2

(
Y −Mm
2 (θ, φ)

)∗
dΩ, (5.24)

where we used the complex conjugate property given by the equation (5.11a) and that Y 0
0 = 1/

√
4π

[Tab. A.1].

To simplify the calculations, the idea is to express the products xixj/r2 as a function of the
spherical harmonics [100]:





x2

r2
=

√
4π

3
Y 0
0 − 1

3

√
4π

5
Y 0
2 +

√
2π

15

(
Y 2
2 + Y −2

2

)
(5.25a)

y2

r2
=

√
4π

3
Y 0
0 − 1

3

√
4π

5
Y 0
2 −

√
2π

15

(
Y 2
2 + Y −2

2

)
(5.25b)

z2

r2
=

√
4π

3
Y 0
0 +

2

3

√
4π

5
Y 0
2 (5.25c)

xy

r2
= i

√
2π

15

(
Y −2
2 − Y 2

2

)
(5.25d)

yz

r2
= i

√
2π

15

(
Y −1
2 + Y 1

2

)
(5.25e)

xz

r2
=

√
2π

15

(
Y −1
2 − Y 1

2

)
. (5.25f)

Thus, for each value of Mm and by using the orthonormality property [Eq. (5.11b)], the non-zero
integrals can be easily identified and calculated. By doing so, one gets

Qem = − e√
30

∫ ∞

0
r4R∗

Ne,0(r)RNm,2(r) dr SMm = qem SMm , (5.26)

where qem denotes the norm of the tensor Qem, which depends only on the principal quantum
numbers of the excited and intermediate states. Moreover, the tensor SMm is normalized, gives
the orientation of the transition moment, and depends only on the quantum number Mm of the
intermediate state. Depending on the value of Mm, it is given by

S−2 :=
1

2




1 −i 0

−i −1 0

0 0 0


 , S−1 :=

1

2



0 0 1

0 0 −i
1 −i 0


 , S0 :=

1√
6



−1 0 0

0 −1 0

0 0 2


 ,

S2 :=
1

2



1 i 0

i −1 0

0 0 0


 , S1 :=

1

2




0 0 −1

0 0 −i
−1 −i 0


 .

(5.27)

As electric quadrupole moments, these tensors are symmetric and traceless.

Concerning the moment Qmg also involved in Qeg [Eq. (5.6b)], similar developments lead to

Qmg = − e√
30

∫ ∞

0
r4R∗

Nm,2(r)RNg ,0(r) dr
(
SMm

)∗
= qmg

(
SMm

)∗
. (5.28)
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Since we have calculated the first-order transition moments Qem and Qmg [Eqs. (5.26) and (5.28)],
we can now calculate the fourth-rank tensor Qeg given by the equation (5.6b), where the summation
runs over all possible intermediate states. This summation is rewritten as a summation over the
quantum numbers Nm and Mm, the azimuthal quantum number Lm being fixed to 2:

Qeg(ωα, ωα′) =
∑

Nm

∑

Mm

{
qemSMmqmg

(
SMm

)∗

ωem − ωα
+
qmg

(
SMm

)∗
qemSMm

ωem − ωα′

}
(5.29a)

=
∑

Nm

qemqmg

{∑
Mm

SMm
(
SMm

)∗

ωem − ωα
+

∑
Mm

(
SMm

)∗
SMm

ωem − ωα′

}
, (5.29b)

where we remind that qem, qmg and ωem depend only on Nm, while SMm depends only on Mm.
Furthermore, one can show that

∀i, j, k, l = 1, 2, 3,
∑

Mm

SMm
ij

(
SMm
kl

)∗
=
∑

Mm

(
SMm
ij

)∗
SMm
kl =

1

2

(
δikδjl + δilδjk −

2

3
δijδkl

)
. (5.30)

Thus, the components of the tensor Qeg are given by

Qeg
ijkl(ωα, ωα′) =

1

2

∑

Nm

qemqmg

(
1

ωem − ωα
+

1

ωem − ωα′

)(
δikδjl + δilδjk −

2

3
δijδkl

)
, (5.31)

whereas its normalized version is given by

Q̂eg
ijkl :=

Qeg
ijkl(ωα, ωα′)

∥Qeg(ωα, ωα′)∥ =
1√
20

(
δikδjl + δilδjk −

2

3
δijδkl

)
, (5.32)

which is independent of the frequencies of the emitted quanta. A representation of this tensor is
sketched in Table 5.1. As a check, the calculated tensor satisfies the following properties [Eqs. (4.19)
and (4.20)]:

∀i, j, k, l = 1, 2, 3, Qeg
ijkl = Qeg

jikl = Qeg
ijlk = Qeg

jilk, (5.33a)

∀i, j, k, l = 1, 2, 3,
∑

i

Qeg
iikl =

∑

k

Qeg
ijkk = 0, (5.33b)

originating from the symmetric and the traceless properties of electric quadrupole moments.

Finally, using the modified Voigt notation introduced in Section 3.6 (see Table 3.2), the second-
order electric quadrupole transition moment is rewritten as a second-rank tensor in five dimensions:

Q̂eg
:=

Qeg(ωα, ωα′)

∥Qeg(ωα, ωα′)∥ =
1√
20




4/3 −2/3 0 0 0

−2/3 4/3 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1



. (5.34)

Note that this tensor implies that all components of the tensor FEQ must be calculated (some can
be equal or zero due to the environment) in the calculation of the 2EQ transition rate [Eq. (4.63)],
because the emitter is spherically symmetric.
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j = 1 j = 2 j = 3

l = 1 l = 2 l = 3 l = 1 l = 2 l = 3 l = 1 l = 2 l = 3

k = 1 4/3 1 1

i = 1 k = 2 -2/3 1

k = 3 -2/3 1

k = 1 1 -2/3

i = 2 k = 2 1 4/3 1

k = 3 -2/3 1

k = 1 1 -2/3

i = 3 k = 2 1 -2/3

k = 3 1 1 4/3

Table 5.1: Representation of the fourth-rank tensor Q̂eg
(factor 1/

√
20 in front) in the form of a

3× 3 matrix, where each element is itself a 3× 3 matrix.

5.3 Two-photon spontaneous emission transition rates in vacuum

Historically, the first estimate of a two-photon spontaneous emission rate was carried out in 1940 by
Breit and Teller for the 2s state of hydrogen, for which this is the main process responsible for its
mean lifetime [3]. One decade later, Spitzer and Greenstein realized a refinement and found a value
of 8.23 s−1 for the integrated two-electric dipole transition rate, i.e., the main multipolar contribution
to this process [4]. In 1981, Goldman and Drake made the first calculations, relativistic, that include
the first multipolar contributions to the TPSE process [5]. They found that the integrated 2ED and
2EQ transition rates are 8.229 s−1 and 4.907 × 10−12 s−1, respectively. More recently in 2007,
Chluba and Sunyaev studied the two-photon process for the ns→ 1s and nd→ 1s 2ED transitions
in hydrogen and up to large n, where they provide analytical fittings of the spectra [8].

In conclusion, the only data available in the literature concerning 2ED and 2EQ transition rates
in vacuum for hydrogen are, on the one hand, spectra involving the 1s state as the final state for
the 2ED transition [8] and, on the other hand, the integrated rate between the 2s and 1s states
for the 2EQ transition [5]. Nevertheless, Matsumoto derived in 1991 analytical expressions for the
multipole matrix elements for the hydrogen atom [101]. Thus, we can use the method presented in
Ref. 8 for their calculation of 2ED transition rates as well as the expressions of the multipole matrix
elements in Ref. 101 to calculate the 2ED and 2EQ transition rates in vacuum between two s states
of the hydrogen atom.

94



5.3. Two-photon spontaneous emission transition rates in vacuum

The section starts with a reminder concerning the expressions of the 2ED and 2EQ transition
rates in vacuum and about the multipolar second-order transition moments relative to a transition
between two spherically symmetric states. Then, we derive in Subsection 5.3.2 the 2ED and 2EQ
decay profiles and we discuss the two contributions to the summation over the virtual intermediate
states. In Subsection 5.3.3, we give the expressions of the multipole matrix elements, which are
radial integrals over the radial eigenfunctions of the hydrogen atom. Finally, our method and results
are presented in Subsection 5.3.4.

5.3.1 Reminder

In Section 4.4, we showed that for each multipolar operator MO ∈ {ED, EQ} the vacuum TPSE
rate is given by

Γ
(2)
2MO,0 =

∫ ωeg

0
γ
(2)
2MO,0(ω) dω, (5.35)

where the multipolar contributions γ(2)2MO,0(ω) to the spectral distribution of the emitted quanta are
given by

γ
(2)
2ED,0(ω) =

ω3(ωeg − ω)3

36π3ε20ℏ2c6
∥Deg(ω, ωeg − ω)∥2 , (5.36a)

γ
(2)
2EQ,0(ω) =

ω5(ωeg − ω)5

400π3ε20ℏ2c10
∥Qeg(ω, ωeg − ω)∥2 , (5.36b)

where ω and ωeg − ω are the frequencies of the two emitted quanta of complementary energy. In
these equations, ε0 is the vacuum electric permittivity, ℏωeg represents the transition energy with ℏ
the reduced Planck constant, and c denotes the speed of light in vacuum. These expressions involve
the squared norm of Deg and Qeg reminded in equations (5.6). The squared norm of an nth rank
tensor U with n ∈ N0 is defined as ∥U∥2 :=∑i1,i2,...,in

|Ui1,i2,...,in |2.
In the case of a transition between two spherically symmetric states, we showed in the previous

section that the second-order electric dipole transition moment is given by [Eq. (5.18)]:

Deg(ω, ωeg − ω) =
∑

Nm

demdmg

(
1

ωem − ω
+

1

ωem − (ωeg − ω)

)
13×3, (5.37)

where there is a summation over the principal quantum number Nm of the intermediate states |m⟩,
where 13×3 is the identity matrix in three dimensions, and where dem and dmg are the electric dipole
radial matrix elements [Eqs. (5.15)]:

dem := −e a0√
3
⟨RNe,Lm−1|r|RNm,Lm⟩ , (5.38a)

dmg := −e a0√
3
⟨RNm,Lm |r|RNg ,Lm−1⟩ . (5.38b)

In the previous equations, e is the elementary charge, a0 represents the Bohr radius, r is the di-
mensionless position operator, and RN,L(r) denotes the radial component of the wavefunction of the
hydrogen atom. Moreover, Lm denotes the azimuthal quantum number of the intermediate state
whereas Ne and Ng are the principal quantum numbers of the excited and ground states of the emit-
ter, respectively. For consistency of notation, we retain the ground state label for the final state,
even though it is not necessarily the ground state. Instead of working in the commonly used atomic
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unit system, we have chosen to highlight the Bohr radius a0 so that the radial integrals, discussed
in Section 5.3.3, are dimensionless.

Concerning the 2EQ transition, for an s → s transition the second-order electric quadrupole
transition moment is given by [Eq. (5.31)]:

Qeg(ω, ωeg − ω) =
√
5
∑

Nm

qemqmg

(
1

ωem − ω
+

1

ωem − (ωeg − ω)

)
Q̂eg

, (5.39)

where the elements of the normalized tensor are given by [Eq. (5.32)]:

Q̂eg
ijkl :=

Qeg
ijkl(ω, ωeg − ω)

∥Qeg(ω, ωeg − ω)∥ =
1√
20

(
δikδjl + δilδjk −

2

3
δijδkl

)
, (5.40)

and where qem and qmg are the electric quadrupole radial matrix elements [Eqs. (5.26) and (5.28)]:

qem := − e a20√
30

⟨RNe,Lm−2|r2|RNm,Lm⟩ , (5.41a)

qmg := − e a20√
30

⟨RNm,Lm |r2|RNg ,Lm−2⟩ . (5.41b)

5.3.2 Vacuum decay profiles

To calculate TPSE rates in vacuum, let us rewrite the equations by introducing the dimensionless
frequency y := ω/ωeg comprised between 0 and 1. By doing so, the equation (5.35) of the integrated
transition rate is rewritten as follows [8]:

Γ
(2)
2MO,0 =

∫ ωeg

0
γ
(2)
2MO,0(ω) dω =

1

2

∫ 1

0
ϕ
(2)
2MO,0(y) dy =

∫ 1/2

0
ϕ
(2)
2MO,0(y) dy, (5.42)

with the decay profile
ϕ
(2)
2MO,0(y) = 2ωeg γ

(2)
2MO,0(ω), (5.43)

where ϕ(2)2MO,0(y) dy denotes the number of photons emitted per second in the frequency interval
between y and y+dy. The latter spectrum encompasses the photons emitted simultaneously during
this second-order process at complementary frequencies, thus necessitating integration over only half
of the spectrum4. Note that the probability to emit a photon at the frequency ω is equal to the
probability to emit a photon at the complementary energy ωeg − ω, leading to symmetric profiles
with respect to ωeg/2.

Now, let us derive the expression of the decay profiles for the 2ED and 2EQ transitions in vacuum.
Then, we discuss the different contributions to the summation over the virtual intermediate states.

Two-electric dipole decay profile in vacuum

Let us start by rewriting the equations of the spectral transition rate and of the second-order
transition moment [Eqs. (5.36a) and (5.37)] by introducing the dimensionless frequency y := ω/ωeg

4The definition of γ(2)
2MO,0(ω) doesn’t count the quanta emitted simultaneously at complementary frequencies, which

explains the factor 2 difference with the definition of ϕ(2)
2MO,0(y).
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5.3. Two-photon spontaneous emission transition rates in vacuum

and by using the new definition of the spectrum [Eq. (5.43)]:

ϕ
(2)
2ED,0(y) =

ω7
eg

18π3ε20ℏ2c6
y3(1− y)3 ∥Deg(y, 1− y)∥2 , (5.44a)

Deg(y, 1− y) =
1

ωeg

∑

Nm

demdmgfNm(y) 13×3, (5.44b)

where the function fNm(y) has been defined as

fNm(y) :=

(
1

yem − y
+

1

yem − (1− y)

)
, (5.45)

with

yem :=
ωem

ωeg
:=

Ee − Em

Ee − Eg
=
N2

g (N
2
e −N2

m)

N2
m(N2

e −N2
g )
. (5.46)

Thus, the function fNm(y) depends only on the frequency and on the principal quantum number
Nm of the intermediate state (these of the initial and final ones are fixed). In the last equation, we
used the expression of the eigenvalues, i.e., EN = −Ei/N

2 with Ei ≈ 13.6 eV the ionization energy
of the hydrogen atom5 [Sec. 2.3].

Using the expressions of the electric dipole radial matrix elements [Eqs. (5.38)], the squared norm
of the second-order transition moment is rewritten as

∥Deg(y, 1− y)∥2 = e4a40
3ω2

eg

∣∣∣∣∣
∑

Nm

⟨RNe,Lm−1|r|RNm,Lm⟩ ⟨RNm,Lm |r|RNg ,Lm−1⟩ fNm(y)

∣∣∣∣∣

2

︸ ︷︷ ︸
|Meg

2ED(y)|2

. (5.47)

Finally, by injecting the last equation in the expression of the 2ED vacuum transition rate [Eq. (5.44a)],
we get the expression obtained in Ref. 8 for the 2ED decay profile:

ϕ
(2)
2ED,0(y) = Geg

2ED y
3(1− y)3

∣∣M eg
2ED(y)

∣∣2 , Geg
2ED :=

(
2

3

)3 ω5
ega

4
0α

2

πc4
, (5.48)

where α = e2/4πε0ℏc is the fine-structure constant. Note that this expression is only valid for an
s→ s transition. For a 2s→ 1s transition, ωeg = 3Ei/4ℏ and G2s 1s

2ED ≈ 4.37 s−1, while for a 5s→ 3s

transition, ωeg = (4/15)2Ei/ℏ and G5s 3s
2ED ≈ 3.35× 10−5 s−1.

Two-electric quadrupole decay profile in vacuum

Now, let us do the same developments for the spectral transition rate and for the second-order
transition moment of the 2EQ transition [Eqs. (5.36b) and (5.39)]:

ϕ
(2)
2EQ,0(y) =

ω11
eg

200π3ε20ℏ2c10
y5(1− y)5 ∥Qeg(y, 1− y)∥2 , (5.49a)

Qeg(y, 1− y) =

√
5

ωeg

∑

Nm

qemqmgfNm(y) Q̂
eg
. (5.49b)

5In contrast to previous chapters, E represents here the energy of a state of the atom, not of the system (atom +
field).
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Chapter 5. Second-order multipolar transition moments of the hydrogen atom

Using the expressions of the electric quadrupole radial matrix elements [Eqs. (5.41)], the squared
norm of the second-order transition moment is rewritten as

∥Qeg(y, 1− y)∥2 = e4a80
180ω2

eg

∣∣∣∣∣
∑

Nm

⟨RNe,Lm−2|r2|RNm,Lm⟩ ⟨RNm,Lm |r2|RNg ,Lm−2⟩ fNm(y)

∣∣∣∣∣

2

︸ ︷︷ ︸
|Meg

2EQ(y)|2

. (5.50)

Finally, by injecting the last equation in the expression of the 2EQ vacuum transition rate given
by the equation (5.49a), we get the 2EQ decay profile:

ϕ
(2)
2EQ,0(y) = Geg

2EQ y
5(1− y)5

∣∣∣M eg
2EQ(y)

∣∣∣
2
, Geg

2EQ :=
ω9
ega

8
0α

2

2250πc8
. (5.51)

Note that this expression is only valid for an s → s transition. For a 2s → 1s transition, ωeg =

3Ei/4ℏ and G2s 1s
2EQ ≈ 3.67 × 10−13 s−1, while for a 5s → 3s transition, ωeg = (4/15)2Ei/ℏ and

G5s 3s
2EQ ≈ 2.27× 10−22 s−1.

Summation over intermediate states

To calculate the decay profiles ϕ(2)2ED,0(y) and ϕ(2)2ED,0(y), we need to calculate the quantities M eg
2ED(y)

and M eg
2EQ(y) [Eqs. (5.47) and (5.50)] that involve a summation over the principal quantum number

of the virtual intermediate states. This one starts from Nm = Ne and extends to infinity. Indeed, the
summation for Ng < Nm < Ne denotes a summation over real states and thus describes a cascade
of two single-photon emissions and not a TPSE process [8]. Furthermore, we see that the virtual
states involved in this multi-step process mediate otherwise forbidden transitions (i.e., a transition
towards a state with Nm ≥ Ne). These virtual states violate the law of conservation of energy since
the energy of the atom increases by emitting a photon, but only during a very short time [Sec. 2.4].

Furthermore, there are two contributions to the summation over Nm ≥ Ne:

∑

Nm

=
∞∑

Nm=Ne

+

∫ ∞

0
dx. (5.52)

The first one is a summation over the discrete set of bound states (EN = −Ei/N
2 < 0, N ∈ N0)

while the second one is an integral over the continuum of free states (Ex = x2Ei ≥ 0, x ∈ R+) [8].
Now, all that remains is to calculate, in the next subsection, the multipole matrix elements involved
in the calculation of M eg

2ED(y) and M eg
2EQ(y) [Eqs. (5.47) and (5.50)].

5.3.3 Calculation of multipole matrix elements

For the radial component of the hydrogen atom’s wavefunction, the dimensionless eigenfunctions
can be written, in atomic unit of length, as follows [101, 102]:

RN,L(r) = KN,L e
−r/N rL 1F1

(
−Nr; 2L+ 2; 2

r

N

)
, (5.53)

where N , L, and Nr := N − L − 1 are respectively the principal, azimuthal, and radial quan-
tum numbers. Moreover, KN,L is a normalization constant and 1F1(a; b; z) denotes the confluent
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5.3. Two-photon spontaneous emission transition rates in vacuum

hypergeometric function defined as [100, 103]:

1F1(a, b; z) :=

∞∑

i=0

(a)i
(b)i

zi

i!
=

Γ(b)

Γ(a)Γ(b− a)

∫ 1

0
ezt ta−1(1− t)b−a−1 dt, (5.54)

where ( · )j is the Pochhammer symbol defined as

(x)j :=
Γ(x+ j)

Γ(x)
= x(x+ 1)(x+ 2) . . . (x+ j − 1), (5.55)

with Γ(x) the gamma function.

For the discrete set of bound states (E < 0), the eigenvalues EN and the normalization constant
are given by

EN = − Ei

N2
with N ∈ N0, (5.56a)

KN,L =
2L+1

(2L+ 1)!

√
(N + L)!

(N − L− 1)!
N−L−2. (5.56b)

For the continuum of unbound states (E ≥ 0), the principal quantum numberN = −i/x is imaginary.
In this case, the eigenvalues and the normalization constant, now denoted Cx,L, are given by6

Ex = x2Ei = − Ei

N2
with x ∈ R+, (5.57a)

Cx,L =
2L+1

(2L+ 1)!

xL+
1
2√

1− e−
2π
x

L∏

s=1

(
s2 + x−2

)
. (5.57b)

Note that even though N may be complex, the radial eigenfunctions remain real.

The expressions obtained for the 2ED and 2EQ vacuum TPSE rates involve, in M eg
2ED and M eg

2EQ

[Eqs. (5.47) and (5.50)], the multipole matrix elements of the radial eigenfunctions that describe the
transition from the state characterized by the quantum numbers (N,L) to the state characterized
by the quantum numbers (P, J). These are calculated through a radial integral [101, 102]:

⟨RN,L|ra|RP,J⟩ :=
1

a0

∫ ∞

0
RN,L(r) r

a+2RP,J(r) dr, (5.58)

where r is the position operator and where the integral is dimensionless due to the division by the
atomic unit of length, i.e., the Bohr radius a0. Moreover, a is equal to 1 for an ED transition and to 2

for an EQ transition. In the previous equation, (N,L) are the quantum numbers of an intermediate
state (Nm and Lm), which can be a bound or a free state, while (P, J) are the ones of the initial
or final states (P = Ne, Ng and J = Le, Lg), which are always bound states. We therefore refer
to bound-bound and bound-free radial integrals. In addition, as the radial wavefunctions of the
hydrogen atom are real and as the position operator r is Hermitian, this relation is satisfied:

⟨RN,L|ra|RP,J⟩ = ⟨RP,J |ra|RN,L⟩∗ = ⟨RP,J |ra|RN,L⟩ . (5.59)

6The normalization constant depends on the scale chosen to integrate over the continuum [102]. A normalization
in the energy-scale leads to a normalization constant CE,l = Cx,L/

√
x with Cx,L the normalization constant in the

x-scale. As we wrote the integral over the continuum in equation (5.52) as a function of the variable x, we need to
take the normalization constant Cx,L.
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Chapter 5. Second-order multipolar transition moments of the hydrogen atom

For an ED transition (a = 1 and J = L− 1), one can show that [101, 102]:

∀N ̸= P, ⟨RN,L|r|RP,L−1⟩ = KN,LKP,L−1 (−1)P−L (2L+ 1)!

2
N(NP )2L+2 (N − P )N+P−2L−2

(N + P )N+P

×
[
F (−Nr,−Pr; c; z)−

(
N − P

N + P

)2
F (−Nr − 2,−Pr; c; z)

]
, (5.60a)

⟨RN,L|r|RN,L−1⟩ =
3

2
N
√
N2 − L2, (5.60b)

where c := 2L, z := −4NP/(N −P )2, Pr := P − J − 1 and where F is the hypergeometric function

2F1(a, b; c; z) defined as [100, 103]:

2F1(a, b; c; z) :=

∞∑

i=0

(a)i(b)i
(c)i

zi

i!
=

Γ(c)

Γ(b)Γ(c− b)

∫ 1

0

tb−1(1− t)c−b−1

(1− tz)a
dt. (5.61)

For an EQ transition (a = 2 and J = L,L− 2), one can show that7 [101]:

∀N ̸= P, ⟨RN,L|r2|RP,L−2⟩ = KN,LKP,L−2 (−1)P−L+1 (2L+ 1)!

4
N3(NP )2L

(N − P )N+P−2L−1

(N + P )N+P−1

×
[
F (−Nr,−Pr; c− 2; z)− 2

(
N − P

N + P

)
F (−Nr − 1,−Pr; c− 2; z)

+ 2

(
N − P

N + P

)3
F (−Nr − 3,−Pr; c− 2; z)−

(
N − P

N + P

)4
F (−Nr − 4,−Pr; c− 2; z)

]
, (5.62a)

∀N ̸= P, ⟨RN,L|r2|RP,L⟩ = 8KN,LKP,L (−1)P−L (2L+ 1)! (NP )2L+6 (N − P )N+P−2L−4

(N + P )N+P+2

× F (−Nr,−Pr; c− 2; z). (5.62b)

Note that the EQ transition is forbidden between two s states (L = J = 0) [47] and that the case
where N = P has not been derived for an EQ transition. Consequently, we use the definition of the
radial eigenfunctions (5.53) and of the multipole radial matrix elements (5.58) to calculate this case.
Also the equations (5.60) and (5.62) are valid for the bound-free radial integrals, by replacing KN,L

by Cx,L with x = −i/N ∈ R+.

5.3.4 Method and results

To calculate the 2ED and 2EQ vacuum decay profiles ϕ(2)2ED,0(y) and ϕ(2)2EQ,0(y) [Eqs. (5.48) and (5.51)],
one needs to calculate the two contributions arising from the bound-bound and from the bound-free
radial integrals to the summation over the virtual intermediate states [Eq. (5.52)] when calculating
M eg

2ED(y) and M eg
2EQ(y) [Eqs. (5.47) and (5.50)]. Moreover, the calculation of M eg

2ED(y) and M eg
2EQ(y)

involves the function fNm(y) [Eqs. (5.45) and (5.46)] as well as the bound-bound and bound-free
radial integrals given by the equations (5.60) for an ED transition and given by the equations (5.62)
for an EQ transition. Then, the integrated rates can be calculated via the integration over half of
the spectrum of the decay profiles [Eq. (5.42)].

To compute the profiles, we use the mpmath Python library [104] for the confluent hypergeometric
function 1F1(a; b; z) and for the hypergeometric function 2F1(a, b; c; z), and we use the integrate.quad

7There are several typographical errors in the formula provided in the reference [101].
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5.3. Two-photon spontaneous emission transition rates in vacuum

Transition ∆E [eV] ωeg [rad/s] λeg [µm] Type Γ
(2)
2MO,0

[
s−1
]
ϕ
(2)
2MO,0(0.5)

[
s−1
]
ϕ
(2),b-b
2MO,0(0.5)

[
s−1
]

2s→ 1s 10.2 1.55× 1016 0.122
2ED 8.23 21.3 27.5

2EQ 4.91× 10−12 2.40× 10−11 3.19× 10−11

4s→ 2s 2.55 3.87× 1015 0.486
2ED 1.59× 10−1 4.21× 10−1 4.91× 10−1

2EQ 4.81× 10−14 2.02× 10−13 2.03× 10−13

5s→ 3s 0.968 1.47× 1015 1.28
2ED 1.18× 10−2 3.24× 10−2 3.45× 10−2

2EQ 1.43× 10−15 5.96× 10−15 5.98× 10−15

Table 5.2: Computed data for 2ED and 2EQ transitions between the states 2s → 1s, 4s → 2s, and
5s→ 3s, with ∆E = ℏωeg = hc/λeg.
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Figure 5.1: Profiles for 2ED (top) and 2EQ (bottom) transitions between the states 2s → 1s,
4s→ 2s, and 5s→ 3s.

function of the SciPy Python library [105] to integrate. In addition, the discrete summation over
the principal quantum number of the virtual intermediate states [Eq. (5.52)] is truncated after the
first 200 terms, as in Ref. 8. The computed data for the 2ED and 2EQ transitions between the states
2s → 1s, 4s → 2s, and 5s → 3s are given in Table 5.2 and the corresponding profiles are sketched
in Figure 5.1.

The relative difference between our computed values of ϕ(2)2ED,0(y = 0.5) for the transitions Nes→
1s with Ne ranging from 1 to 10 and those in Ref. [8] is less than 0.02%. Also, the relative difference
is less than 0.01% between our computed values of Γ(2)

2ED,0 and Γ
(2)
2EQ,0 for the 2s → 1s transition

and those in Ref. [5]. Furthermore, as there is only one 2EQ transition rate datum in vacuum, we
checked that we can find the EQ transition rate value8 for Ned → Ngs single-photon transitions
with a relative error less than 0.1% [93].

8For an Ned→ Ngs transition, we can show that ΓEQ,0 =
ω5
egαa0

75c4
⟨RNg,0|r2|RNe,2⟩.
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Chapter 5. Second-order multipolar transition moments of the hydrogen atom

The last column in Table 5.2, i.e., ϕ(2),b-b
2MO,0(0.5), corresponds to the rate calculated at y = 0.5

when only the bound states are taken into account in the summation over the intermediate states
[Eq. (5.52)]. The values are greater than when the integral over the continuum of free states is also
taken into account, because the summation over bound states in M eg

2ED(y) and M eg
2EQ(y) [Eqs. (5.47)

and (5.50)] is negative while the integration of free states is positive. Furthermore, for the 2EQ
4s→ 2s and 5s→ 3s transitions, ϕ(2)2EQ,0(0.5) ≈ ϕ

(2),b-b
2EQ,0 (0.5), and thus free states have a low impact

on the calculated TPSE rate (at this frequency).

Finally, it is interesting to study the convergence with respect to the number of states considered
in the summation over the bound intermediate states and with respect to the upper limit of the
integral over the continuum of free intermediate states [Eq. (5.52)]. In this manner we have an idea
of the number of bound states and of the range of free states to consider to calculate vacuum TPSE
rates when using numerical methods to compute the bound-bound and bound-free radial integrals
for more complex emitters. To do so we define an error score as follows:

Error score (ξ; y) :=
ϕ
(2),b-b
2MO,0(y; ξ)− ϕ

(2),b-b
2MO,0(y; ξ = 200)

ϕ
(2),b-b
2MO,0(y; ξ = 200)

(5.63)

for the convergence relative to bound states, with ξ the number of bound intermediate states. For
the convergence with respect to the upper limit of the integration over free states, noted xmax, it is
defined as

Error score (xmax; y) :=
ϕ
(2),b-f
2MO,0(y;xmax)− ϕ

(2),b-f
2MO,0(y;xmax = ∞)

ϕ
(2),b-f
2MO,0(y;xmax = ∞)

(5.64)

where ϕ(2),b-f
2MO,0 denotes the rate calculated using only the integral over the free intermediate states.

On the data plotted in Figs. 5.2 and 5.3, the error score is lower than 1% starting from 20 bound
states for the discrete summation, and starting from xmax = 1.5 for the integration.

0

20

40

60

80

E
rr

or
sc

or
e

[%
],

2E
D

2s→ 1s

y = 0.5

y = 0.3

y = 0.1

0

20

40

60

80

4s→ 2s

0

20

40

60

5s→ 3s

5 10 15 20
# of bound states

−100

−80

−60

−40

−20

0

E
rr

or
sc

or
e

[%
],

2E
Q

5 10 15 20
# of bound states

0

20

40

60

80

5 10 15 20
# of bound states

0

20

40

60

80

Figure 5.2: Plots of the error score [Eq. (5.63)] for the convergence with respect to the number of
bound intermediate states. The graphs on top correspond to the 2ED transition while the graphs
on bottom correspond to the 2EQ transition.
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Figure 5.3: Plots of the error score [Eq. (5.64)] for the convergence with respect to the upper limit of
the integration of the free intermediate states. The graphs on top correspond to the 2ED transition
while the graphs on bottom correspond to the 2EQ transition.

5.4 Summary

In this chapter devoted to the calculation of the emitter contribution, we used the wavefunctions
of the hydrogen atom to calculate analytically, the second-order electric dipole and quadrupole
transition moments for s → s transitions. The 2ED transition is mediated by intermediate states
which are p states, while the 2EQ transition is mediated by d states. The norm of Deg and Qeg (and
thus the vacuum TPSE rates [Eqs. (4.41)]) depends only on the principal quantum numbers of the
excited, ground, and intermediate states, whereas their orientation (i.e., the normalized tensors D̂eg

and Q̂eg
) depends only on the azimuthal and on the magnetic quantum numbers of the intermediate

states. First of all, we have calculated the normalized tensors D̂eg
[31] and Q̂eg

[Eq. (5.34)] that are
given by

D̂eg
=

13×3√
3
, (5.65a)

Q̂eg
=

1√
20




4/3 −2/3 0 0 0

−2/3 4/3 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1



, (5.65b)

and which are sufficient to calculate the modification of TPSE rates with respect to vacuum [Eqs. (4.58),
(4.63) and (4.80)]. These tensors implie that all components of the tensors FED, FEQ, and FED∩EQ

must be calculated (some can be equal or zero due to the environment) in the calculation of the
2ED and 2EQ transition rates [Eqs. (4.58a) and (4.63)], and their interference [Eq. (4.80)], because
the emitter is spherically symmetric.
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Chapter 5. Second-order multipolar transition moments of the hydrogen atom

Then, to calculate vacuum TPSE rates, which are required to calculate absolute rates and in-
terferences, the two contributions arising from the bound-bound and from the bound-free multipole
radial integrals to the summation over the virtual intermediate states [Eq. (5.52)] have been calcu-
lated numerically. The computed values, given in Table 5.2, are in agreement with those found in
the literature, validating in passing the calculated tensor Q̂eg

. We also discussed the convergence
of the results as a function of the number of bound intermediate states in the summation and as a
function of the upper limit of the integration over the free intermediate states.

Furthermore, similar analytical developments can be made for transitions between other states of
the hydrogen atom, as well as for the second-order magnetic dipole transition moment M̂eg

and the
2MD vacuum transition rate. In the case of magnetic transitions, the spin of the electron performing
the transition can change, and must therefore be taken into account [47, 90] in the calculation of the
first-order transition moments involved in M̂eg

[Eq. (4.18b)]. To do so, the state space on which
wave functions are defined is expanded to include the spin on which the spin angular momentum
operator involved in the magnetic dipole moment operator acts [90].

Finally, in the case where it is not possible to calculate transition moments analytically (e.g., for
molecules), one can use state-of-the-art quantum mechanical numerical methods [106] to compute
the multipolar transition moments involved in the calculation of the second-order transition moments
[Eqs. (4.18)], by considering a sufficient number of bound and free states in the summation over the
intermediate states. Once the second-order transition moments are known, it is possible to calculate
the vacuum TPSE rates [Eqs. (4.41)] and to use equations (4.87) to calculate the two-photon Purcell
effect of the multipolar contribution to the TPSE.
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Chapter 6

Computation of Purcell factors

In the previous chapter, we calculated the emitter contribution to the TPSE rates for the hydrogen
atom. All that remains is to calculate the contribution of the environment: the Purcell factors.
To do this, we use the commercial software COMSOL Multiphysics® based on the finite element
method, which is a method in numerical analysis used to solve partial differential equations that
represent the dynamics of a physical system [107]. The advantages of this software are that it is easy
to construct the geometry of the system under consideration thanks to its graphical user interface,
it has efficient algorithms for meshing the geometry and solving Maxwell’s equations, and it has
various tools for post-processing the results.

First, we introduce the basic concepts of the finite element method (FEM), including the weak
formulation of the master equation to solve in electrodynamics. Then, since the electric point
quadrupole is not available in COMSOL, we derive its weak formulation to implement it in the
software. Afterwards, we describe our COMSOL models used to compute the Purcell factors. Finally,
we present the optical models of the materials that we will use to design plasmonic nanostructures.

6.1 Finite element method

The dynamics of a physical system are governed by partial differential equations (PDEs), which
describe the spatial and time evolution of a physical quantity ϕ. In general, a PDE can be written
as

Lϕ = b, (6.1)

with L being a differential operator acting on a unknown function ϕ and where b is a source term [108].
In electrodynamics, the PDE is for example the wave equation for the electric field [Eq. (2.9)]. How-
ever, except for the simplest problems, it is not possible to solve these PDEs analytically, but one
can use numerical approximation methods to search for approximate solutions [107, 108]. Among
them, the finite element method (FEM) is widely used to solve boundary-value problems, i.e., PDEs
with boundary conditions formulated at the frontier of the domain, such as in electromagnetics,
mechanics, fluid dynamics, and heat transfer [108, 109]. The principle of the FEM is to replace
an entire continuous domain by a finite number of subdomains, called elements, in which the un-
known function is represented by simple interpolation functions with unknown coefficients [108,
109]. Thereby, the original boundary-value problem with an infinite number of degrees of freedom
is converted into a problem with a finite number of degrees of freedom, i.e., the coefficients in each
element [108]. Then, a system of algebraic equations is formed to calculate the coefficients, and
finally solved [108, 109]. In the following subsection, we describe the four steps of the FEM, namely

105



Chapter 6. Computation of Purcell factors

domain discretization, selection of interpolation functions, formulation of the system of equations,
and resolution of the latter [108, 109]. Then, in Subsection 6.1.2, the weak formulation of PDEs
used in FEM is introduced and illustrated for the master equation to solve in electromagnetics.

6.1.1 Basic steps

First of all, the domain of interest Ω is discretized (meshed) into small elements, without any overlap
or gaps between them [108, 109]. The elements must fit together smoothly to form a set of connected
domains resembling the original structure [109]. To this end, different types of elements can be used
[Fig. 6.1]. For a three-dimensional domain, tetrahedral elements are the most used, as they are the
simplest and best suited to structures of arbitrary shape [108]. With these elements, surfaces are
divided into triangular elements. However, depending on the structure to be meshed, other elements
can be used such as hexahedral elements for structures having a rectangular geometry [Fig. 6.1],
resulting in rectangular elements at the surfaces. Furthermore, the elements are represented with
a set of nodes [107–109]. In linear elements, the nodes are the vertices of the polyhedron, while
quadratic elements contain additional nodes, e.g., at the middle of the edges [Fig. 6.1]. Note that the
manner in which this step is carried out affects the computing resources (time and memory) that will
be used, as well as the accuracy of the approximate solution that will be obtained [107–109]. Indeed,
smaller elements result in more accurate solutions, but increase the number of nodes, which requires
more computing resources. The FEM has the advantage of being able to use adaptive meshing, i.e.,
to use smaller elements where the unknown function is expected to vary more strongly [107, 109].

Tetrahedral Hexahedral

Triangular Rectangular

2D Elements

3D Elements

Figure 6.1: Illustrations of examples of elements used in FEM for two- and three-dimensional do-
mains [107–109]. In linear elements, only the black nodes are used. In quadratic elements, the
black and white nodes are used (serendipity elements), sometimes together with the grey ones (La-
grangian elements). Elements with curved edges and faces can be used to model more accurately
curved structures. Figure adapted from Ref. 107.
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6.1. Finite element method

Once the domain has been discretized, the next step is to choose an interpolation function to
represent the unknown function ϕ (e.g., a component of the electric field) within each element with
a set of coefficients [108, 109]. For example, ϕ can be written using a quadratic interpolation in each
element Ωi [108, 109]:

∀r ∈ Ωi, ϕ(r) = ai + bi x+ ci y + di z + ei xy + fi xz + gi yz + hi x
2 + ii y

2 + ji z
2. (6.2)

The ten coefficients ai, . . . , ji of the interpolation are obtained by imposing ∀j = 1, . . . , Ni, ϕ(r) =

ϕ(rij), with Ni being the number of nodes within the i-th element and where rij denotes the position
of the j-th node belonging to the i-th element. Consequently, to perform a quadratic interpolation,
the elements must contain at least 10 nodes [108, 109]. As a result, an interpolation is used together
with elements of the same order [109]. Furthermore, the higher the order, the greater the number
of coefficients and nodes. Therefore, there are more degrees of freedom to solve, requiring more
computing resources. In practice, a quadratic interpolation is suitable for the vast majority of
problems to solve with the FEM, since it offers a good compromise between calculation time and
solution accuracy, and is therefore used by default in COMSOL [107, 109]. By injecting the expression
of these coefficients that are found by imposing ϕ(r) = ϕ(rij) at each node, the interpolation can be
rewritten as

∀r ∈ Ωi, ϕ(r) =

Ni∑

j=1

ψi,j(r)ϕ(rij), (6.3)

where ψi,j are called the basis (or shape) functions [108], which are quadratic since we assumed a
quadratic interpolation and depend only on the mesh. A basis function ψi,j is equal to 1 at the
corresponding node, and decreases to reach 0 at the adjacent nodes [Fig. 6.2]. We can highlight here
two advantages of the FEM [109]. Since an interpolation function exists in each element, the FEM
produces a solution everywhere in the domain, not only at the nodes. In addition, the derivatives
of the unknown function can be easily calculated using these interpolations.

In the third step, the original PDE [Eq. (6.1)] is turned in each element into an matrix equation
by using the interpolation of the unknown function [Eq. (6.3)]. Then, the assembly of all elemental
matrix equations results in a global matrix equation that represents the entire domain:

Aϕ = b, (6.4)

with A being a matrix acting on an unknown vector ϕ that contains the value of ϕ at each nodes of
the domain, and where the vector b represents the source at each nodes [108, 109]. The matrix A

is constructed according to the PDE, boundary conditions and shape functions. Thus, the obtained
solution satisfies the requirements inside every element and is made continuous across elements [109,
110]. Note that a single global matrix element can be formed for several unknown functions, as for
example the three components of the electric field [109].

Finally, the solution ϕ is found by solving the system of linear equations [Eq. (6.4)]. In practice,
solving this equation consists in inverting the matrix A in order to isolate the vector of unknowns:
ϕ = A−1b [111]. However, this matrix can quickly contain a very large number of elements,
especially with three-dimensional domains [109]. Therefore, inverting this matrix can become very
time-consuming and expensive [111]. Fortunately, efficient numerical methods exist that allow us to
find ϕ without the need of finding A−1 [111]. Among them, two different categories of algorithms
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Figure 6.2: Illustration of two linear basis functions ψi and ψj , related to the nodes i and j respec-
tively, in a two-dimensional domain discretized with triangular elements (easier to represent than
quadratic basis functions in 3D) [107]. Figure taken from Ref. 107.

can be employed [108, 111, 112]. On the one hand, direct methods theoretically yield to an exact
solution and consist in a one large computational step [108, 112]. In COMSOL, they are based on
the LU decomposition method1 [112]. On the other hand, iterative methods start with an initial
guess, then iterates to obtain an approximated solution [111, 112]. They require fewer computing
resources, but depending on the system under consideration, the solver may not converge [112]. Note
that as the solution obtained depends on the mesh used to discretize the domain, it is necessary to
check that the solution has converged with the considered mesh fineness.

6.1.2 Weak formulation

In the FEM, PDEs and boundary conditions are not considered in their original formulation, but
rather in their weak formulation [114]. Let us illustrate this by deriving the weak formulation of the
master equation to solve in electromagnetics: the wave equation for the electric field. In a linear,
macroscopic, and non-magnetic medium with a time harmonic dependency ejωt for the fields2, the
wave equation is given by [30, 115]:

∇×∇×E(r)− k20

(
ε(ω, r)− jσ(ω, r)

ε0ω

)
E(r) = −jωµ0 js(r), (6.5)

where ε is the dielectric constant (a tensor in anisotropic media), where k0 := ω/c, and where
the total current density j has been decomposed into a source current density js and an induced

1The LU decomposition method consist into the factorization of the matrix A, if necessary after permutation of
its rows and/or columns, as the product of a lower triangular matrix L and an upper triangular matrix U [113].
Thus, the system of equations is rewritten as LUϕ = b. Posing Uϕ := y, one gets Ly = b. Firstly, we find the
components of y by elementary substitutions since L11y1 = b1, L21y1 + L22y2 = b2, and so on. Then, ϕ is calculated
in the same way with the equation Uϕ = y.

2For this chapter, we adopt the engineering convention used in COMSOL for time harmonic dependencies. To
avoid any confusion, the letter j is used for the imaginary unit (not to be confused with current density) when this
convention is used.
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6.2. Weak formation of the electric point dipole and quadrupole

conduction current jc (given by Ohm’s law jc = σE with σ the electrical conductivity [30]). This
vectorial equation contains three scalar equations where the electric field E represents the unknown
and where the right-hand side denotes the source term.

The basic idea of the weak formulation is the following: if E is a solution of the PDE, then it is
also a solution of the following integral equations [107, 114, 116]:

∀i = 1, 2, 3,

∫

Ω

[
(∇×∇×E(r))i − k20

(
ε(r)− jσ(r)

ε0ω

)
Ei(r)

]
vi dr3 = −jωµ0

∫

Ω
js,i(r) vi dr3,

(6.6)
obtained by multiplying both sides of the three scalar equations by arbitrary functions vi and by
integrating over the domain of interest Ω. Inversely, if E is a solution of the previous integrals for
a sufficiently large number of different functions vi, then it is likely that it is also a solution of the
original PDE [114, 116]. Concretely, the role of the functions vi is to limit the contribution of the
integrand to a small portion of the domain, thus testing that the solution is good in the selected part
of the domain [114]. For this reason, these functions are the basis functions defined previously and
are called, in this context, test functions [107, 114]. Consequently, by taking different test functions,
each selecting a different part of the domain, the solution obtained at the end is globally a good
solution in each part of the domain [114]. Concretely, this formulation is used when the elemental
matrix equations are formed [108, 109].

In other words, the weak formulation is obtained by requiring the last equation to hold for all
test functions, instead of the PDE for all points in the domain Ω [107]. It is called “weak” because
the PDE is solved globally via an integral over mesh elements, and therefore it does not need to
be well-defined at every single point in the domain like the original PDE [107, 116]. In addition to
finding a solution that verifies existence conditions that are easier to satisfy than those of the initial
problem, another major advantage is that the order of derivatives is reduced by one-order as the
weak formulation involves an integral [114].

In practice, the three scalar equations (6.6) is turned into a single one. Indeed, using a similar
reasoning, if E is a solution of the previous integrals [Eq. (6.6)], then it is also a solution of the
following integral equation:

∫

Ω

[
∇×∇×E(r)− k20

(
ε(r)− jσ(r)

ε0ω

)
E(r)

]
·v dr3 = −jωµ0

∫

Ω
js(r) ·v dr3, (6.7)

where v denotes a vector of test functions. In COMSOL, v is implemented as test(E), highlighting
the role of these test functions [116]. In conclusion, we have gone from solving a vectorial PDE to a
single integral equation, where the solution verifies more relaxed existence conditions [107].

6.2 Weak formation of the electric point dipole and quadrupole

In COMSOL Multiphysics®, the only available point sources are the ED and MD. Consequently,
we need to implement the weak formulation of the source term (right-hand side in the Eq. (6.7)) for
the electric point quadrupole. Before that, let us derive it for the ED. As a reminder, the current
density related to an electric point dipole at the position R, oscillating at the frequency ω with a
time harmonic dependency ejωt, is given by [Eq. (2.16)]:

jED(r) = ḋ δ(r−R), (6.8)
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with d being the electric dipole moment of the source [Eq. (2.17)] and where the point over d denotes
the time derivative. By injecting the current density in the source term [Eq. (6.7)], we find the weak
formulation for the electric point dipole which is implemented in COMSOL [115]:

−jωµ0 ḋ ·
∫

Ω
test (E(r)) δ(r−R) dr3 = −jωµ0 ḋ · test(E(R)), (6.9)

where ḋ = jω d denotes the electric current dipole moment.
Similarly, using the current density associated to an electric point quadrupole at the position R

oscillating at the frequency ω with a time harmonic dependency ejωt [Eq. (2.22)]:

jEQ(r) = −Q̇∇ δ(r−R), (6.10)

with Q being the electric quadrupole moment of the source [Eq. (2.23)], one obtains

jωµ0 Q̇

∫

Ω
∇ δ(r−R) · test (E(r)) dr3 (6.11)

for the weak formulation of the source term for the EQ. To calculate this integral, let us make the
use of the following property [117]:

∫
∇δ(r−R) ·g(r) dr3 = −

∫
∇ ·g(r) δ(r−R) dr3. (6.12)

As a result, one gets

−jωµ0 Q̇
∫

Ω
∇ · test (E(r)) δ(r−R) dr3 = −jωµ0 Q̇∇ · test(E(R)) (6.13a)

= −jωµ0 Q̇ : ∇ test(E(R)), (6.13b)

where Q̇ = jωQ denotes the electric current quadrupole moment.
As a validation step, we checked that the source implemented as a weak point contribution in our

COMSOL models provides the radiation patterns characteristic of electric quadrupoles [Fig. 2.8], and
that the power emitted in vacuum [Eq. (2.25)] is correct. Note that studies including point electric
quadrupole source near a nanostructure converge with difficulty. Indeed, even with an increasingly
fine mesh, the variation on the calculated values of 2EQ spectra is of the order of 5 to 10%3, whereas
it is of the order of 1% for 2ED spectra. This seems to be due to the fact that we simulate a structure
at a distance from the source that is a fraction of the studied wavelength. Also the EQ, unlike the
ED, involves derivatives of the electric field [Eqs. (6.13)], which is more sensitive to small variations.

6.3 Computation of Purcell factors using COMSOL Multiphysics

To calculate the multipolar contributions to the two-photon spontaneous emission (TPSE) spectrum
and their interference, Purcell factors need to be calculated for different orientations of multipolar
point sources and at different frequencies [Eqs. (4.81) and (4.87)]. As a reminder, the Purcell factors
can be calculated by dividing the power emitted by a classical source in a photonic environment by

3These values have been calculated for an electric point quadrupole placed 10 nm under a silver nanodisk and 2
nm under a graphene nanotriangle [Chap. 7].
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the power it emits in vacuum [Eq. (2.34)]:

P :=
W

W0
, (6.14)

where the classical source is described by a multipolar point source, or by a superposition of different
multipolar point sources [Eqs. (4.75)]. In total, there are 6 Purcell factors to calculate the 2ED or
the 2MD transition rate by modeling electric or magnetic point dipoles [Eq. (4.61)], 15 to calculate
the 2EQ transition rate by modeling electric point quadrupoles [Eq. (4.66)], and 15 to calculate
the interference between the 2ED and 2EQ channels by modeling the superposition of electric point
dipoles and quadrupoles [Eq. (4.79)]. These correspond to different source orientations and are
computed over a range of frequencies to obtain spectra. Depending on the symmetry of the studied
system, the number of Purcell factors to calculate can be reduced, as for example for systems having
an azimuthal symmetry [Eqs. (3.65), (3.79), and (3.93)]. Furthermore, when simulating superposition
of multipolar sources at the same position for the calculation of the interference, the power emitted
by the classical sources is chosen in such a way that equation (4.77b) is satisfied, which allows to
account for the branching fraction of the multipolar emission channels. In addition, due to the
expression of the electric dipole and quadrupole moment operators [Eqs. (3.5)], the electric dipole
moments are in phase with the electric quadrupole ones. In contrast, there is a π/2 phase shift
between the electric and magnetic moments since the magnetic dipole moment operator contains a
factor i (or −j) [Eq. (3.5b)]. The expression of the power emitted in free space for the electric point
sources are given by the equations (2.20) and (2.25), while for the MD it is given by [94]:

WMD,0 =
µ0 ω

4

12πc3
∥m∥2 , (6.15)

with m being the magnetic dipole moment.

As already mentioned in Chapter 2, inside a photonic environment, a quantum emitter can
decay either radiatively in the case of emission of photons (energy radiated in the far-field) or non-
radiatively in the case of energy dissipation in the environment, for example in the form of plasmons
or phonons [30]. Moreover, the separate calculation of the radiative and non-radiative channels is
achieved through the decomposition of Purcell factors into a radiative part and a non-radiative part:

P = Pr + Pnr. (6.16)

In the context of the emission of one quantum from an emitter close to a plasmonic nanostructure,
the non-radiative channel is dominated by the excitation of plasmons4. As a result, the two-quanta
spontaneous emission process is mainly given by three distinct emission pathways [Fig. 6.3]: the
emission of a pair of photons (ph-ph), the emission of a photon and the excitation of one plasmon
(ph-pl), and the excitation of two plasmons on the structure (pl-pl) [26]. This decomposition into
three pathways is valid for the 2ED, 2MD, and 2EQ transitions. For example, these three channels

4Depending on the frequency, a material can behave like a metal when the real part of its permittivity is negative
or like a dielectric when it is positive. For a dielectric, the excitation of plasmons is impossible [Sec. 2.6], and in this
case the non-radiative channel is absorption within the material.
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Figure 6.3: From left to right: photon-photon, photon-plasmon, and plasmon-plasmon emission
channels of the TPSE of a quantum emitter placed near a plasmonic nanostructure (a nanodisk for
the example). The first quantum is emitted at the frequency ω while the second one is emitted at
the complementary frequency ωeg − ω.

are calculated as follows for the 2ED transition:

γ
(2)
2ED,ph-ph(ω;R)

γ
(2)
2ED,0(ω)

=
3∑

i,j,a,b=1

D̂eg
ia (ω, ωeg − ω)

(
D̂eg

jb (ω, ωeg − ω)
)∗
FED
ij,r (ω;R)FED

ab,r(ωeg − ω;R),

(6.17a)

γ
(2)
2ED,ph-pl(ω;R)

γ
(2)
2ED,0(ω)

=
3∑

i,j,a,b=1

D̂eg
ia (ω, ωeg − ω)

(
D̂eg

jb (ω, ωeg − ω)
)∗

×
[
FED
ij,r (ω;R)FED

ab,nr(ωeg − ω;R) + FED
ij,nr(ω;R)FED

ab,r(ωeg − ω;R)
]
, (6.17b)

γ
(2)
2ED,pl-pl(ω;R)

γ
(2)
2ED,0(ω)

=
3∑

i,j,a,b=1

D̂eg
ia (ω, ωeg − ω)

(
D̂eg

jb (ω, ωeg − ω)
)∗
FED
ij,nr(ω;R)FED

ab,nr(ωeg − ω;R),

(6.17c)

where we can verify that the sum of these three channels yields to the total 2ED transition rate
[Eq. (4.58a)]. In these equations, FED

r and FED
nr are calculated by using the radiative part and the

non-radiative part of the Purcell factors, respectively [Eq. (4.60)]. Similar equations stand for the
other multipolar contributions to the TPSE.

Concretely, we use the Wave Optics Module of COMSOL [115] in the frequency domain (i.e.,
assuming an harmonic dependency for the fields and sources) to build our models, of which a
schematic illustration is given in Figure 6.4. As a first step, we define a spherical simulation domain
on which perfectly matched layers (PMLs) are defined as an outer layer with a thickness equal to a
quarter of the domain radius. Their role is to mimic an open infinite domain by absorbing all radiated
waves and avoiding parasitic reflections towards the domain [109, 115]. Second, the classical emitter
is positioned at the center of the domain and is modeled by a given orientation of a radiating electric
point dipole, magnetic point dipole, electric point quadrupole, or the superposition of two of these.
Third, the plasmonic nanostructure is placed close to the emitter, whose modeling is addressed in
the next section. Fourth, Purcell factors are determined through the integration of the Poynting
vector, which represents the energy flux density related to the propagation of an electromagnetic
wave [Eqs. (2.27) and (2.28)]. For the radiative part, this integration is carried out on the inner
surface of the PMLs, while for the total part (radiative plus non-radiative parts), it is performed
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PMLs

Plasmonic 

nanostructure

Integration: 

radiative part

Integration: 

total part

Radiating 

point source

Figure 6.4: Schematic representation of the simulation domain. A point source is placed at the
center of the simulation domain and near a plasmonic structure. The simulation domain is a sphere,
where PMLs are defined as an outer layer. An integration on the inner surface of the PMLs is carried
out to calculate the radiative part of the emitted power, while an integration on the surface of a
fictional sphere centered on the emitter is performed to calculate the total emitted power (radiative
plus non-radiative parts).

on the surface of a fictional sphere centered on the emitter. Fifth, the whole simulation domain is
meshed, where the element sizes are chosen to have a convergence in the results. The mesh of one
of our model is illustrated as an example in Figure 6.5. To do so, the PMLs are meshed in order to
contain a fixed number of layers (typically between 6 and 12 [115]). For the rest (the domain inside
the PMLs and the plasmonic structure if it is modeled with a 3D domain), a tetrahedral mesh is
used. In the case where the structure is modeled by a surface, a triangular mesh is used. Sixth,
a sweep over frequencies is implemented to calculate spectra. This sweep ranges from a minimal
frequency ωmin to ωeg − ωmin, with ωeg the transition frequency, and must contains complementary
frequencies to be able to mutliply a Purcell factor at a given frequency with a Purcell factor at
the complementary frequency. In order to have the frequency ωeg/2 in our data, we work with an
odd number of frequencies. Finally, we use the direct solver MUMPS, which is based on the LU
decomposition method and takes the advantage of the multithreaded processors [112]. In all the tests
we carried out during this thesis, it gives the most converged solutions, especially at low frequencies
where other solvers fail. Iterative solvers, although faster and less RAM-intensive, do not always
find a solution for the systems we are studying, and should therefore be avoided. The simulations
are performed on a workstation using an AMD Ryzen Threadripper PRO 5995WX 64-core CPU and
512GB of RAM, thus enabling the computation of Purcell factors in parallel. Typically, calculating
a Purcell factor on 99 frequencies takes between 20 minutes and 5 hours by using 1 to 8 cores, and
uses between 10 and 35 GB of RAM for the systems studied in the next chapter.

In practice, for each studied structure, there is one model (simulation) per Purcell factor to
calculate over a range of frequencies, which corresponds to a given emitter orientation. These
models can be computed in parallel, according to the available computing resources. However, it
is theoretically possible to reduce the number of simulations. Indeed, it is for example possible to
calculate the three Purcell factors PED

ij using the data obtained when calculating the three Purcell
factors PED

i by superposing the fields produced by a dipole along êi and êj in the calculation
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(b)

(a)

Figure 6.5: Screenshots from one of our COMSOL model to illustrate the mesh. (a) The domain
is a sphere whose radius is, for this example, half the transition wavelength λeg = 1.28 µm. PMLs
are made up of 6 layers and meshed using triangular prism elements, while tetrahedral elements are
used for the rest. The structure and the emitter are placed on the center of the domain (small dot
at the extremity of the red arrow). (b) The plasmonic structure, here a two-dimensional triangle
with 23 nm sides and rounded edges, is meshed with triangular elements. The emitter is placed 2
nm above the structure and at the center of the fictional sphere (in blue) having a radius of 1.6 nm
used to calculate the total emitted power.

of the Poynting vector [Eqs. (2.27) and (2.28)]. Thereby, the number of orientations to consider
drops to 3 for the dipoles (dipoles along the three basis vectors) and 5 for the quadrupoles (the
five quadrupoles depicted in Fig. 3.2). Moreover, there are no extra simulations to perform for
calculating the interference because the Purcell factors PED+EQ

iµ can be computed by superposing
the field produced by a dipole along êi and by a quadrupole along êµ, provided that the moments
of these sources have been properly calibrated according to the vacuum TPSE rates [Eq. (4.77b)].
Despite the drastic reduction in the number of simulations to be performed (e.g., from 36 to 8 for
the calculation of the 2ED and 2EQ spectra as well as their interference), we did not take the time
to implement this for the sake of simplicity in data processing and, above all, to devote more time
to producing results.
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6.4 Optical modeling of silver and graphene

In the next chapter, we will consider different plasmonic nanostructures (nanostructures support-
ing localized surface plasmon resonances). For this purpose, silver and graphene will be used as
conductive materials.

On the one hand, silver is modeled with a three-dimensional domain and using the Drude model
[Eq. (2.38)], with the plasma frequency ℏωp = 9.1 eV (ωp = 1.38 × 1016 rad/s) and the collision
frequency ℏγ = 18 meV (γ = 2.73×1013 Hz) [26]. As a reminder, the engineering convention is used
in COMSOL for harmonic dependencies and so the factor i in equation (2.38) must be replaced by
−j. The permittivity of silver is plotted in Figure 6.6.
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Figure 6.6: Plot of the Drude model [Eq. (2.38)] for silver characterized by ωp = 9.1 eV and
ℏγ = 18 meV. Note that in the engineering convention, the imaginary part is negative, but here it
is represented by a positive number (i.e., not using this convention).

On the other hand, graphene is modeled in COMSOL using a transition boundary condition
(TBC)5, with an effective thickness t = 0.335 nm [119]. TBC is designed to model a geometrically
thin structure, which physically represents a discontinuity in the tangential electric field due to
the induced surface current density [118]. Unlike silver where only intraband transitions contribute
to the optical response at the frequencies of interest (below 4 eV) [66], the optical response of
graphene characterized by its two-dimensional surface conductivity [120, 121] results also of interband

5There are three ways of modeling a thin structure: with a surface current density boundary condition, a transition
boundary condition, and a 3D domain. Using a boundary condition avoids the need to mesh a 3D domain with very
thin elements, thus saving computing resources [118].

115



Chapter 6. Computation of Purcell factors

transitions [120, 121]:

σ2D = σintra + σinter, (6.18a)

σintra = − 2je2kBT

πℏ2(ω − jτ−1)
ln
[
2 cosh

(
EF

2kBT

)]
, (6.18b)

σinter =
e2

4ℏ

[
1

2
+

1

π
arctan

(
ℏω − 2EF

2kBT

)
+

j

2π
ln
(

(ℏω + 2EF )
2

(ℏω − 2EF )2 + (2kBT )2

)]
, (6.18c)

where the engineering convention is used. In these equations, e represents the electron charge, kB is
the Boltzmann constant, T = 300 K denotes the temperature, and EF stands for the Fermi energy,
i.e., the doping level of graphene which can tune the graphene optical response. Moreover, the
scattering lifetime of electrons in graphene is given by τ = µEF /ev

2
F , with µ ≈ 104 cm2 V−1s−1

the impurity-limited DC conductivity and vF = 106 m/s the graphene Fermi velocity [122, 123].
Figure 6.7 shows the graphene permittivity6 as a function of its Fermi energy.
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Figure 6.7: Plot of the real and imaginary parts of the graphene permittivity as a function of
its Fermi energy for an effective thickness of 0.335 nm [119] and a frequency ℏω = 0.48 eV (ω =
7.30 × 1014 rad/s, λ = 2.58 µm). Below EF = 0.29 eV, graphene assumes a dielectric behavior
(Re (ε) > 0). The imaginary part of the permittivity increases when the Fermi energy decreases and
approaches half of the photon energy (EF = ℏω/2 = 0.24 eV) due to interband transitions [124].
Note that in the engineering convention, the imaginary part is negative, but here it is represented
by a positive number (i.e., not using this convention).

6.5 Summary

In this chapter, we introduced the finite element method (FEM) used in the commercial software
COMSOL Multiphysics®. This numerical method seeks approximate solutions to partial differential
equations (PDEs) by dividing the domain of interest into a finite number of elements, within which

6The graphene permittivity is calculated using its link with the (3D) conductivity [Eq. (2.37)], where σ = σ2D/t.
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6.5. Summary

the unknown function is represented by simple interpolation functions. A global matrix equation
for the entire domain is then assembled and solved using either iterative or direct solvers. The
FEM has the advantage of using adaptive meshing and producing solutions throughout the domain.
Concretely, a weak formulation of the wave equation for the electric field (i.e., the master equation
to solve [Eq. (6.5)]) is used. This formulation is obtained by multiplying the original PDE by a test
function and integrating over the domain of interest [Eq. (6.6)]. It requires the integral equation
to hold for all test functions rather than the PDE at each point in the domain. Thus, the PDE is
solved globally, and the solution verifies existence conditions thay are easier to satisfy, and the order
of derivatives is reduced by one.

Afterwards, we presented our COMSOL models used to compute Purcell factors (i.e., the envi-
ronment contribution to TPSE rates). We implemented the weak formulation of the electric point
quadrupole [Eqs. (6.13)], as it is not available in the software. In total, there are 6 Purcell fac-
tors to calculate the 2ED or the 2MD transition rate by modeling electric or magnetic point dipoles
[Eq. (4.61)], 15 to calculate the 2EQ transition rate by modeling electric point quadrupoles [Eq. (4.66)],
and 15 to calculate the interference between the 2ED and 2EQ channels by modeling the superpo-
sition of electric point dipoles and quadrupoles [Eq. (4.79)]. These correspond to different source
orientations and are computed over a range of frequencies to obtain spectra. Furthermore, near a
plasmonic nanostructure, the two-quanta spontaneous emission process is given by three emission
pathways, which can be computed through the decomposition of Purcell factors into radiative and
non-radiative parts: the emission of a pair of photons, the emission of a photon and the excitation of
one plasmon, and the excitation of two plasmons on the structure. Finally, we provided the optical
models of silver and graphene, the two materials that we will use in the next chapter to design
plasmonic nanostructures. Silver is modeled using the Drude model, while the response of graphene
is given by interband and intraband contributions, which can be tuned by its Fermi energy.
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Chapter 7
Two-photon spontaneous emission near

plasmonic nanostructures

In this chapter, we use the framework we developed in the previous chapters to calculate two-photon
spontaneous emission spectra of a quantum emitter placed near plasmonic nanostructures (i.e.,
nanostructures supporting localized surface plasmons resonances). To do so, we use the equations
derived for the multipolar contributions to the TPSE rate [Eqs. (4.87)], which involve second-order
multipolar transition moments (the emitter contribution) and Purcell factors for the two emitted
quanta (the environment contribution). For all systems we study, we consider a hydrogen-like
emitter, and more specifically transitions between two spherically symmetric states (s states). The
second-order multipolar transition moments and the vacuum TPSE rates were calculated analytically
for these transitions in Section 5.2 [Eqs. (5.65)] and in Section 5.3, respectively. In addition, we use
the software COMSOL Multiphysics® to compute the Purcell factors [Chap. 6]. Furthermore, as
the plasmonic nanostructures considered in this chapter do not contribute significantly to enhancing
magnetic transitions [59], we do not present the magnetic contribution to the TPSE rate. Moreover,
one-photon and mixed two-photon transitions are not allowed between two s states [Sec. 2.4]. As a
result, it is sufficient in this chapter to calculate the two-electric dipole (2ED) and the two-electric
quadrupole (2EQ) contributions, as well as their interference, to the TPSE spectra [Eq. (4.82)]:

γ
(2)
tot(ω;R) = γ

(2)
2ED(ω;R) + γ

(2)
2EQ(ω;R) + γ

(2)
2ED∩2EQ(ω;R). (7.1)

First of all, we check in Section 7.1 that our numerical computation of Purcell factors allows
to find the results of Muniz et al. [26]. In their study, they calculated the 2ED transition rate
of a hydrogen-like emitter placed on the axis of symmetry of a silver nanodisk with an analytical
calculation of Purcell factors. Here, we also calculate the 2EQ transition rate and we exploit the
flexibility of our method to study the case of an off-axis emitter. The results presented in this
first section, as well as the derivation made in Chapter 4 of the equations based on Purcell factors
for the contribution of the 2ED, 2MD, and 2EQ to the TPSE rate [Eqs. (4.87a)-(4.87c)] and the
analytical calculation of the second-order transition moments [Sec. 5.2], have been published in
Physical Review A [125]. Then, we design in Section 7.2 a system in which the 2EQ transition rate
is of the same order of magnitude as the 2ED transition rate, in order to study the interference
between these two multipolar emission channels. This study, together with the derivation of the
equation for calculating the interference between 2ED and 2EQ transition rates [Eq. (3.99d)] and
with the analytical calculation of the vacuum TPSE rates [Sec. 5.3], has been published in Discover
Nano [126]. Finally, we design in Section 7.3 two nanoantennas that emit the two photons from the
TPSE in different directions, for which a paper is under submission.
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Chapter 7. Two-photon spontaneous emission near plasmonic nanostructures

7.1 Two-photon spontaneous emission near silver nanodisks

As a validation step of the developed framework, we study the two-photon Purcell effect for an s→ s

transition of a hydrogen atom placed 10 nm under a two-dimensional silver nanodisk [Fig. 7.1], with
the same system’s parameters as in Ref. 26. In their study, they used the equation (4.62) to calculate
the 2ED contribution to the TPSE rate with an analytical calculation of Purcell factors [26]. As
equation (4.62) can only be used in a basis that diagonalizes the Green’s function simultaneously for
all studied frequencies, their study is restricted to the specific case where the emitter is placed on
the axis of symmetry of the disk. With our more general framework [Eqs. (4.87)], the Purcell factors
are computed numerically, the 2EQ contribution is also determined, and we use the flexibility of our
method to study the case of an off-axis emitter. In this case, the interference between the 2ED and
2EQ transitions has not been computed because the method had not yet been developed at the time
of this study. However, the calculated non-normalized by vacuum 2EQ transition rate is much lower
than the 2ED transition rate (difference of 6 orders of magnitude), leading to negligible interference
in this system.

Photon-photon

plasmon
𝜔

Photon-plasmon Plasmon-plasmon

photon
𝜔𝑒𝑔- 𝜔

𝐷
2D plasmonic 

silver nanodisk

Shift: 𝐷/4

10 nm

ℏ𝜔𝑒𝑔 = 2.64 eV
Transition 𝑠 → 𝑠

𝑥

𝑦z

5.2 Å

Figure 7.1: From left to right: photon-photon, photon-plasmon, and plasmon-plasmon emission
channels of the TPSE. We study an s→ s transition of a hydrogen-like emitter placed 10 nm below
a 5.2 Å thick silver disk with a diameter D. The emitter is on-axis or shifted by a quantity D/4
in the x direction. The transition frequency is ℏωeg = 2.64 eV, which corresponds to a wavelength
of 470 nm. The first quantum is emitted at the frequency ω while the second one is emitted at the
complementary frequency ωeg − ω.

When the emitter is on-axis, the system has an azimuthal symmetry, reducing the number of
Purcell factors to calculate due to the equivalence between the X and Y directions. Thereby, it is
sufficient to calculate the three components

{
FED
xx , F

ED
zz , FED

xz

}
for the 2ED transition [Eq. (3.65)],

and the six components
{
FEQ
xxxx, F

EQ
xzxz, F

EQ
xyxy, F

EQ
xxxz, F

EQ
xxxy, F

EQ
xzxy

}
for the 2EQ transition [Eq. (3.79)].

The calculation of these nine components requires the calculation of nine Purcell factors [Eqs. (3.65)
and (3.79)]. When the emitter is shifted in the x direction, the system has no longer an azimuthal
symmetry and all components of the tensors FED and FEQ (resp. 6 and 15) need to be computed
[Eqs. (3.63) and (3.77)].

Concerning the COMSOL models [Sec. 6.3], first, the domain radius is equal to the studied
wavelength λ (i.e., λ = 2πc/ω with ω ranging from 0 to ωeg), and PMLs are made up of 10 layers.
Second, the silver nanodisk is modeled with the Drude model [Sec. 6.4] and using a cylinder1 with

1Given the thinness of the disk, we could have modeled it as a surface and applied a transition boundary condition
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7.1. Two-photon spontaneous emission near silver nanodisks
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Figure 7.2: Photon-photon (ph-ph), photon-plasmon (ph-pl), and plasmon-plasmon (pl-pl) emission
channels of the spectral TPSE rate for the 2ED (a - c) and 2EQ (d - f) contributions for the system
sketched in Figure 7.1. The first two columns (a, b, d, e) correspond to a 25 nm diameter disk,
while for the third one (c, f) the diameter is 60 nm. The emitter is placed on the axis of symmetry
of the disk, except for the central column (b, e) where it is shifted in the x direction parallel to
the disk by D/4. The spectra were computed over 199 frequencies for the emitter on-axis and over
99 frequencies for the emitter off-axis. The first quantum is emitted at the frequency ω while the
second one is emitted at the complementary frequency ωeg −ω, leading to symmetric spectra. Some
radiative and non-radiative peaks are identified by cyan and magenta numbers, respectively.

a height t = 0.52 nm and a diameter D = 25 or 60 nm. This height has been chosen in order to
have a correspondence with the results of Y. Muniz et al. [26]. Third, the smallest element has a
characteristic size of 0.25 nm on the disk and on the fictional sphere around the emitter used to
calculate the emitted power, which have a radius of 5 nm. The computation on a single core of
one Purcell factor over 199 frequencies has required 45 minutes and 13 GB of RAM for the 25 nm
diameter disk, and 135 minutes and 30 GB of RAM for the 60 nm diameter one.

Results and discussion

The photon-photon, photon-plasmon, and plasmon-plasmon relaxation channels of the spectral
TPSE rate for the 2ED and 2EQ contributions are plotted in Figure 7.2. First of all, our re-
sults obtained for the 2ED transition where the emitter is placed on-axis [Figs. 7.2(a, c)] correspond
to the results of Y. Muniz et al. [26] with their analytical calculation of Purcell factors, thus val-
idating our numerical computation of Purcell factors. Furthermore, the 2ED and 2EQ transitions
are strongly enhanced by the plasmonic disk. Indeed, with the 25 nm diameter disk [Figs. 7.2(a,
d)] at ω = ωeg/2, i.e., the frequency where both photons have the same energy, the 2ED and 2EQ

or a surface current density, instead as a 3D domain. We have chosen a 3D model in order to be able to study disks
of greater thickness (results not shown), which is not possible with a 2D model.
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Chapter 7. Two-photon spontaneous emission near plasmonic nanostructures

transition rates are enhanced by, respectively, 8 and 15 orders of magnitude for the emission of two
plasmons (dotted red line) and by, respectively, a factor 1.12× 105(±0.4%) and 6.6× 1011(±5%)2

for the emission of two photons (solid blue line). The percentage represents the standard deviation
of the variation of the rate with finer meshes.

The TPSE spectra result from a summation over different components of the tensors FED and
FEQ [Eqs. (4.87)], i.e., a summation over different orientations of the multipolar point sources. In
order to have a better understanding, the dominant components are plotted in Figure 7.3 for the
25 nm diameter disk, for an ED on-axis, an ED off-axis, and an EQ on-axis. Firstly, for the ED
on the axis of symmetry of the disk [Figs. 7.3(a, d)], the component FED

xz is negligible and thus
only the components FED

xx and FED
zz are required to calculate the 2ED transition rate. As a result,

the equation used by Muniz [Eq. (4.62)] which does not involve the component FED
xz (linked to an

off-diagonal component of the Green’s function) is appropriate in the case of an on-axis emitter. In
addition, there is one radiative peak at ω = ωeg/2 (labeled 1) and one non-radiative peak (labeled
6). Therefore, the corresponding 2ED transition spectrum in Figure 7.2(a) have one radiative peak,
and the non-radiative peak is doubled since TPSE spectra are symmetric with respect to ωeg/2.
When the emitter is shifted in the plane parallel to the disk [Figs. 7.3(b, e)], there are now 4 of the
6 components of FED that are non negligible. Among them, the component FED

yy is now different
from FED

xx due to the breaking of azimuthal symmetry, while the component FED
xz is linked to an off-

diagonal component of the Green’s function. Therefore, our equation that involve the off-diagonal
components of ImG [Eq. (4.87a)] is required for an off-axis emitter. Moreover, three additional
non-radiative peaks appear (two of which are labeled 4 and 5). For an EQ placed on the axis of
symmetry [Figs. 7.3(c, f)], there is one radiative peak (labeled 1, the others peaks are too weak to
be considered as radiative peaks) and two non-radiative peaks (labeled 4 and 6). In addition, the
results are noisier than for ED, because the convergence for EQ is harder to achieve. The case of an
EQ off-axis is not presented due to the important number of components to plot (9).

Concerning the comparison of the different spectra of Figure 7.2, the surface charge density of
some modes excited on the disk is plotted in Figure 7.4. We first observe that the 2EQ spectrum
relative to a 25 nm diameter disk [Fig. 7.2(d)] has an additional non-radiative peak compared to
the 2ED one [Fig. 7.2(a)], which corresponds to the quadrupolar mode number 4 in Figure 7.4.
Second, when the emitter is shifted [Figs. 7.2(b, e)], the breaking of the azimuthal symmetry leads
to a greater wealth of excited modes (non-radiative modes number 4 and 5 in Fig. 7.4), but the
central radiative peak is slightly reduced. Note that in the off-axis configuration, the 2ED spectra
[Fig. 7.2(b)] exhibits a peak labeled 4 corresponding to a quadrupolar mode excited on the structure,
which was not possible to excite in the more symmetric on-axis configuration [Fig. 7.2(a)]. Third,
when the diameter of the disk increases [Figs. 7.2(c, f)], the frequency of the peaks changes and new
radiative and non-radiative peaks appear, which correspond to higher order modes (modes number
2, 3, 7, 8, 9 and 10 in Fig. 7.4). Remark for example that the dipolar mode 1 appears multiple times,
such as in Figure 7.2(a, c), but at different frequencies due to the different disk sizes.

2This value is slightly different from the value 7.5×1011 given in our paper [125]. Indeed, there was a post-processing
error in the calculation of 2EQ spectra, but this leads to an almost invisible change in the 2EQ spectra.
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Figure 7.3: Plots of the radiative (a, b, c) and non-radiative parts (d, e, f) of the dominant
components of the tensors FED and FEQ for the 25 nm diameter disk. Subplots (a, d) correspond to
an electric dipole on-axis, and are used to calculate the 2ED spectrum in Fig. 7.2(a). Subplots (b, e)
correspond to an electric dipole off-axis, and are used to calculate the 2ED spectrum in Fig. 7.2(b). A
symlog plot is used for these figures since the component FED

xz can be negative [Eq. (4.60)]. Subplots
(c, f) correspond to an electric quadrupole on-axis, and are used to calculate the 2EQ spectrum in
Fig. 7.2(d). Some radiative and non-radiative peaks are labeled, respectively with cyan and magenta
numbers, and the corresponding modes on the disk are plotted in Figure 7.4.

1 2 3

6 7 8

4 5

9 10

Figure 7.4: Surface charge density on the silver nanodisk relative to some radiative and non-radiative
peaks, which are numbered in Figure 7.2 in cyan and magenta, respectively. These plots were
obtained by the excitation of the modes on the structure with a specific orientation of the emitter,
either a dipole or a quadrupole. For example, the mode 1 can be obtained with a dipole oriented
along the x axis but also with the quadrupole Q̂xz, while the mode 10 can only be obtained with
quadrupoles, with for example Q̂xx and Q̂xy.
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Chapter 7. Two-photon spontaneous emission near plasmonic nanostructures

7.2 Interference between multipolar two-photon transitions near
graphene nanotriangles

We study interference effects between the 2ED and 2EQ emission channels of the TPSE during a
5s→ 3s transition of a hydrogen atom placed 2 nm under a two-dimensional graphene nanotriangle.
This structure is a good candidate to observe a 2EQ transition rate similar to the 2ED one [29],
and thus highlight high interference effects. Indeed, it was shown in Ref. 29 for the one-photon
spontaneous emission that the EQ transition rate can become locally 100 times larger than the
dipolar one for a hydrogen-like emitter placed under the corners of a graphene nanotriangle (for
specific dipole and quadrupole orientations). In addition, the 5s→ 3s transition has been chosen in
order to match the half transition frequency (ℏωeg/2 = 0.48 eV, the frequency of the photons when
they are emitted with the same energy) with the transition frequency used in Ref. 29 (ℏωeg = 0.47

eV).
For this system, all Purcell factors need to be calculated (6 for the 2ED transition, 15 for the

2EQ transition, and 15 for the interference [Sec. 4.7]). Concerning the COMSOL models [Sec. 6.3],
first, the domain radius is equal to half the studied wavelength λ, and PMLs are made up of 12

layers. Second, the graphene nanotriangle is modeled using a transition boundary condition [Sec. 6.4]
applied to a two-dimensional equilateral triangle with rounded corners of 2 nm, an effective thickness
of t = 0.335 nm [119], and a side length C ranging from 10 to 80 nm. Its optical response is described
in Section 6.4 and can be tuned via its Fermi energy EF , i.e., the doping level. Third, the smallest
element has a characteristic size of 0.6 nm on the structure and 0.3 nm on the fictional sphere around
the emitter used to calculate the emitted power, which have a radius of 1.5 nm. The computation
on 4 cores of one Purcell factor over 145 frequencies has required 7.5 hours and 12 GB of RAM for
a 23 nm side length triangle.

To underline the impact of interference effects on the overall TPSE rate, the following metric is
used [62]:

R(ω;R) :=
γ
(2)
2ED∩2EQ(ω;R)

γ
(2)
2ED(ω;R) + γ

(2)
2EQ(ω;R)

, (7.2)

which is comprised between −1 and 1. With this definition, the total TPSE rate [Eq. (7.1)] is
rewritten as

γ
(2)
2ED+2EQ(ω;R) = (1 +R(ω;R))

(
γ
(2)
2ED(ω;R) + γ

(2)
2EQ(ω;R)

)
. (7.3)

Thus, a negative R value corresponds to a destructive interference while a positive one denotes a
constructive interference. Moreover, values of -1 and 1 denote fully destructive and constructive
effects, respectively, while a value of 0 indicates the absence of interference. By analogy with the
interference between two waves3, the maximum absolute value of R is given by

Rmax(ω;R) =
2
√
γ
(2)
2EQ/γ

(2)
2ED

1 + γ
(2)
2EQ/γ

(2)
2ED

. (7.4)

3The intensity of the wave resulting from the interference between two waves oscillating with time harmonic
dependency of frequency ω is given by I = I1 + I2 + 2

√
I1I2 cos∆(ϕ), with I1 and I2 the intensities of the two waves

and ∆ϕ the phase difference between them [94]. In this case, R (the ratio between the interference and the intensities
without interference) is R = 2

√
I1I2 cos∆(ϕ)/(I1 + I2) and the maximum absolute value is Rmax = 2

√
I1I2/(I1 + I2).
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7.2. Interference between multipolar two-photon transitions near graphene nanotriangles

Thus, the closer the ratio γ(2)2EQ/γ
(2)
2ED is to 1, the greater the interference effects in the total TPSE

rate can be, i.e., the larger the absolute values of R can be. For example, ratios of 10−1, 10−2, and
10−3 give Rmax = 57.5%, 19.8%, and 6.3%, respectively, while Rmax = 10% for a ratio equal to
2.5 × 10−3. This shows that even if an emission channel is one, two or three orders of magnitude
smaller than the other, interference effects must be taken into account. Furthermore, a ratio of
2.5 × 10−3 between two multipolar channels indicates a possible threshold for the appearance of
two-photon interference effects.

Note that in the case of 2D plasmonic infinite materials, the ratio can be written as a function of
the confinement factor η: γ(2)2EQ/γ

(2)
2ED = η4 γ

(2)
2EQ,0/γ

(2)
2ED,0 [48], thus a threshold as a function of the

confinement factor can be derived. For example, for the 2s→ 1s and 5s→ 3s transitions [Tab. 5.2],
the confinement factor threshold (corresponding to Rmax = 10% and a ratio of 2.5×10−3) is η = 215

and 340, which are achievable values with graphene nanostructures [48, 127].

Results and discussion

The considered system [Fig. 7.5(a,b)] is defined by three parameters: the Fermi energy of graphene
EF , the triangle side length C, and the position of the emitter with respect to the structure. First,
we show in Figure 7.5(c - h) the 2ED and 2EQ spectral transition rates at ωeg/2 as a function of
EF and C for an emitter placed under a corner of the triangle. Moreover, the surface charge density
is plotted in Figure 7.6 for two set of parameters, showing two different responses of the structure.
Then, these two rates and the metric R are calculated in Figure 7.7 as a function of the emitter
position for a specific value of the parameters EF and C, still at ωeg/2. Finally, spectra of the total
TPSE rate and of R are shown in Figure 7.8 and discussed for two sets of parameters, which are
chosen to show constructive and destructive interferences.

Figure 7.5(c - h) shows the ph-ph and pl-pl emission pathways for the 2ED and 2EQ transition
rates and their ratio as a function of the Fermi energy and of the structure size. For the photon-
photon emission channel (first row), lines are present for the 2ED and 2EQ transitions [Figs. 7.5(c, d)]
for Fermi energies roughly greater than 0.4 eV, which correspond to radiative modes excited on the
structure (see Fig. 7.6(a)). For the plasmon-plasmon emission channel (second row), new lines
appear corresponding to non-radiative modes. Note that in this case, both dipolar and quadrupolar
excitations result in the excitation of the same modes [Figs. 7.5(f, g)], but the rate enhancement is
higher for the 2EQ transition. Indeed, the maximum values for the ph-ph channel are: γ(2)2ED/γ

(2)
2ED,0 =

5.1×108, γ(2)2EQ/γ
(2)
2EQ,0 = 2.0×1019, and γ(2)2EQ/γ

(2)
2ED = 2.9×10−2, while for the pl-pl channel they are:

γ
(2)
2ED/γ

(2)
2ED,0 = 2.9 × 1015, γ(2)2EQ/γ

(2)
2EQ,0 = 1.3 × 1026, and γ

(2)
2EQ/γ

(2)
2ED = 0.24, showing a breakdown

of the dipole approximation in the TPSE process since the 2EQ transition is not negligible. In
contrast to the one-photon spontaneous emission process where the total EQ transition can be two
orders of magnitude higher than the total ED transition for the plasmon channel for transition
moments parallel to the triangle [29], the TPSE process implies a summation over all possible
intermediate states and therefore a summation over the emitter’s orientations, including these that
are less favorable to exhibit a higher ratio between the 2ED and 2EQ channels.

Furthermore, the ratio γ(2)2EQ/γ
(2)
2ED for the pl-pl channel [Fig. 7.5(h)] is the highest in a horizontal

band roughly between EF = 0.29 eV and 0.36 eV, which is independent of the structure size. Indeed
when the Fermi energy decreases, graphene losses increase due to interband transitions [124, Fig. 6.7].
Thus, the plasmons excited on the structure are rapidly absorbed, leading to a localized response
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Figure 7.5: (a, b) Sketch of the ph-ph and pl-pl emission channels of the TPSE process for a 5s→ 3s
transition of a hydrogen-like emitter. Its transition frequency is ℏωeg = 0.967 eV (λeg = 1.28 µm)
and it is placed 2 nm below a 0.335 nm thickness graphene triangle of side length C. (c - h) Ph-
ph (first row) and pl-pl (second row) emission channels of the spectral TPSE rate as a function
of the graphene Fermi energy EF and of the triangle side length C at ω = ωeg/2, for an emitter
placed below a corner of the triangle. The blue dots (EF = 1 eV, C = 23.9 nm) and the green
dots (EF = 0.31 eV, C = 23 nm) correspond to a plasmonic mode and a localized response on the
structure, respectively (see Fig. 7.6). (c, f) Logarithm of the vacuum normalized spectral TPSE rate
for the 2ED transition. (d, g) Logarithm of the vacuum normalized spectral TPSE rate for the 2EQ
transition. (e, h) Logarithm of the ratio between the 2EQ and 2ED transition rates.

(a) (b)

Figure 7.6: Surface charge density on the graphene nanotriangle for an electric dipole oriented along
the red arrow. (a) Plasmonic mode corresponding to the parameter set EF = 1 eV and C = 23.9
nm (blue dots on Figure 7.5(c - h)), with here the emitter under the center. (b) Localized response
corresponding to the parameter set EF = 0.31 eV and C = 23 nm (green dots on Figure 7.5(c - h)),
with the emitter under a corner.

(see Fig. 7.6(b)) independent of the structure size. Note that for Fermi energies below EF = 0.29

eV, graphene assumes a dielectric behavior, rendering plasmon excitation impossible. However, we
keep the notation “pl” to refer to the non-radiative channel.

The previous results were for an emitter below a triangle corner. Now we vary the emitter
position, showing that interferences are indeed strongest at the corners. In Figure 7.7, the ph-ph
and pl-pl 2ED and 2EQ transition rates, their ratio, and the metric R are plotted for the parameters
EF = 0.31 eV and C = 23 nm, corresponding to the green dots on Figure 7.5(c - h) (localized

126



7.2. Interference between multipolar two-photon transitions near graphene nanotriangles

−10

0

10

y
[n

m
]

–
p

h
-p

h

(a)

log
(
γ

(2)
2ED/γ

(2)
2ED,0

)

(b)

log
(
γ

(2)
2EQ/γ

(2)
2EQ,0

)

(c)

log
(
γ

(2)
2EQ/γ

(2)
2ED

)

(d)

R

0 10
x [nm]

−10

0

10

y
[n

m
]

–
p

h
-p

l

(e)

0 10
x [nm]

(f)

0 10
x [nm]

(g)

0 10
x [nm]

(h)

0.0

2.5

5.0

×10−2

4

6

1

2
×10−6

2.5

5.0

7.5

×10−4

10

12

20

22

24

0.1

0.2

0.2

0.4

0.6

Figure 7.7: Ph-ph (first row) and pl-pl (second row) emission channels of the spectral TPSE rate
as a function of the emitter position at ω = ωeg/2. The graphene Fermi energy and the side length
are EF = 0.31 eV and C = 23 nm (green dots on Figure 7.5(c - h)). A step size of 0.4 nm is used
to discretize the space, leading to the computation over 435 positions on one-sixth of the triangle,
since the whole figure can be retrieved using the symmetry of the structure. Note that a bilinear
interpolation is used. (a, e) Logarithm of the vacuum normalized spectral TPSE rate for the 2ED
transition. (b, f) Logarithm of the vacuum normalized spectral TPSE rate for the 2EQ transition.
(c, g) Logarithm of the ratio between the 2EQ and 2ED transition rates. (d, h) Metric R.

response, high ratio for the pl-pl channel). When two quanta of the same type are emitted at the
same frequency, the tensor FED∩EQ appears squared in the interference term given by equation (4.80)
and, consequently, the environmental contribution is always positive. Therefore, as the second-order
transition moments Deg and Qeg involve mostly positive components [Eqs. 5.65], the system will
always show a constructive interference.

For the photon-photon emission channel (first row), the 2ED and 2EQ transition rates present
different patterns [Figs. 7.7(a, b)]. For the 2ED transition, the rate is weaker than in vacuum and
drops away from the structure, while for the 2EQ transition the rate is higher near the borders,
especially near the corners, and decreases more slowly away from the structure to reach the vacuum
value. Indeed, near the borders and particularly near the corners, there is an increased field gradient,
resulting in a greater enhancement of the quadrupole interaction, leading to a higher ratio between
the 2EQ and 2ED transitions. Moreover, the metric R [Fig. 7.7(d)] is non-zero only at the borders of
the structure and the highest values are at the corners. Due to the 6 orders of magnitude difference
between the 2ED and 2EQ transition rates, the R values are low, with a maximum of 3× 10−3.

For the plasmon-plasmon emission channel (second row), the 2ED and 2EQ transition rates are
fairly independent of the position below the structure [Figs. 7.7(e, f)]. Moreover, R [Fig. 7.7(h)] is
always non-zero under the triangle and is higher at the borders, especially near the corners. For
this channel the maximum values are: γ

(2)
2EQ/γ

(2)
2ED = 0.22 and R = 67%. Therefore, the total

transition rate is 2 times higher than the 2ED transition rate, demonstrating a breakdown of the
dipole approximation (the 2EQ transition is not negligible) in the TPSE process where interference
effects play an important role.
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Figure 7.8: Ph-ph and pl-pl emission channels of the spectral TPSE rate. (a - d) The emitter is
placed under a corner of the graphene triangle characterized by the parameters EF = 0.31 eV and
C = 23 nm (green dots on Figure 7.5(c - h)). (e - h) The emitter is positioned below the center
of the structure that is characterized by the parameters EF = 1 eV, C = 23.9 nm (blue dots on
Figure 7.5(c - h)). The spectra were computed over 145 frequencies. (a, e) Vacuum normalized
spectral TPSE rate for the 2ED transition. (b, f) Vacuum normalized spectral TPSE rate for the
2EQ transition. (c, g) Metric R for two emission pathways. (d, h) Plot for the pl-pl channel (d) and
the ph-ph channel (h) of the 2ED and 2EQ transition rates, the direct sum of these two, and the
total transition rate, where the total one includes the interference contribution. The link between
the emission profiles γ and ϕ is given by Eq. (5.43).

The previous results showed the rate of two quanta emitted at the same frequency ω = ωeg/2.
Now we show TPSE spectra where constructive and destructive interferences occur. Figure 7.8 illus-
trates the spectra related to the ph-ph and pl-pl emission pathways of the 2ED and 2EQ transitions,
the metric R as well as the total TPSE rate for one channel (ph-ph or pl-pl). We employ two pa-
rameter sets: 1) EF = 0.31 eV, C = 23 nm (localized response illustrated in Fig. 7.6(b), green dots
on Fig. 7.5(c - h)) with the emitter under a corner; and 2) EF = 1 eV, C = 23.9 nm (plasmonic
mode illustrated in Fig. 7.6(a), blue dots on Fig. 7.5(c - h)) with the emitter under the center of the
structure.

For the first set of parameters (first row), the interferences are always positive [Fig. 7.8(c)],
resulting in an increase in the transition rate. For the pl-pl channel [Fig. 7.8(d)] at ω = ωeg/2,
ϕ
(2)
2ED = 8.4 × 109 s−1, ϕ(2)2EQ = 1.4 × 109 s−1, R = 63%, and ϕ

(2)
tot = 1.6 × 1010 s−1. Thus, the total

transition rate (cyan curve in Fig. 7.8(d)) is 1.9 times higher than the 2ED transition rate (blue
curve in Fig. 7.8(d)). For the second set (second row), destructive interference occurs (but not
at ω = ωeg/2

4) for the ph-ph channel (blue curve in Fig. 7.8(g)). For this channel [Fig. 7.8(h)] at
ω = 0.22×ωeg, ϕ

(2)
2ED = 4.4×10−2 s−1, ϕ(2)2EQ = 6.5×10−4 s−1, R = −21%, and ϕ(2)tot = 3.5×10−2 s−1.

Thus, the total transition rate (cyan curve in Fig. 7.8(g)) is 20% lower than the 2ED transition rate
(blue curve in Fig. 7.8(g)), demonstrating the destructive interference.

4As mentioned earlier, destructive interferences cannot occur at ω = ωeg/2 in the case of an s→ s transition.
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7.3 Nanoantennas design for tailoring directivity of two-photon spon-
taneous emission

As explained in Section 2.2, TPSE is a promising alternative to conventional spontaneous parametric
down conversion to create efficient, flexible and integrated entangled photon sources. In addition, the
design of nanoantennas provides the degrees of freedom to optimize the quantum efficiency, emission
rates, and directivity. In the context of the emission of two photons, we define the quantum efficiency
as the ratio between the two-photon emission rate (indicating far-field emission) and the total two-
quanta emission rate: η(2)(ω;R) := γ

(2)
ph-ph/γ

(2), with γ(2) = γ
(2)
ph-ph + γ

(2)
ph-pl + γ

(2)
pl-pl. Moreover, an

important challenge for two-photon sources remains the design of systems emitting the photons
in separate directions at different frequencies. In this section, we leverage the degrees of freedom
provided by the nanoantenna designs to address this issue.

We propose the two designs sketched in Figure 7.9 to spontaneously emit two photons of different
energy in different directions, with a quantum efficiency greater than 77%. First, we combine a
dipolar and a quadrupolar mode on a single silver nanorod, with the emitter positioned at the
rod extremity, to emit the two photons with different radiation patterns [Fig. 7.9(a)]. Second, we
exploit the dipolar modes on two perpendicular nanorods with tailored sizes, with the emitter at the
corner, to emit in perpendicular directions [Fig. 7.9(b)]. As proof of concept, we consider again the
hydrogen atom as the quantum emitter and we study its two-electric dipole transition [Fig. 7.10]
from the excited state 4s to the final state 2s. This transition has been chosen to have a similar
transition energy (2.55 eV) as for the hydrogen atom near the silver nanodisks (2.64 eV). Due to the
large size of the considered nanostructures compared to the emitter size, it is sufficient to consider
only the electric dipole contribution to the TPSE [53], namely the 2ED transition.

𝑊

𝑊1

Reference

direction

𝑑

𝑑

𝑓2

𝑓1

𝑊2

𝐿2

𝐿1

𝐿

(a)

𝑓1

𝑑

𝑓2

(b)

𝑦

𝑥

Reference

direction

𝑦

𝑥

Figure 7.9: Quantum emitter near silver nanorods. The two nanoantennas are designed to radiate
two photons of frequencies f1 and f2 = 1 − f1 with f1 ̸= f2 in different directions. Green arrows
denote reference directions for the radiation patterns. (a) Emitter positioned on the axis at a distance
d from a rod of length L, width W , and square cross-section. Dipolar and quadrupolar modes are
excited at the frequencies f1 and f2, respectively. (b) Emitter on the axes and at a distance d from
two perpendicular rods of square cross-section. A dipolar mode is excited at f1 (resp. f2) on the rod
of length L1 (L2) and width W1 (W2).

For the one-nanorod system, it is sufficient to calculate the three following components FED
xx ,
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Figure 7.10: Energy representation of a 2ED transition between the 4s and 2s states of a hydrogen
atom. The virtual intermediate states are of type p due to the selection rules [Sec. 2.4]. They are
represented between the excited and ground states, even if their energy is greater than the energy
of the excited state [Sec. 2.3]. Thus, the energy difference between two levels is equal to the energy
of the emitted quanta. The transition energy is ℏωeg = 2.55 eV (wavelength of 486 nm) and the two
photons have complementary frequencies: ωα + ωα′ = ωeg.

FED
yy , and FED

xy due to the azimuthal symmetry of x axis [Eq. (3.65b)], while the six components
[Eq. (3.63)] are required for the two-nanorod system. Concerning the COMSOL models [Sec. 6.3],
first, the domain radius is equal to twice the transition wavelength λeg = 486 nm, and PMLs are
made up of 12 layers. Second, the silver nanorods are modeled with the Drude model [Sec. 6.4].
To avoid unphysically sharp edges, the rods of square cross-section have rounded edges with radius
equal to a quarter of their width W . Third, the smallest element has a characteristic size of 1 nm on
the disk and on the fictional sphere around the emitter used to calculate the emitted power, which
have a radius of 5 nm. The computation on 8 cores of one Purcell factor over 95 frequencies for the
two-nanorod system (sizes given below) has required 5 hours and 22 GB of RAM.

Results and discussion

We design a directional emitter using a single nanorod [Fig. 7.9(a)] that emits a photon at the
frequency f1 via a dipolar mode of the nanorod, and the second photon at the complementary
frequency f2 = 1 − f1 via a quadrupolar mode of the nanorod, with f := ω/ωeg the dimensionless
frequency comprised between 0 and 1. We find that this condition is satisfied at f1 = 0.34 (λ = 1.43

µm) and f2 = 0.66 (λ = 736 nm) for a 412 nm long and 39 nm wide nanorod. The emission
characteristics are presented in Figure 7.11.

The strongest Purcell factor is reached with a dipole oriented along x (the nanorod axis), which is
plotted in Figure 7.11(a). The surface charge density and the 3D radiation pattern (for a dipole along
x) at the frequencies f1 and f2 of the dipolar and quadrupolar modes are illustrated in Figure 7.11(b).
In addition to these two modes, Fxx exhibits a sextupolar mode (not shown) at f = 0.94.

The vacuum normalized spectral TPSE rate is plotted in Figure 7.11(c). Since TPSE involves two
quanta emitted at complementary frequencies, the dipolar and quadrupolar modes in Figure 7.11(a)
both contribute to the main TPSE peaks at the complementary frequencies f1 = 0.34 and f2 = 0.66.
At these frequencies, the term involving the component Fxx in the TPSE rate calculation [Eq. (4.58a)]
dominates, and the others are negligible (contributing less than 0.01%). Moreover, at the main TPSE
peaks, the emission of a pair of photons is enhanced by a factor 5.4×104 with respect to the vacuum
and the quantum efficiency is η(2) = 83%. As there is no resonance at the complementary frequency
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Figure 7.11: Single rod results. (a) Radiative (rad) and non-radiative (n-rad) parts of Fxx = Px.
(b) Surface charge density on the nanorod and radiation pattern for the complementary frequencies
f1 (dipole) and f2 (quadrupole). (c) Ph-ph, ph-pl, and pl-pl emission channels of the vacuum
normalized spectral TPSE rate. The first quantum is emitted at f , with the second one at the
complementary 1− f , leading to symmetric spectra with respect to f = 0.5. (d) Radiation pattern
in the XY plane for a dipole along x, identical in the XZ plane, for the complementary frequencies
f1 and f2 corresponding to the main TPSE peak. The reference direction and the normal vector
are the nanorod axis and the z axis, respectively [Fig. 7.9(a)]. The patterns are calculated using
the squared norm of the far-field electric field and are normalized according to their maxima (if a
photon is emitted at one frequency, the second one is systematically emitted at the complementary
frequency).

f = 0.06 of the sextupolar mode at f = 0.94, the emitter is 143 times more likely to decay into two
photons emitted at the frequencies f1 and f2 than at frequencies f = 0.06 and f = 0.94. Note also
that 65% of the photons are emitted in the full width at half maximum (FWHM) of the main peaks.
The FWHM of a main TPSE peak is equal to ∆f = 2.3%. These values have been calculated by
considering the TPSE spectrum which is not normalized with respect to vacuum (not shown).

Since the one-photon Purcell factor Px is the only non-negligible contribution to the TPSE, the
photon pair results mainly from a decay described by two electric dipole transition moments along
x [Eq. (4.58a) and Fig. 7.10]. Indeed, as the initial and final states of the quantum emitter are
identical, the selection rules require two transition moments with the same orientation. The most
likely is to emit two photons at the frequencies f1 = 0.34 and f2 = 0.66 via a dipolar mode and
a quadrupolar mode [Fig. 7.11(b)], respectively, so the corresponding radiation patterns are drawn
in Figure 7.11(d), with the reference direction being the nanorod axis. Clearly, the two photons
are emitted in different patterns, and thus mainly in distinct directions. Note that positioning
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the emitter at one extremity of the nanorod results in slightly (left-right) asymmetrical radiation
patterns. Quantitatively, we can compute the photon proportion emitted at a given frequency in
a cone with an angular width of 25◦ with axis in the XY plane and forming an angle of ψ with
respect to the x axis, corresponding to the maximum of one of the lobes of a radiation pattern. For
an isotropic source, this proportion is equal to 1.2%. In the nanorod system and compared with an
isotropic source, 3.0 times more photons are emitted at f1 within a cone at ψ = 94◦, while 3.7 times
more photons are emitted at f2 within a cone positioned at 133◦ (red curves in Fig. 7.11(d)).

A disadvantage of the single rod is that it is not possible to choose the complementary frequencies
of the photons emitted. Indeed, these two frequencies must correspond to the excitation of a dipolar
and quadrupolar mode, respectively, which is verified only for one frequency pair. Therefore, we now
consider the double-rod design [Fig. 7.9(b)], which employs excitation of dipolar modes on two rods
of different sizes. This system does not present the restriction mentioned above since we can freely
choose the size of the rods to excite the dipolar modes at complementary frequencies, except that
overlap with higher-order modes (e.g., quadrupolar modes) must be avoided. Thus, we employ the
following parameters: L1 = 289 nm, W1 = 36 nm, L2 = 146 nm, W2 = 21 nm. As a result, there is
radiative enhancement via a dipolar mode at the frequency f1 = 0.42 (λ = 1.16 µm) on the larger
rod, and at the complementary frequency f2 = 1−f1 = 0.58 (λ = 838 nm) on the smaller rod, while
preventing a frequency overlap between the dipolar mode of the smaller rod with the quadrupolar
mode of the larger one.

The strongest Purcell factors are reached with dipoles oriented in the plane of the rods (XY ).
Thus, the components Fxx, Fyy, and Fxy dominate and are shown in Figure 7.12(a-c), while the
others (Fzz, Fxz, and Fyz) are negligible. The peaks at f1 = 0.42 and f = 0.84 correspond to a
dipolar and a quadrupolar mode on the larger rod, while the peak at f2 = 0.58 is a dipolar mode
on the smaller rod. The vacuum normalized spectral TPSE rate is illustrated in Figure 7.12(d).
The dipolar peaks in Figure 7.12(a-c) both contribute to the TPSE peaks at the complementary
frequencies f1 and f2. At these frequencies, the terms involving the components Fxx, Fyy, and Fxy

in the TPSE rate calculation [Eq. (4.58a)] dominate, and the others are negligible (contributing less
than 0.01%). Moreover, at the main TPSE peaks, the emission of a pair of photons is enhanced
by a factor 7.5 × 104 with respect to vacuum, and the quantum efficiency is large: η(2) = 77%. In
addition, the emitter is 120 times more likely to decay into two photons emitted at the frequencies
f1 and f2 than at the frequency f = 0.84 of the quadrupolar mode. Note also that 61% of the
photons are emitted in the full width at half maximum (FWHM) of the main peaks. The FWHM
of a main TPSE peak is equal to ∆f = 2.4%.

Since there is no enhancement with dipoles oriented perpendicular to the XY plane comprising
the system [Fig. 7.9(b)], the photon pair results mainly from a decay described by two electric dipole
transition moments in the XY plane [Fig. 7.10]. Moreover, the most likely is to emit two photons
at the frequencies f1 = 0.42 and f2 = 0.58 via the dipolar mode on each rod. The corresponding
radiation patterns are drawn in Figure 7.12(e,f) for electric dipole transition moments oriented along
x and y, with the reference direction being the x axis [Fig. 7.9(b)]. Thereby, whatever the orientation
(in the XY plane) of the transition moments, the two photons are emitted with asymmetric dipolar
radiation patterns rotated about 90 degrees to each other, thus in perpendicular directions. Using
the same methodology as for the one-rod system for the comparison with an isotropic source, for a
transition moment along x (resp. y), 2.9 (3.0) times more photons are emitted at f1 within a cone
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at ψ = 145◦, while 2.3 (2.4) times more photons are emitted at f2 within a cone positioned at 220◦

(red curves in Fig. 7.12(e,f)).
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Figure 7.12: Double rod results. Radiative (rad) and non-radiative (n-rad) parts of (a) Fxx = Px,
(b) Fyy = Py, and (c) Fxy = Pxy − (Px + Py)/2. (d) Ph-ph, ph-pl, and pl-pl emission channels of
the vacuum normalized spectral TPSE rate (all spectra symmetric around 0.5). (e, f) Radiation
pattern in the XY plane for a dipole along x and y for the complementary frequencies f1 and f2
corresponding to the main TPSE peak. The reference direction and the normal vector are the x and
z axis, respectively [Fig. 7.9(b)]. The patterns are calculated using the squared norm of the far-field
and are normalized according to their maxima.

7.4 Conclusion

As a validation step of the developed framework, we have shown an enhancement of 5 and 11
orders of magnitude for the 2ED and 2EQ transitions for the emission of two photons for an s→ s

transition of a hydrogen-like emitter placed under a plasmonic silver nanodisk. Furthermore, we
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have validated the numerical computation of Purcell factors since we obtain the same results as with
an analytical calculation of them for the calculation of the 2ED transition rate in the case of an
on-axis emitter [26]. We have also demonstrated the flexibility of our framework in the case of an
off-axis emitter.

Then, we have studied the interference between the 2ED and 2EQ channels for a 5s→ 3s transi-
tion of a hydrogen-like emitter placed 2 nm below a plasmonic graphene nanotriangle. Furthermore,
we noted that when two quanta of the same type are emitted at the same frequency, the system is
always in a constructive interference configuration if the second-order transition moments involve
mostly positive components, as is the case for s → s transitions in hydrogen. In addition, interfer-
ence can lead to a modification greater than 10% of the total transition rate when the ratio between
two multipolar pathways is greater than 2.5× 10−3, highlighting a threshold above which one needs
to care about interference effects. Thereby, we have shown a huge enhancement of the 2ED and 2EQ
transitions, of 8 and 19 orders of magnitude for the emission of two photons, and of 15 and 26 orders
of magnitude for the excitation of two plasmons. For the latter channel, the 2EQ rate reaches 24%

of the 2ED rate, showing a breakdown of the electric dipole approximation in the TPSE process.
Moreover, we have found constructive and destructive interference configurations between these two
pathways, with for example an increase of 67% of the total transition rate due to the interference
near the triangle corner, leading to a total transition rate being twice as large as the 2ED transition
rate. Therefore, it is important to consider higher-order multipolar interactions and interference
effects between multipolar two-photon transitions in systems where the field is highly confined.

Finally, we have proposed two subwavelength silver nanorod designs in order to emit the TPSE
photons in distinct directions. Indeed, an important challenge for TPSE sources, which are promis-
ing alternative to conventional SPDC to create efficient and flexible entangled photon sources, is
for systems to exhibit directivity in different directions at different frequencies. The single-rod
mechanism exploits a dipolar and quadrupolar mode, while the double-rod employs dipolar modes
on perpendicular rods of different size. The double-rod design offers greater freedom in choosing
the frequencies. Both structures feature a high quantum efficiency (> 77%) with an enhancement
of more than four orders of magnitude of the TPSE rate. For application, one can optimize the
radiation patterns to place waveguides, detectors, etc. in the maximum emission directions. We
considered a hydrogen-like emitter as a proof of concept, but the findings can be applied to other
quantum emitters.
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Conclusion and outlook

In this thesis, we develop a complete framework to efficiently calculate two-photon spontaneous
(TPSE) emission spectra of a quantum emitter in the vicinity of a nanostructure. On the one hand,
the second-order transition moments, i.e., the emitter contribution, are calculated analytically using
the emitter’s wavefunctions. On the other hand, the influence of the environment is formulated
in terms of Purcell factors of the one-photon spontaneous emission process, enabling its classical
computation by modeling point sources in electromagnetic simulations, giving more flexibility on the
model designs than the geometries accessible analytically. Furthermore, our framework takes into
account the second-order multipolar interactions, which is relevant for plasmonic nanostructures in
which light is highly confined, by deriving equations for the two-electric dipole (2ED), two-magnetic
dipole (2MD), and two-electric quadrupole (2EQ) contributions to the TPSE. We also include the
calculation of the quantum interferences between the multipolar emission pathways, which is carried
out through the calculation of classical interferences between multipolar sources for the two emitted
quanta. Indeed, they can lead to a modification greater than 10% of the total transition rate when
the ratio between two multipolar pathways is greater than 2.5×10−3, highlighting a threshold above
which one needs to take care about interference effects. We focus on the interference between the
2ED and 2EQ transitions, but similar equations can be derived for the other interference terms, and
also for the mixed transitions that we discarded. Moreover, the formulation with Purcell factors
allows the separate calculation of the radiative and non-radiative emission channels, giving access
to the quantum efficiency.

Interestingly, there is a decoupling between the emitter and the photonic nanostructure in the
framework, due to the assumption that there is a weak coupling between them. Also, the framework
is general since it can be applied to an arbitrary emitter near a nanostructure of arbitrary shape.
In the case where the emitter contribution cannot be calculated analytically as we did for the
hydrogen atom, as for example for molecules, it is possible to use state-of-the-art quantum mechanical
methods [106] to calculate the first-order multipolar transition moments involved in the calculation
of the second-order multipolar transition moments [Eqs. (4.18)], by considering a sufficient number of
bound and free states in the summation over the intermediate states. Similarly, on the environment
side, all we need is the geometry and an optical model for the nanostructure to be studied to be
able to calculate the Purcell factors. It is therefore possible to design a tailored emitter and choose
the nanostructure geometry to suit the desired application. However, the framework is limited to
the weak coupling regime and the study of extreme cases of large emitters placed very close to a
nanostructure may require the consideration of interactions beyond the electric quadrupolar order.

It is interesting to note that the equations derived for TPSE are also valid for cascades of
two single-photon transitions. However in the case of a cascade, there is a divergence due to the
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denominators of the second-order transitions moments [Eqs. (4.18)] since the intermediate states are
resonant (i.e., the photon energies are equals to the energy difference of the states involved). One
approximate solution to this problem is to take into account the lifetime of the intermediate states
as a small imaginary contribution to their energy [8], giving rise to an additional term iΓ(1)/2 in
the denominators of the second-order transitions moments [Eqs. (4.18)], with Γ(1) the one-photon
spontaneous emission rate of the emitter in the intermediate resonant state.

Concretely, we study TPSE for a transition between two spherically symmetric states of a
hydrogen-like emitter placed near different plasmonic nanostructures. For this purpose, we use
the software COMSOL Multiphysics® to calculate the Purcell factors. Firstly, we validate our nu-
merical calculation of Purcell factors by showing an enhancement of 5 orders of magnitude of the
2ED transition rate for the emission of two photons from an emitter positioned along the symme-
try axis of a silver nanodisk. In addition, we exploit the flexibility of our framework to study the
case of an off-axis emitter and we calculate an enhancement of 11 orders of magnitude for the 2EQ
transition rate. Secondly, we design a graphene nanotriangle close to which the 2EQ transition rate
is of the same order of magnitude as the 2ED transition rate, thus demonstrating a breakdown of
the electric dipole approximation in the TPSE process. We show a huge enhancement of the 2ED
and 2EQ transitions, of 8 and 19 orders of magnitude for the emission of two photons, and of 15
and 26 orders of magnitude for the excitation of two plasmons. We also calculate for the first time
the interference between two multipolar pathways of the TPSE, where we find both destructive and
constructive interferences between the 2ED and 2EQ transitions, with for example an increase of
67% of the total transition rate near the triangle corner due to the interference. Thirdly, we do a
first step towards the design of two-photon nanoantennas, where photons are emitted at different
frequencies in separate directions. We propose two subwavelength silver nanorod designs, featuring
both a high quantum efficiency (> 77%) and an enhancement of more than 4 orders of magnitude
of the TPSE rate. The first design exploits a dipolar and quadrupolar mode on a single nanorod,
while the second employs dipolar modes on two perpendicular nanorods of different size and offers
greater freedom in choosing the frequencies of the emitted photons.

As a first step, we designed proof-of concept geometries to compute TPSE rates, but there are
interesting paths to explore. In our calculation of TPSE near plasmonic nanostructures, we studied
transitions between two given states, for example the states 4s and 2s for the system with silver
nanorods. However, the emitter in its excited state can decay in other states than the chosen final
state, it can decay via different multipolar transitions (e.g., electric dipole and quadrupole tran-
sitions), and by transitions of different orders (e.g., one-photon transition, cascade of one-photon
transition, and two-photon transition). Therefore, when designing a system (emitter plus environ-
ment) for an application, it is necessary to include the calculation and optimization of the internal
quantum efficiency, defined as the probability that an emitter will decay with the desired transi-
tion and not with the others, e.g., by enhancing the desired TPSE transition while suppressing
single-photon transitions [11].

In this thesis, we considered the simplest quantum emitter, namely the hydrogen atom. A logical
next step is to explore more complex quantum emitters, such as Rydberg atoms, quantum dots,
and molecules. As the contribution of the emitter and of environment are decoupled, studying
another emitter requires only to recalculate the second-order transition moments. This can be
done analytically for Rydberg atoms [11] and quantum dots [128], whereas state-of-the-art quantum
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mechanical methods can be used for molecules [106]. Firstly, the behavior of Rydberg atoms (atoms
excited to a state with a high principal quantum number, typically above 50) is similar to the
hydrogen atom and they exhibit higher dipole and quadrupole moments due to the large orbit,
and thus larger TPSE rates [11]. Moreover, multiple atoms can be used to increase the absorption
probability of the probe beam used to excite the atoms [11]. Secondly, in quantum dots the emission
wavelength is more tunable, by changing the size, shape, or constitutive material [128]. Thirdly, the
multipolar transition moments in molecules can be stronger in a specific direction [60], offering a
greater degree of freedom to optimize the emitter, i.e., to ensure that TPSE dominates OPSE.

Concerning the two designs proposed to emit TPSE photons in different directions, they suffer
from the low directivity of dipoles and quadrupoles. To improve the design, one can consider
for example Yagi-Uda nanoantennas [71] and hybrid metal-dielectric nanostructures [68, 74]. The
latter structures combine the advantages of both materials: a large Purcell factor due to the high
confinement of the electromagnetic energy in the surroundings of the metal as well as a high scattering
directivity with low losses in the dielectric part. In the future, our framework can be used to establish
a figure of merit comparing both quantum efficiency and TPSE rate enhancement for different
photonic structures, as was done before for one-photon spontaneous emission [58]. For example,
gold nanocones lying over a high-index substrate could be a good candidate structure to observe
both high quantum efficiency and enhancement [58, 129].

In conclusion, our framework is a complete and flexible tool to design and optimize TPSE nanoan-
tennas, complementing the rich assortment that exists for one-photon spontaneous emission [67]. The
interaction is considered up to electric quadrupolar order and the exploitation of interference effects
provides an additional degree of freedom in the design. For example, it can be used to tailor entan-
gled two-photon sources, as a more efficient and flexible alternative to the conventional parametric
down-conversion sources.
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Appendix A

Spherical harmonics

Spherical harmonics1 are defined by [100]:

YM
L (θ, φ) :=

√
2L+ 1

4π

(L−M)!

(L+M)!
PM
L (cos θ) eiMφ, (A.1)

with PM
L (cos θ) the associated Legendre functions, L ∈ N and M ∈ Z such that |M | ≤ L. Spherical

harmonics are solutions of the equation

ΛYM
L (θ, φ) + L(L+ 1)YM

L (θ, φ) = 0, (A.2)

where

Λ =
1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

sin2 θ

∂2

∂φ2
, (A.3)

is the angular part of the Laplacian expressed in spherical coordinates. This type of equation appears,
for example, when considering a central potential in the Schrödinger equation [45, 100]. Spherical
harmonics satisfy several properties, including:

1. Complex conjugate (
YM
L (θ, φ)

)∗
= (−1)M Y −M

L (θ, φ) ; (A.4)

2. Parity
YM
L (π − θ, π + φ) = (−1)L YM

L (θ, φ) ; (A.5)

3. Orthonormality ∫

4π

(
YM
L (θ, φ)

)∗
YM ′
L′ (θ, φ) dΩ = δLL′ δMM ′ , (A.6)

where dΩ = sin θ dθ dφ denotes the solid angle element.

1These functions defined on the surface of a sphere are derived from the angular part of harmonic functions, i.e.,
functions satisfying Laplace’s equation, hence their name spherical harmonics [100].
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Spherical harmonics

Y 0
0 = 1√

4π

Y 0
1 (θ) =

√
3
4π cos θ

Y ±1
1 (θ, φ) = ∓

√
3
8π sin θ e±iφ

Y 0
2 (θ) =

√
5

16π (3 cos2 θ − 1)

Y ±1
2 (θ, φ) = ∓

√
15
8π sin θ cos θ e±iφ

Y ±2
2 (θ, φ) =

√
15
32π sin2 θ e±2iφ

Table A.1: Some values of the spherical harmonics YM
L (θ, φ) [100].

Figure A.1: Three-dimensional representation of
(
ReYM

L (θ, φ)
)2 for L = 0, 1, 2 and 0 ≤ M ≤

L. These functions correspond to the angular dependence of the stationary wavefunctions of the
hydrogen atom. For L = 0, the surface described is a sphere. Figure taken from Ref. 100.
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