arXiv:2411.10317v1 [math.AP] 15 Nov 2024

An action approach to nodal and least energy normalized
solutions for nonlinear Schrodinger equations

Colette De Coster!, Simone Dovetta?, Damien Galant'?, Enrico Serra?

! Univ. Polytechnique Hauts-de-France, INSA Hauts-de-France, CERAMATHS - Laboratoire de
Matériaux Céramiques et de Mathématiques, F-59313 Valenciennes, France
2Dipartimento di Scienze Matematiche “G.L. Lagrange”, Politecnico di Torino
Corso Duca degli Abruzzi, 24, 10129 Torino, Italy
3 F.R.S.-FNRS and UMONS - Université de Mons, Mons, Belgium

Abstract

We develop a new approach to the investigation of normalized solutions for nonlinear
Schrodinger equations based on the analysis of the masses of ground states of the corresponding
action functional. Our first result is a complete characterization of the masses of action ground
states, obtained via a Darboux-type property for the derivative of the action ground state level.
We then exploit this result to tackle normalized solutions with a twofold perspective. First, we
prove existence of normalized nodal solutions for every mass in the L?-subcritical regime, and
for a whole interval of masses in the L?-critical and supercritical cases. Then, we show when
least energy normalized solutions/least energy normalized nodal solutions are action ground
states/nodal action ground states.
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1 Introduction

The present paper focuses on normalized solutions of nonlinear Schrédinger (NLS) equations with
homogeneous Dirichlet boundary conditions on bounded domains, namely solutions of the problem

—Au+ Au = [ulP~2u  in Q
u=0 on 0f) (1.1)

||u||%2(9) = M-

Here, 2 C RY is a connected bounded open set, A and u are real parameters, and the nonlinearity

exponent satisfies

p € (2,2%) 2*:ﬂ 2*=0if N=1,2)

i Y N _ 2 Y *

The attribute normalized for a function u solving (L)) comes from the fact that its L?-norm
(usually called the mass) is prescribed a priori. In our setting, this means that the parameter y > 0
is given, whereas A (sometimes called the chemical potential or the frequency) is an unknown of
the problem. As is well known, the problem has a variational structure, since weak solutions of
(L) are critical points of the energy functional E : H}(Q) — R

1 1
E(u,Q) = 5lIVulli2() - P
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on the L?-sphere
M, () = {u € Hy(Q) : |[ullZ2(q) = “}’

A arising then as a Lagrange multiplier.

The study of normalized solutions for NLS equations gathered a constantly growing interest in
the last decades. In particular, among all solutions with fixed mass, a specific attention can be
naturally devoted to least energy normalized solutions, i.e. functions u solving (LI)) and satisfying

E(u,Q) = inf {E(v,Q) : v solves (LI) for some A € R}.

In the seminal papers [9[I3] least energy positive solutions are identified for the problem on the
whole RY in the L%-subcritical p < 2+ + and L2-supercritical p > 2 4+ + regimes, respectively.
When p < 2+ %, these least energy solutions can be found by solving the minimization problem

inf  E(u,RY),
ueM, (RY)

which is attained for every p > 0. Conversely, when p is L?-supercritical this is no longer possible,
as the energy E is unbounded from below on M, (RY) for every y, and different approaches (e.g.
of mountain pass type) are needed. Since [13], normalized solutions on RY have been largely
investigated in various settings (see e.g. [TH3L[6,T4HT7, 24,25, 28] and references therein) and a
comprehensive theory is by now available. On the contrary, on bounded domains the literature
is more limited, to date, and the general portrait is less understood. Given the boundedness of
the domain ), in the L2-subcritical regime p < 2 + % least energy solutions always exist and
they are again the global minimizers of E on the whole set M, (2). The same is true for masses
smaller than a threshold (independent of ) in the L2-critical case p = 2 + %. When p > 2 + %,
instead, even existence of positive solutions (not necessarily least energy) is more involved, because
many crucial properties of the problem on R are no longer available on bounded domains (as e.g.
the invariance under dilations of the ambient space). To the best of our knowledge, a complete
description of the set of normalized positive solutions is available only when 2 is a ball and it
is given in [I8] (similar results have then been obtained also for NLS systems in [19]). As for
general domains, existence results for solutions (not necessarily positive) with fixed Morse index
have been derived when p is L?-supercritical in [21,22], whereas in [20] specific positive solutions
are constructed for large masses when p < 2 4 %, small masses when p > 2 + %, and masses close
to an explicit value when p =2 + %.

The aim of the present paper is to fit in this research line focusing on the following questions:
1) how to find least energy normalized solutions in the L2-supercritical regime?
2) how to find normalized nodal solutions?

As far as we know, to date both questions are essentially open. As for 1), the only available
result we are aware of is the already mentioned one on the ball reported in [I§], that identifies
the normalized solution with minimal energy among positive ones. Even in this special setting,
it is not known whether this is also the least energy solution among all solutions with the same
mass. For domains other than the ball, nothing seems to be known. The situation concerning 2)
is even worse, due to the lack of general existence results for normalized nodal solutions. Actually,
all papers in the literature either restrict their attention to positive solutions, or do not allow to
recover any specific information on the sign of the solutions under exam.

Though at a first sight questions 1) and 2) may appear somehow far from each other, a common
feature that may perhaps explain the lack of results in both directions is the absence of suitable
variational frameworks to tackle them.

This is readily understood when looking for L?-supercritical least energy solutions, for which
we already observed that it is not possible to simply minimize E on the whole manifold M, ()
(as one does in the L2-subcritical regime).



Such a difficulty is all the more severe for normalized nodal solutions, for which a proper
variational framework involving the energy is not available even when p is L2?-subcritical. For
instance, one may be first tempted to consider

inf  E(u,),
wEM ()
ui;‘EO
where 4™ and v~ = min(u,0) are the positive and negative parts of u, but it is evident that
this number is never attained, as it coincides with the infimum of E on the whole M, (Q) (with
no sign constraint). Even a slightly more sophisticated approach considering the two-parameter
minimization problem

inf E(u,Q),
ut EM (), u” EM, ()
p=p1tp2

leads to seemingly insuperable difficulties.

In this paper, we tackle both 1) and 2) using a unified approach: we take advantage of already
available existence results for solutions of the problem

{—Au + Au = [u[P~2u  in Q (1.2)

u=0 on 0f)

for a given A € R, that is (ILT]) without the mass constraint, and we characterize the dependence
on X of the mass of such solutions. Indeed, for a fixed A € R, it is well known that positive (up to a
change of sign) solutions of (2] can be found variationally e.g. by considering (for any p € (2,2*))
the minimization problem

A):= inf J Q
Ja(N) v o) A(u, €2)

for the action functional Jy(-,Q) : H}(Q) — R
Ty = 51Vl + Tl — 3 [l
constrained to the associated Nehari manifold
NMA(Q) = {u € H&(Q) \ {0} : Ji(u,Qu= 0}
= {ue HY@\ {0}« [Vullaq + Mulla) = 6l } -
Similarly, when looking for nodal solutions one can consider the problem

Jaed(\) ;= inf  Jx(u,Q),
500 = it ()

where
NeUQ) = {u e HY(Q) : u= e Na(Q)}
is the nodal Nehari set. Depending on the value of A, existence of solutions of these two problems,
usually called action ground states and modal action ground states respectively, is essentially well
known (see Section 2 below for further details).
The main contribution of the present paper is the following complete characterization of the
masses of all action and nodal action ground states.

Theorem 1.1. Let Q C RY be open and bounded and, for every p € (2,2*), let

M,(Q) := {||u||2L2(Q) s u € NA(Q) and Jx(u, ) = TJa(X) for some X € R} w3
1.3
M;wd(Q) = {||u||%2(9) s u € NPOUQ) and Jy(u, Q) = TH°YUN) for some \ € R}

be the set of masses of all action ground states and nodal action ground states, respectively. Then



(i) if p <2+ %, then My(Q) = M4 (Q) = (0,00);

(ii) if p =2+ ~ then there exist 0 < puiy, u”"d < 0o such that either M, = (0, pp) or M, = (0, pp),
and either M4 = (0, u®%) or M7°% = (0, un°?);

(iii) if p > 2+ +, then there ezist 0 < p,, pned < oo such that My, = (0, pp] and M) = (0, un°4).

Notice that Theorem [T holds for any bounded open subset € in R™, and this high generality
makes its proof far from trivial. Indeed, taking for granted the existence of action ground states
(resp. nodal action ground states) uy at fixed A, one may be tempted to try to characterize the
set M, (resp. M;°?) by studying the map A — |luxl|r2(q). However, in principle such a map is
not even well defined, as ground states need not be unique, and in any case its regularity is by no
means guaranteed. Actually, in other contexts where the dependence on A of the mass of a curve of
solutions uy is relevant, it is common to assume from the very beginning to work with a C* curve
of solutions (as one does e.g. in the standard stability theory for Hamiltonian systems [12/[23/[29]).
For ground states on a general bounded domain, this level of regularity is too strong. Instead,
the proof of Theorem [[LT] does not require any regularity assumption of this sort and exploits a
different perspective. Roughly, we will show that M, (resp. Mg"d) is the range of the derivative
of the action ground state level Jq (resp. of 7 "Od) so that Theorem [[1] can also be seen as a
Darboux-type theorem for Jo and J%°¢ (see Remark ET)).

Let us now discuss the impact of Theorem [[I] on questions 1)-2) above. With respect to 2),
since even the existence of one nodal solution of (L)) at prescribed mass u is in general an open
problem, we have the following result, that is an immediate corollary of Theorem [[.1]

Theorem 1.2. Let Q C RN be open and bounded, and p € (2,2*). Then
(i) if p<2+ %, there exists a nodal solution of (L)) for every u > 0;

(i) if p=2+ N, there exists a nodal solution of (1)) for every u € (0, M"Od), where u;“’d s as
in Theorem [L1l(i1);

(iti) if p> 2+ +, there exists a nodal solution of (L) for every p € (0, ,um’d], where M"Od is as
in Theorem [T ().

Remark 1.3. Clearly, a statement analogous to Theorem can be given for normalized positive
solutions of (II)) too, with u, in place of uZOd. When p < 2+ %, this does not extend the existence
results for positive solutions already available in the literature. On the contrary, it is more relevant
in the L2-supercritical case. Indeed, in this regime, our approach provides a simple technique to
exhibit normalized solutions for a whole interval of masses (0, u,] and, as far as we know, similar
results have been previously obtained only through more technically demanding constructions (see

e.g. [21]).
Since Theorem [[.2 provides regimes of nonlinearities and masses for which the set of normalized

nodal solutions is not empty, it is then natural to wonder whether one can identify the least energy
nodal solutions, i.e. u solving (L)) such that u* # 0 and

E(u,Q) = inf{E(v,Q) : v is a nodal solution of (II]) for some X\ € R}.

Actually, our method allows to answer in the affirmative to this question in the L2-subcritical and
L2-critical regimes. To state this result, let

244/N

;=2 inf L 2 L 14
pv =2 ik §IIVUHL2<RN>+§HUHL2<RN> 2JF4/NII [ p2+a/m vy (1.4)

Theorem 1.4. Let Q C RN be open and bounded, and either



(i) p<2+ % and p>0; or
(ii)) p=2+ + and pn < 2N, where puy is the number in (L4).

Then there exists a least energy normalized nodal solution with mass . Moreover, every least
energy normalized nodal solution w is a nodal action ground state in ./\f/(“’d(ﬂ), where X\ is the
number associated to w in (LI)).

Theorem [[4] says that, in the above regimes, least energy normalized nodal solutions are nodal
action ground states. Observe that, at the critical power p = 2 4 %, we are able to prove this fact
only for masses strictly smaller than the threshold 2y < p°¢, although nodal solutions exist for

P
every g < p°* (Theorem [LT]).

Remark 1.5. Again, the analogue of Theorem [[.4] can be stated and proved for least energy nor-
malized positive solutions. In this case, solutions with minimal energy exist for every mass when
p< 2+ %, and for every mass strictly smaller than py when p =2+ %, and they are also action
ground states in Ny (Q) for suitable A. However, this is already well known, since in this range of
p and p it is easily seen that E admits global minimizers on H ;(Q), and that such minimizers are
also action ground states was recently proved in [I1, Theorem 1.3].

Remark 1.6. Combining our results with those of [18], we obtain a perhaps unexpected consequence.
When Q is a ball, p = 2+ 4/N, and for p € [un,2uy) there exist least energy normalized nodal
solutions with mass p, by Theorem [[L4l By [I8, Theorem 1.5], there are no positive solutions of
mass u. This means that least energy solutions of mass p are nodal.

Theorem [[L4] (and its counterpart for positive solutions) gives no insight in the L?-supercritical
regime. However, it makes perfect sense to wonder whether normalized solutions with minimal
energy are action ground states also when p > 2 + %. At present, we are not able to answer this
question for any general bounded and open set 2 in RY, but we can partially solve the problem at
least for star-shaped domains of RY. The next theorem summarizes our results in this direction,
that provide our main contribution with respect to question 1) above.

nod

Theorem 1.7. Let Q be bounded, open, smooth and star-shaped, p € (2 + %,2*), and fup, fiy,

be as in Theorem[I 1l Then there exists a least energy normalized solution for every p < pp, and
there exists a least energy normalized nodal solution for every u < uZOd. Moreover, there exist
1, < pp and Cp > 0 such that every least energy mnormalized solution u with mass p < 1, is an
action ground state in Nx(Q), where X is the number associated to w in (L)) and satisfies X < Cy.

Analogously, there exist ﬁg"d < u;“’d and Cg"d > 0 such that every least energy normalized nodal

solution v with mass p < ﬁg"d is a nodal action ground state in N7°4(Q), where X' is the number
associated to v in (LI) and satisfies N < Cod.

Note that Theorem [[L7not only shows that, in certain regimes of masses, least energy solutions
are again action ground states, but it also proves that the corresponding frequency A of such ground
states is bounded from above uniformly in A. In fact, in the L2-supercritical regime it is not difficult
to show that action ground states have small masses both when A is close to —A; and when X is
large. Theorem [T suggests that, even though they have the same masses, small frequency ground
states are energetically convenient. This kind of property had been observed before when € is a
ball (see [I8, Theorem 1.7 and Remark 6.4]), and to some extent one can interpret Theorem [[7] as
a first step towards a proof of a result of this sort for general domains.

It is an open problem to understand whether the content of Theorem [[L7] remains true when 2
is not star-shaped. Note that, in the proof of Theorem [[.7] reported in Section Bl below, the star-
shapedness assumption plays a role not only to show that action ground states are least energy
normalized solutions, but also to prove that a least energy normalized solution actually exists.

To conclude, we wish to point out that the argument developed in the present paper is not
limited to NLS equations (1) with a pure power nounlinearity and homogeneous Dirichlet condi-
tions at the boundary. On the contrary, since it can be generalized to other boundary conditions



or nonlinearities, the paper actually provides a new approach to the study of normalized solutions
of NLS equations, that one can try to exploit whenever a suitable Nehari manifold associated to
the problem under exam is available. Moreover, this work can be seen as a further step in the in-
vestigation of the relation between the action and the energy approaches to the search of solutions
of NLS equations, thus extending the first analyses in this direction recently started in [T11[14].

The remainder of the paper is organized as follows. Section 2] recalls some known facts and
proves preliminary existence results for nodal action ground states. Section [ provides a detailed
analysis of the nodal action ground state level j{zwd, whereas Section Ml gives the proof of Theorem
[T on the masses of action ground states. Finally, Section Bl completes the proof of the main
results of the paper, namely Theorems [L2HI.4HT. 7l

Notation. Throughout, we will use shorter notations for norms as ||ul|4, avoiding to write the
domain of integration whenever it is clear by the context.

2 Existence results for nodal action ground states

This section discusses existence and non-existence of nodal action ground states on open bounded
subsets 2 of RY. We recall that, if Q is smooth, existence of such states has been proved in [4]
Theorem 1.1]. Hence, here we limit ourselves to prove some basic estimates that allow us to extend
this already known result to general open and bounded sets (without regularity assumptions).

We start by recalling the picture for action ground states. The following result concerning the
action was proved in [I1, Theorem 1.5, Lemma 2.4 and Remark 2.5]. Here, A\; denotes the first
eigenvalue of —A with homogeneous Dirichlet conditions at the boundary of 2.

Proposition 2.1. For every p € (2,2*), the following properties hold.
(i) For every A < —\1, Ja(A) =0 and action ground states in N\(2) do not exist.
(ii) For every X > —\1, Ja(A) > 0 and action ground states in Nx(S2) exist.

(iii) The function Jqo : R — R is locally Lipschitz continuous and strictly increasing on [—A1, +00).
(iv) Letting Qp(X) = {[|ull3 : u € NA(Q) and Jx(u, Q) = Ja(N)}, there results

= %ianp(/\) < %supr(/\) — lim TJa(A+¢) — Jsz(A)’

e—0— g

lim JaoA+¢e)—Ta(N)

e—0t £

Moreover, for every A outside an at most countable set, all action ground states have the
same mass (i.e., Qp(X\) is a singleton).

Remark 2.2. It is well known that the threshold —\; appearing in the preceding result is also
a threshold for the existence of constant sign solutions. Precisely, if A < —\; then (2) has no
nonzero solutions u with « > 0. It is also well known that if A > —A; and w is a nonzero solution
with v > 0, then u > 0 in .

We now establish a similar picture for nodal action ground states. In this setting, a major
role is played by the second eigenvalue Ay of —A with homogeneous Dirichlet conditions at the
boundary. Requiring only A > —\s poses some problems that one does not encounter in the study
of signed ground states. For instance, the inequality ||Vu||3 + Al|ul|3 > 0 does not hold for every u
and checking it for a given u requires some care. Also, we will have to estimate the norms of the
positive and negative parts of functions separately, something that is not directly readable from
the functional Jy. For these reasons we proceed with single statements instead of collecting them
all together as in Proposition 211



We recall that, given A € R and u € H}(Q) such that ||Vu|3 + A||ul|3 > 0, defining

Vull2 4+ \|ul|? 72
o o= (LT AIE 7

lells

we have ny(u)u € Ny(2). We also recall that if u € N (£2), then

I, 9) = wlully = £ (I1Vull3 + Mul3), , (2.1)

=
|~

K=

a fact we will tacitly use in the proofs.

Remark 2.3. The fact that nodal action ground states in A f"d(Q), when they exist, are solutions
of problem (L2)) is well known (see e.g. [B, Proposition 3.1]).

The next proposition is the nodal analogue of Proposition 2.11(4).

Proposition 2.4. For every p € (2,2*) and every A < —Ag, j{zwd()\) = 0 and nodal action ground
states in N7°4(Q) do not exist.

Proof. Fix any A < —\y and let ¢y € H}(Q2) be an eigenfunction corresponding to Az = A2(9).
Denoting by QF := supp(¢5) and Q= := supp(y, ), there results, as is well known, A\2(Q) =
A1(QF) = M (Q7). Then, by assumption, A < —A;(Q27) = —X\(Q7). By Proposition 2II(i) we
deduce that
nod . + . -
A< inf J\(v, Q7))+  inf  Jy(v,Q27) =0.
jﬂ ( )_UENA(Q+) A( ) vENA(27) A( )

Since JH°4()) is always nonnegative by (2], we see that J3°?(\) = 0. Furthermore, again by
@1, if u were a nodal ground state in N7°¢(Q2), we would have ||ul|, = 0, which is impossible as

0 & N1od (). O

In the following, let
[Vulla

weH @\0} fullp

Clp) ==
Proposition 2.5. For every p € (2,2*), there exist positive constants C1,Cy such that for every

A > *AQ;

THedN) < C1(A + M) (2.2)
A+ /\2> v
2

Jaed(\) > Cy min <1, (2.3)

Proof. To prove ([Z.2), notice that when A > — Xy, if py € H{ () is an eigenfunction associated to
X, then [ Vig3 3+ M 93 (13 = (A+ Xo)[[9F 3 > 0, s0 that nx (5 ) is well defined and n(p3)ed +
nx(py )py € N4 (Q). Hence,

TE0NN) < Ia(nale3)es + naley )es - Q) = wna(e3)Plles 12 + knales )P lles |15

FIN 722 _ Sz, )
= k(A + X)72 (”‘pib) n (|<P2|2) Oy (0t M)
13 [l e [l

which is Z2). To prove [23) we use an argument taken from [7]. Given u € NJ°4(Q), we
notice that, plainly, there exists s € (0,1) such that us := sut 4 (1 — s)u™ is L?-orthogonal
to the eigenspace Fj associated with A;. Since ny(us) is well defined, we see that the function



v := nx(us)us belongs to Ny (Q) N E, and we write it as v = au® + Bu~ for some a, 3 > 0. Then,
as uT and u~ belong to N,(Q),

Ir(v,Q) = J,\(au+,Q) + L(Bu™,Q) < J)\(u+,Q) + In(u™,Q) = Ja(u,Q), (2.4)

since, by definition of Nehari manifold, Jy(tu®, Q) < Jy(u*,Q) for every t > 0. Now, if A > 0,
obviously
IVoll3 < [IVo]l3 + Allv]l3,

while, if A € (—Aq,0),

A+ A
A2

A
IVollz = [IVol3 + A—QIIVUIB < [IVol3 + Allvll3

because v € Ei-. From the two preceding inequalities we obtain

. A+ A2 _
min (1, ) Vol < [[Voll3 + Aoll3 = llvllh < Clp) PVl

A2
so that A+ 1
I96ll2 > C(p) 7% min (1, 5522) 7.
2
Thus
A )\ 2p A A p%
JA(v,Q):n(HVvH%nL)\Hng)zfﬂnin(l, + 2)|\Vv|\§2n0(p)ﬁmin(1, i 2) ’
2 2

which proves 23) (with Cy = nC(p)%) using (Z4) and taking the infimum over u € N04((Q).
O

Remark 2.6. For future reference, we notice that an estimate similar to (2.3]) holds for Jq: there
exists C' > 0 such that for every A > —\q,

Ja(\) > C'min (1, )‘+)‘1) .
1

To check this, it is enough to notice that, for every u € Ny (Q) with X € (—)1,0),

A+ A
AL

A
IVull3 = [Vull + A—1IIVUH§ < [IVull3 + Aull3

and proceed exactly as in the proof of Proposition

The following “a priori” type result will be used in the proof of existence of nodal action ground
states on arbitrary domains and will also provide a useful tool for the next sections.

Proposition 2.7. Let (Q,)n>1 be a sequence of connected open sets such that 0, C Qpyq for alln
and Q= J,,>1 Qn. Let (an)n>1 € (—A2,4+00) be a sequence converging to A € (— A2, +00), where
Ao = X2(R) is the second Dirichlet eigenvalue of —A on Q.
Suppose that, for every n, u, € H}(Q) is a nodal action ground state in N'°4(Q,), extended
by 0 on Q\ Q. Then, up to subsequences, (uy), converges in H(2) to a function u, which is a
nodal action ground state in N7°4(Q) and
lim J5%%(an) = J5%A) = Ja(u, Q). (2.5)

n—o0



Proof. Let ¢ € Hi(Q1) be an eigenfunction corresponding to Aa(21) > A2(Q), extended by 0 to
Q. Since for every n > 1

IV 13 + anlloz 113 = (a2 (Q1) + an) 93 113 > (A2(Q1) = A2(2) 03 (13 > 0,
we see that the numbers n,, (p3) are well defined. Therefore

Ja, (Un, Q) = veN}ﬁIgg(Qn) Ja, (0, Q) < Ja, (nan (W;)‘P;— + Na, (‘P2_)<P2_7 Qn)

P + % . %

— w(Aa() + ) 72 (||902+||2) n (||<P2||2) ’
Iz llp ez Il
from which we deduce (the sequence a,, being convergent) that J,,, (un, ) is bounded. By (21I),
this implies that u, is bounded in LP(€)) and hence in L?(€)), because €2 is bounded. Again by
@21), we obtain that u, is bounded in H}(Q). Therefore, up to subsequences, (u,), converges
weakly in H}(Q) and strongly in LP(Q) to u € H} (). Noticing that, if u, € N7°%(Q,), then we
also have u,, € N7°%((2), [Z3) shows that

Ii”’u,”g = IihTIln ||un||§ = h}zn T, (U, Q) > liH}linf j{lwd(ozn)

At Ag) 72 A+ g\ 72
> (5 liminf min | 1, on t+ A2 = Comin | 1, + Az >0
n )\2 )\2

because a, — A > —\a. Therefore u # 0.
Given any ¢ € C°(Q), we have supp(p) C Q, for all n large enough, and since by Remark 23]
Uy, is a solution of ([2) in ,, with multiplier o,

/Vun-waLan/unso:/ [t [P~ 2upp
Q Q Q

for all n large enough. Letting n — oo, we see that u solves problem ([2)) with A = lim,, .
Next we show that u is nodal. Assume by contradiction that, say, u > 0. Then, by Remark 2.2]
A > =)\ Since, as above, uy € Na, (22), by Proposition 22Tl we see that

Kl|u™[|h = nlirrln u, 15 = h}zn Ja, (U, , ) > limninf Jalan) = TJa(A) >0,

i.e. a contradiction. Hence, u € N7°%(Q).
It remains to prove that u is a nodal action ground state and that (23] holds. First notice
that, by the already proved convergences of u,, and o, — A,

lim T (o) = i Jo, (1, 20) = lim sllun |} = wully = Ja(u, ) > FEN), (26)

because u, € N°4(Q,) and u € N°%(€).

We now establish the reversed inequality. To this aim, given any € > 0, it is easily seen, by
density, that there exists a function v € N°4(Q)NC°(Q) such that Jy (v, Q) < J5°4(\) +¢. Since
v has compact support in €2, actually v € N7°4(€Q,,) for every n large enough. Now, as n — oo,

v 113
lo* 115

_ VoI + om|lv* 13
[l

N, (VT)P72 =14 (an —N) =1+ o(1),

and the same for n,, (v™). In particular, ne, (V7)o" + nge, (V7 )v™ € Ny, (£2,) and

T& N an) < Ja, (na, (00T 406, (07)07, Q) = Kna, (0P |0F[D + wng, (07) 07|15

< (I +o)slv|h = (1 +0(1))Jx(v,Q2) < (1+0(1)) (T&4N) +¢),



from which we obtain
lim J5%% (an) < TG5O A) + e

Recalling that e is arbitrary and coupling with (Z.6]), we see that u is a nodal action ground state
and (Z3)) holds. This also shows that the convergence of u,, to u is strong in H}(Q) and completes
the proof. O

We can now prove that nodal action ground states exist on arbitrary bounded open sets ()
when A > =Xy (Q).

Proposition 2.8. For every p € (2,2*) and every A > — X2, nodal action ground states in N7°%(Q)
exst.

Proof. A proof that nodal action ground states exist when A\ > —\; can be found in [8,27]. This
result was extended in [4, Theorem 1.1] to cover all A > — X2, assuming ) is smooth (regularity is
used to turn N7°4(Q) into a manifold, see [4, Lemma 3.2]). Here we slightly extend [4, Theorem
1.1] to arbitrary domains.

Using [10, Proposition 8.2.1], there exists a sequence of connected and bounded open sets ,
with smooth boundary such that Q, C Q.1 for all n and Q = [J,~; Qn. Let A > —X2(Q).
By inclusion, A2(Q,) > A2(Q) for all n > 1, so that A > —X2(Q,). By [4, Theorem 1.1], there
exists a nodal action ground state u, € N7°¢(Q,). Applying Proposition 7, the sequence (u, ),
converges, up to subsequences, to a nodal action ground state in N, }\’Od(Q). O

3 The level of nodal action ground states

In this section we collect some properties of the nodal action ground state level that will be used
later on. We begin by a lower bound on the LP norm of positive and negative parts of nodal action
ground states.

Lemma 3.1. For every a > —\y there exists co > 0 such that, for all A\ > « and all u € N3°U(Q)
such that Jy(u, Q) = JH°4(N), there results

lu*lp > ca (3.1)

Proof. We argue by contradiction. Assume then that there exist sequences (Ap,), and (uy), such
that, for every n, A\, > « and u, € N, }f:d(Q) is a nodal action ground state such that, for instance,

lullp — 0 (3.2)

as n — oo. Observe that this implies that Jq(A,) — 0 as n — oo, so that limsup,, A, < —A; by
Proposition [Z1]1 Hence, (\,), is bounded and, up to subsequences, we may assume that A, — a
for some a > «. In particular, a > —M\;. Then, Proposition [2.7] implies that, up to subsequences
again, (u,), converges in H'(f2) to some nodal ground state u in N"°¢(Q). In particular, u™ # 0.
Since (u;}), converges strongly in LP(Q) to u™, this contradicts (3.2)). O

We can now provide an analogue of Proposition 2] in the nodal setting.
Proposition 3.2. For every p € (2,2*),
1) the function j{lwd : R — R is locally Lipschitz continuous and strictly increasing on [—Aa, +00);
i) for every A > —MXa, let
Q) = {lull3 | w € N (9Q) and J(u, 2) = TGO }.

Then

10



nod _ gnod
Jim sup TG A +e) = TG (N)

e—0t €

1 1 nod _ nod
< B inf Q;lod()\) < 3 sup Q;zod()\) < liminf THe4 (A +¢) o ()\)

e—=0— 9

(3.3)
Furthermore, for almost every X, all nodal action ground states have the same mass (i.e. Q;wd(/\)
is a singleton).

Proof. To establish ), note first that the continuity of J7°? follows directly by Proposition 2.7]
taking Q,, = Q for every n.

Since J#°% = 0 on (—00, —A2] by Proposition[Z4] to obtain the desired monotonicity of J5°¢ we
only have to prove that J5°¢ is strictly increasing for A > —Xa. To check this, it is enough to show
that every A > —\s has a neighborhood where [J&°? is strictly increasing. To this aim, let A > — o
be arbitrarily fixed. We claim that there exists § > 0 such that, for every o, 5 € (A— 6, A+ ) with
a < B, if ug € Njo¥(Q) satisfies Jz(ug, Q) = J5°%(8), then ||Vu§||% + a||u§||§ > 0. Indeed, since

Q) is bounded and p > 2, |Jull2 < C|ul|, for every u € H (), with C = |Q|p2;zj2 Hence,

+ + + +
IVuz 1z + allug I3 = IVuzll3 + Blluz b + (@ = Blluzllz = lug b + (o - B)luz3
+
> [luz |5 + C*(a = B)uz 5 > 0

if 8 — « (namely 0) is small enough (note that, by Lemma B1] ||u?§|| p» are uniformly bounded away
from zero if 5 is bounded away from —A2). This shows that na(ug) is well defined. So, letting
a, 3 and ug be as above and noticing that n, (ug[) < 1, we have

T&0) < Ja (nauf)uh + na(ug)uy, @) = 5 (na(wf) b5+ nalu; Il |5)
< kllugllh = Js(ug, Q) = F54B), (3.4)

which shows that j{zwd is strictly increasing around every A > —A\o.

To complete the proof of i), it remains to show that j{lwd is locally Lipschitz continuous. To
this end, we first prove [3.3). For the first inequality, let A > —Xy and let u € N7°4(2) be any
function such that Jy(u,Q) = J5°Y(\) (at least one such nodal action ground state exists by

Proposition [28). For every ¢ > 0, we have, as in (3.4),
TGN+ ) = TN < Inge(nage(uh)u +nape(u)u™, Q) = Ji(u, Q)
= [ (e () = ) 15+ (naee (w)? = 1) lu” 3]

Since, as € — 07,
ep [lu*l3

p—2u*p

nAJrs(ui)p =1+

+ o(e),

we have

ep [[ut3 ep u”ll3 -
JIod(\ 4+ ) — Frod( ) SH( +o(e) ) J[ut|P + & +o(e) | [lu™]?

€
— Sl + o(e).
Therefore, for all u € N7°4(Q),

nod _ 7nod
lim sup *7Q ()\ + E) Q ()\)

e—0+t €

1
< 2l
proving the first part of ([B.3]).
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The argument for the last inequality in (B3) is the same, after noticing that nyy.(u) > 0 for
every negative € small enough.

We can now prove that J5°¢ is locally Lipschitz continuous on [—Ma, +00) (the claim is trivial
on (—o0, —Az]). Note first that, by the first inequality in ([B3), the fact that [July < Cllullb =
2pC JH°4(N)/(p — 2) if u is a nodal action ground state in N7°4(Q2) and the continuity of J&°¢, for

every compact interval K C [—Aq2, +00) there exists a constant L > 0 such that

nod _ gnod
sup lim sup Ja" A +e) 3" < g (3.5)

AEK e—0t €

Then, given a € K, consider the function f(3) := J2°%(3) — JH°%(a) — L(3 — a), defined for every
B € K such that 8 > «. Assume by contradiction that there exists 5 such that f(8) > 0. Since,
by definition of f and L, f(s) is strictly smaller than f(a) = 0 for every s in a right neighborhood
of a, then f would have a minimum point § in the interior of K. But this is impossible, since at

nod (R nod
B it should be limsup 22 +€) = J§*(F)
e—0t €
on K, that is J#°¢ is L-Lipschitz continuous on K. This completes the proof of 7).
Finally, since J5°¢ is locally Lipschitz continuous, it is in particular differentiable for almost
every A > —Xo. If jg’lwd is differentiable at some A, all inequalities in (B3] are equalities, and
Q;j"d()\) is a singleton, concluding the proof of 7). O

> L, contradicting ([3]). Hence, f is non-positive

We now turn to the asymptotic behavior of JF°%(\).

Proposition 3.3. Let uy be the number defined in (LAl). Then

nod +0oo pr€(2’2+%)’
O Jaed e
lim —=——==qun ifp=2+ %, (3.6)
A—+oo A ) 4
0 ifpe (24 %,2%).

Proof. Tt is just a slight variant of [I1, Lemma 2.4], where the analogous properties are proved for
Ja. We will therefore be rather sketchy here. For every u > 0, set

= inf  E(u, ().
Ea(p) e o (u, )

In [T, Proposition 2.3}, it has been shown that for every p € (2,2*), every A € R and every p > 0,

Ja(A) = Ea(2n) + A

(be careful that in [11] the manifold M, () is defined as the set of functions in Hg(£2) whose
L? norm is equal to 2, whereas here functions in M, () have L? norm equal to ). If u is any
element in N7°4(2), then u® € N,(Q2) and, by the previous inequality,

J,\(U,Q) = J)\(u+,Q) + J,\(u_,Q) > 2._79()\) > 2(59(2;1) + ).

Taking the infimum over u € NJ°4(€2) we conclude that for every p € (2,2*), every A € R and
every pu > 0,

THNN) = 2 (Ea(2p) + M) - (3.7)
We now distinguish cases according to the value of p.

Case 1: p € (2,24 4/N). It is well known that in this case £q(2u) is finite for every pu > 0.
Therefore, by 3.1,
nod A 2 2 )\
lim inf ‘797() > lim inf M = 2.
A—+o00 A A—+00 A

12



Since p is arbitrary, the conclusion follows.

Case 2: p =24 4/N. By [11l Lemma 2.1], Eq(un) = 0, so that again by @B.7), for every A > 0,
we have

Ta ) 2 2 (EGun) + AT ) =

yielding J5°4(X)/A > un. Conversely, in [IT, Lemma 2.4] it is shown that, for sufficiently large A,
there exists a function vy € N, (Q2) compactly supported in a small ball B contained in £ and such
that ||va]|3 = un and E(vy, B)/A = o(1) as A — +o00. Let wy be a translation of vy supported in
another ball contained in Q but disjoint from B. Clearly, vy — wy € N7°4(Q), [Jvy — wa|13 = 2un
and E(vy —wy,Q2)/A =o0(1) as A\ = +o00. Hence,

nod A J _ [9)
lim sup Jq*"(\) < lim sup Sa(ox —wi, Q) — im
A—+o0 A—+o0 A A—+o0

E(’U,\ — ’LU,\,Q) + )\[LN
Y = UN,

and Case 2 is proved.

Case 3: p € (24+4/N,2*). Again as in [II, Lemma 2.4], for large A\ we can construct a function
vx € Nx(Q) supported in a small ball B C Q and such that J(vx,Q)/XA — 0 as A — +oo (thanks
top > 2+4/N). It suffices now to define wy as in Case 2 to see that vy —wy € N7°4(Q) and

nod _ O 0
lim sup Jg” (N < lim Do —wy, Q) —9 lim D2, Q) —0.
A——4o00 A A—+o00 A A—>+o00 A
Since (for A > 0), J5°4(\)/A > 0 by ([23), the proof is complete. O

4 Proof of Theorem [1.1]

The purpose of this section is to prove the characterization of the masses of all action ground states
and nodal action ground states as stated in Theorem [[11
To this end, recall the definition of the sets M, (), M}"**(Q) given in (L3), and note that

My = J @,  Mphe) = |J @',
AER A€ER

where Q, (M), Q;wd()\) are the sets in Proposition 2.1l and in Proposition B.2] respectively. Further-
more, for every p € (2,2*), we denote

11y :=2sup {TH(\) | Jo is differentiable at A}, (4.1)
piod =2 sup {(J5°Y) () | Fhod is differentiable at A}, (4.2)

and we recall that uy is the number defined in (4.

Remark 4.1. We will see that although Jq (respectively J#°¢) may fail to be differentiable on a
set of measure zero, every value p € (0, 211, (resp. (0, %M;}Od)) is achieved by J (resp. (J&°?)").
This is the Darboux-type property we mentioned in the Introduction.

nod

The rest of this section is devoted to show that p,,, pu,;° above provide the desired thresholds
of Theorem [[.T] and that they are equal to +o0co0 when p < 2+ % and finite when p > 2+ %. Since
the argument is exactly the same both for action ground states and for nodal action ground states,
here we report it in details only for the nodal case. The argument is divided in the following series
of lemmas.

13



Lemma 4.2. For every p € (2,2%), let
nod A _ 7gnod A
g(A) := liminf Ja" A +e) = Jg" (N and  G:=2supg(N). (4.3)
e—0— e AER
Then the following holds.
1) if pe (0,9), then p € My (Q);

2) if p >, then p & M (Q).
Proof. Note first that, by Proposition 2.8 and Proposition 3.2} g > 0. We fix any u € (0,9) and
we take A such that p < 2g(A\) < g. Note that if § is not attained, then X exists by definition; if §
is attained, we take A such that 2g(\) = g. Since u < 2g()), there exists § > 0 such that for every

€ (~4,0),
S Ta O+ e) — T8 ()

: > S+ 2000,

or

_ _ £ —
TN+ €) < JH4N) + 70+ 29(0)). (4.4)
Define now the function f, : [z, \] = R as

(zel l'l/
Fu) = T30 — B

Since f, is continuous, it has a global minimum point e [~ A2, A]. Notice that hy # — )2 because,
by @2), f.(A) < fu(=A2) in aright neighborhood of —\s. Similarly, A # X because for € € (—4,0),
by @.4),

Fu) < fuhte) = TG (A +e) -
29(\) —

M~ no € Y BY €
At <TG N+ J(nt29(0) = SA = o
) — <
4 < fu(N).
Therefore A € (—Az, A) and fu()‘ +e)— fu()‘ ) > 0 for every |e| small enough. Now, if £ < 0,
TG4 e) = 3w T ) — k2 — a2 — TR + pd/2
2

3

= fu(x) +e

whence

nod (Y _ gnod(Y
2 lim sup TG A +e) = TG (N)
e—=0— €
The same computation, for € > 0 leads to
jnod(}\ + 5) jnod( )
€

21lim inf
e—0t

E
These inequalities, coupled with (3.3) show that J7°? is differentiable at X and that (Jé“’d)’(X) = l.
Thus, every nodal action ground state in ./\/}wd(Q) has mass y, and p € M°%(Q). This proves 1).

To prove the second statement, just notice that if u > g is the mass of a nodal action ground
state u in some N7°%(Q), then by (3.3),

nod nod
§<,u§supQZ°d()<2hmmfj (A+e) = 5" ()

e—=0— 3

=29(\) <7,

which is impossible. O
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Remark 4.3. The main argument in the proof of the preceding lemma consists in minimizing,
given y, the function f,,(A) = J5°%(\) — £ over the compact set [—A2, A]. This approach is used
to unify the three cases of p L2-subcritical, L?-critical or L2-supercritical. We note, for future
reference, that for L?-subcritical p and all p, or for L?-critical p and pu < 2un, the function f,
can be minimized on [—Ag, +00), obtaining then a global minimum. Indeed, in these cases f, is

coercive, as one immediately sees by writing

R

nod

and taking into account the asymptotic behavior of JZ°*(\)/A described in (B6). Actually one
can easily see that f,, can be minimized on R (as J5°4(\) = 0 for A < —\2).

Lemma 4.4. For every p € (2,2%), let g(\) and g be as in ([&3)). Then, recalling ([E2),

Proof. We provide a proof for completeness. Let A C R be the set of points where J2°?¢ is
differentiable, so that u;wd = 2sup(J5°?)’. Obviously, for every A € A, (J3°4)'(\) = g()), and
A

therefore

py’t = 25up(Jg°")'(A) = 2sup g(N) < 7.
AEA A€EA

Conversely, let A € R and observe that, for every ¢ < 0, since jg’lwd is locally Lipschitz continuous,

A nod
TR = T80 +2) = [ (R @< (-2) s (T < () sup(Tgely =~
Ate AN[A+e,A] A

Dividing by —e > 0 we obtain

T& A+ e) = TFN) _ g™

5 - 27
whence Jrod(y 4 &) — gmed(n)
2g9(\) = 21i€r3(i)rgf 2 - Q2 < uZOd.
Since this holds for every A € R, we obtain g < ,u;w‘i. O

Remark 4.5. In view of the previous lemma, the conclusion of Lemma can be written as

1) if p € (0, up°®), then p € MPoH(Q);

2) if > p°?, then p ¢ M4(Q).

Lemma 4.6. There results

Mnod = +00 pr<2+4/N
Pl<+400 ifp>2+4/N.

Proof. First let p < 2+ 4/N. By Remark [ it is enough to show that there exist nodal action
ground states of arbitrarily large mass. We will do it by estimating from below the mass of elements
of N7°4(Q) in terms of A. To this aim, take any u € NJ°¢(Q2). By the Gagliardo-Nirenberg
inequality
— o p
lully < Kpllully "I Vulls,  a=nN(5-1),

15



noticing that a < 2 since p is L?-subcritical, using the Young inequality and writing p = ||ul|3, we
deduce that

2—a p-a_2 « 2—a p-a o
I9ul3 + M =l < K= % %5 4 SVl = K 5858 + SVl

Therefore

p—a
)

« 2—«
A < (1 - 5) IVullz + M < Kp=——p==

whence p > CAv=7 — 400 as A — 400.
Assume now that p > 2 +4/N and take again u € N7°¢(Q2). Denoting by C (possibly different
but) universal constants, by ([2.2]) we notice that

p=lul3 < Cllully = C (TG N)” < CA+ Aa) 7=,

This shows that z is bounded when A ranges in a bounded subset of R. By (B.6]), J5°¢(\)/\ is
bounded on [1,+00) since p > 2+ 4/N. Therefore, for every A > 1,

Mo = Mull3 < [Vull3 + Aull3 = [lulh = %jéwd()\) <CA
and the proof is complete. O
Remark 4.7. We notice that, when p = 2+ 4/N, recalling (L4,
,U;wd >2uN.

Indeed, for every A > — A5, since j{zwd is locally Lipschitz continuous,

A Mnod
T = [ @y de < 0wy
— o

so that, by (30,
T o A et
=1 i V<) p _Mp
Iy = B A = e A 2 2

Proof of Theorem [I1], nodal case. Point (i) follows directly by Lemmas {2HZAHZ6 When p >

2 + 4/N, the same results show that p7°? is finite, (0, %) C M7°%(Q), and that M °4(Q) N

(uZOd,Jroo) = (). This proves point (ii) for p = 2 + % and, to complete the proof of point
(i4i) too, we are left to show that uZOd € Mz’,wd(ﬂ) when p is L?-supercritical. To this aim, let
o uZOd and let u,, be a sequence of nodal action ground states of mass j, in some N /{‘:d(ﬂ),
with A\, € (=g, +00) for every n. We notice that no subsequence of A, can converge to —\s, since

in this case, for such subsequence (not relabeled), we would have

2 2 1 d 2v
=l < Clual2 =€ (£78°0w)) =0

by the continuity of J#°¢. Similarly, no subsequence of ), can tend to +oo, because we would
have

1 no
Antin < (V3 + Anpin = [Junllf = — TG (),

entailing that y, < 275°4(\,)/An — 0 as n — oo by Proposition[3.3 (since p > 2+ +-). Therefore,
we can assume that, up to subsequences, A\, = A € (=g, +00) as n — co. Then, by Proposition
27 up to subsequences we have that w, converges in H}(Q) to a nodal action ground state

u € N°4Q). Since ||lull3 = pp°?, we see that p2°% € M7°%(€2) and the proof is complete. O
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5 Proof of Theorems 1.2-1.4-1.7

In this section we prove the main results of the paper with respect to normalized nodal solutions
and least energy normalized solutions, i.e. Theorems [2HT.ZHT. 7l

The proof of Theorems is a direct consequence of the discussion developed in Section
M In particular, Theorem is a corollary of Theorem [l

Proof of Theorems[I4) Fix any > 0if p <2+4/N or p € (0,2un) if p =2+ 4/N (where un

is as in ([4)), and let A be a global minimizer of the function f,,(A) = J5°%(\) — 4 (see Remark

[3). Take @ to be a nodal action ground state of mass p corresponding to hy (when p = 2 + %,
the fact that such a @ exists for every p < 2uy is guaranteed by Remark 7). Let then w be any
other nodal solution of (LIJ), for some \,, € R. Then

B(w, Q) = I, (0,9) = SAu = Fi*0w) = S22 min (757100 - £3)

nod nY ~ H ~
= J5%N) — 2/\: JX(U,Q) - §A:E(U,Q ,

that is the nodal action ground state w is a least energy normalized nodal solution with mass u.
Moreover, if w is another least energy normalized nodal solution with mass pu, the previous lines
become a chain of equalities, showing in particular that Jy, (w, ) = J5°¢(\y), i.e. w is a nodal

action ground state in NJ°4(€2). O

We are thus left to prove Theorem [[L7 To this end, in what follows we take

4
P>pei=2+ N ) star-shaped with respect to 0.
As is quite common in the literature, working on star-shaped domains allows one to profit of the
Pohozaev identity. In particular, we will use the following fact.

Proposition 5.1. Assume that Q C RY is bounded, smooth and star-shaped. Then, for every
solution u of (L2,
Nlp—pc)

E(u,Q) >
(U” ) - 4p

el

Proof. Up to translating the domain, we may assume that  is star-shaped with respect to 0. As
Q is regular, an H'! solution u of (L2)) is in C*(Q) and the Pohozaev identity (see e.g. [26, Chapter
ITI, Lemma 1.4]) implies that

N -2
2

N AN 1
IVl = —lullp + == lull3 + 5 / Oyul’z - vdo =0,
P 2 2 Joq
where v is the exterior unit normal. Since 2 is star-shaped, = - v > 0 for every x € 92, so that

N -2

N AN
THVUH% - ;HUHi + 7”“”3 <0.

Recalling that [|Vul|3 + Aull3 = |lul|Z because u € Nx(2), we see that

N-2 N
(T3 =5 )l + Al < 0,
entailing
Mluld _ (p—2  p(N—2)—2N N(p—pc)
Blu, @) = B Q) - =32 > (P = + B ===l = =F P iy, O
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Proof of Theorem [1.7] The argument is divided in two steps.
Step 1. Letting p, the threshold given by Theorem [[.2)(i¢), we prove that there exists a least

energy normalized solution for every p < pp. To this end, let p < p,, be fixed and
Sy = {ue Hy(Q) : u solves (L) for some X € R}
be the set of all solutions of (II]). Since S,, # @ by Theorem [[2(i44), let (un)n C S, be such that

— Aty + Mty = [t P20, and E(up, Q) —— inf E(v,Q).

n—o0 vES,

Observe first that, since for all n we have

An An
E(Un,Q) = J)\n(un79> - ?M 2 77#’5

the sequence (), is bounded from below. Furthermore, according to Proposition B as u, €
Na, (Q), we have

N(p _pc)

2(p—2)

2(p—2) wven,, (RY)

Nlp—pc)

B(up, Q) > 20— 2)

Ix, (U, Q) > J(v,RY) = Trn (An).

(N—=2)

Recalling that Jg~ (s) = s%‘ﬂw(l) — +00 as s — 400, and since p, < p < 2*, this implies
that (An)n is also bounded from above and hence, up to subsequences, A, — A for some A € R.
Since (E(un, Q))n is bounded and ||uy||2 = p, so is (Jx, (un, 2))n. As usual, this implies that (uy ),
is bounded in H'(Q). Therefore, we may assume that u, — u in H'(Q) and u, — u in LI(Q)
for every ¢ € [2,2%), showing that u is a solution to (L2) of mass u. Moreover, by weak lower
semi-continuity,
E(u,Q) < liminf E(u,,Q) = inf E(v,Q),
n—oo vES,,
so that u is a least energy normalized solution of mass p.

Arguing analogously one can prove that, taking ug"d as in Theorem and letting

Sﬁ"d :={u € H(Q) : u solves ([I) for some X € R, ut # 0}

the set of all nodal solutions of (III), for every u < uZOd there exists a least energy normalized
nodal solution, that is u € Sﬁ"d such that

E(u,Q)= inf E(v,Q).

vesped

Indeed, the argument above here shows again that, up to subsequences, a sequence (uy), C Sﬁ"d
such that E(u,, ) — inf, e gnoa E(v,9Q) converges weakly in H!() to a solution v of (LLIJ), and
to conclude that u is a least energy normalized nodal solution it remains to show that w is still
nodal. To see this, we notice that, by strong convergence in L?(Q), u # 0. If it were u > 0, by
Remark 2.2] we would have A > —\;. But then,

k lim inf ||u7jf||§ = liminf J), (uf, Q) > liminf Jo(M\,) = Ja(A) > 0,

so that neither (u;}), nor (u, ), converge to zero in LP(f2), contradicting the assumption u > 0.

Step 2. We are left to prove that, when the mass is sufficiently small, least energy normalized
solutions/least energy normalized nodal solutions are action ground states/nodal action ground
states with frequency uniformly bounded from above. We give the details of the proof for least
energy normalized nodal solutions, the signed case being analogous.
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Set

~nod
X’ﬂOd - 2p>\2 —nod ._ 2‘7gzlwd(/\p )
P N(p _ pc) ’ p Xnod NI

P
Note that, since J3°? is locally Lipschitz by Proposition B2 and J3°%(—A2) = 0 by Proposition
2.4 then

X'n.od
nod [~nod P no ~nod no
ot (%) = [ (e e ds < (8 4 ) sun(TE (),
—A2
so that ﬁZOd < uZOd, where ,u;,w‘i is the number defined in ([@2]). Moreover, by Proposition 5.1l and

the definition of XZOd, if u e NPod(Q) with A > XZOd and |lu|3 = p, then

N(p - pc)
4p

N(p _pc)

N
” (IVull3 + Alul3) >

B(u,Q) > Jully = =20 (5)

Let then p < ﬁg"d be fixed. Since p < u;“’d, the proof of Lemma above guarantees that there

exists a function u € §°* such that E(u, Q) < J5°4(—X2) + A2y = 224, 50 that

. A2
uelggod E(v,Q) < 5 b

By (5.1)), any least energy normalized nodal solution in Sﬁ"d (which exist by Step 1) must then

—nod —nod
belong to N7°4(€2) for some A < )\ZO . Since /\;m depends only on p and €2, this proves that least
energy normalized nodal solutions have uniformly bounded frequency, and

inf E(v,Q) = inf E(v,Q).
veSped vESTINNTN(Q)
A<

P

To conclude, it remains to show that least energy normalized nodal solutions are always nodal
—nod

action ground states for p < p;®®. This follows arguing exactly as in the proof of Lemma

and of Tlgeorem L4, noting that the function f,(\) = JH°¢(\) — %,u has a minimum point in

(f,\Q,X;“’ ), since it is continuous, f.(s) < fu.(—A2) for s in a right neighbourhood of —A\2, and
~nod nod (Y104 X;wd 5

Fup ) =T8N, ) = Zn > Fu=ful=X2). U
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