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Abstract—To enhance the quality of energy management tasks,
accurately representing the thermal dynamics of buildings is
crucial. Traditional methods aim to improve the building model
in regards to an arbitrary statistical metric, before feeding the
trained model to the optimization-based energy management pro-
cess. In this paper, we advocate for a more integrated approach,
consisting of incorporating the downstream optimization directly
into the training pipeline. The goal is to improve the building
model in strategic operating zones, where the greatest impact on
decision-making will be achieved. To that end, we first formulate
the thermal dynamics as ordinary differential equations (ODEs)
using neural networks. The model parameters are then updated
through an end-to-end gradient-based training strategy wherein
the downstream optimization is used as the loss function. To
increase the robustness of the approach, the proposed loss is
combined with traditional physics-informed accuracy-oriented
training, employing a novel coordinated gradient descent algo-
rithm. Simulation results show the effectiveness of the proposed
modeling method, regarding both the optimality of decisions and
their physical interpretability.

Index Terms—Building energy management, thermal dynam-
ics, thermostatically controlled loads, neural dynamic equations.

I. INTRODUCTION

HE building sector is responsible for more than 30%
of the worldwide energy consumption, making it a key
player in the transition towards low-carbon energy systems [1],
[2]. Among the various building load types, Thermostatically
Controlled Loads (TCLs) contribute a major proportion of
energy consumption in building sectors. Simultaneously, TCLs
have a strong potential for improving building energy manage-
ment due to their ability to provide thermal flexibility [3].
However, to accurately dispatch TCLs for controlling the
temperature within multi-zone buildings, it is necessary to
properly capture the internal thermal dynamics.
When extracting the flexible regulation potential of TCLs,
one basic requirement is to formulate a thermal dynamics
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model to learn the influence relationships of electrical power
to the temperature variation. It provides a basis for setting
temperature control conditions and evaluating corresponding
power consumption requirements. The modeling of thermal
dynamics further formulates the optimization problem (e.g.,
model predictive control [4]) to solve the optimal temperature
control decisions for various control purposes. Two main types
of models can be found in the literature, i.e., physics-based
and data-driven perspectives. The physics-based models rely
on detailed building parameters (e.g., wall materials, window
types, and zone numbers) and try to analytically recover the
actual thermal dynamic process [S]. These white-box models
are used by specific software (e.g., Energyplus [6] and TRN-
SYS [7]) to simulate the time-varying indoor temperatures in
regards to external input conditions. In general, the physical-
based model achieves the highest accuracy, but their com-
plicated model structure requires substantial building details,
which makes them impractical in usual energy management
applications. On the contrary, data-driven models often require
little domain knowledge to represent the thermal dynamics
process. Such models are typically parametrized through a
supervised learning approach aiming at fitting the available
measurement data [8] using arbitrary statistical metrics. These
data-driven model architectures are flexible, such that the
complexity level can be easily adapted based on the user’s
requirements, from linear (e.g., autoregressive models [9]) to
nonlinear (e.g., neural networks [10]) functions. Generally, the
nonlinear model with higher complexity can better represent
the actual thermal dynamics. However, its black-box nature is
less interpretable, which prevents quantifying the influence of
explanatory factors on thermal dynamics, making it unsuitable
for energy control and operation.

A more promising perspective is thus to combine the
strengths of both physics-based and data-driven approaches.
This can be achieved by integrating physical knowledge within
the data-driven model, giving rise to grey-box models [11]. As
a widely adopted solution, the resistor-capacitor (RC) circuit
model gained much attention. Different RC topologies can
be envisioned, and are based on a physics-based backbone
structure, wherein inner parameters are identified using a data-
driven process. In [12], the resistance and capacitance were
used to represent the physical characteristics such as thermal
conduction and inertia, and the temperature was then a circuit
node variable. In [13], a more detailed model relying on
lumped heat transfer coefficient, air exchange rate, and zone
air heat capacity was parametrized by the least squares method
with simulated data. However, all those RC models can only
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capture linear dynamics, which restricts the model’s accuracy.
This limitation is exacerbated in multi-zone buildings with
more interconnected and complex explanatory factors [14].

To improve the grey model’s accuracy, Physics-informed
Neural Networks (PiNNs) are increasingly adopted as new
backbone structures to capture nonlinear issues [15]-[19].
In this setting, physical knowledge is inserted to improve
the model’s interpretability. A review of physics-informed
learning was conducted in [15], where various approaches
to adapt the NN architecture were shown to automatically
satisfy physical properties. Specifically, two variants of PiNNs
were proposed in [16], where input variables were encoded
as latent components in new physics-informed loss functions.
Furthermore, to explicitly express the known physical link
between input variables and the thermal dynamics, inequality
constraints were derived from thermal stability characteristics
in [17], [18], such that the trained grey-box model can natu-
rally comply with physical properties.

The inherent errors when modeling the thermal dynamics of
buildings cause undesired (and unpredictable) deviations from
the optimal decisions in the energy management process [19].
Most of the above data-driven modeling methods focused
on how to improve statistical accuracy compared with true
observed data, e.g., they adopted the Mean Squared Error
(MSE) between the predicted and the true observed data as
the training loss function. However, the practical application
function of the trained model is always to formulate the
downstream optimization-based energy management task to
acquire optimal decisions for temperature control. There exists
a high uncertainty on the impact of inherent model errors on
the solution accuracy. In particular, models with even the same
MSE could lead to very different optimization costs. This
insight paves the way for new research aiming to integrate
downstream optimization within the learning task, so as to
learn a model of thermal dynamics that will yield the best
decisions rather than minimizing an arbitrary, value-agnostic
statistical metric.

Such a paradigm has recently emerged for solving fore-
casting tasks [20]-[23]. Given the ground truth results from
optimization (using the actual ex-post observations of pre-
dicted variables), the relationship between forecasting errors
and decision errors can be established. This mapping can then
be leveraged to update the forecaster’s parameters. In power
load forecasting research, this mapping was approximated into
a piecewise linear loss function in [20] and formulated as an
end-to-end multi-objective problem in [21]. Similarly, a regres-
sion tree model and boosting method were proposed in [22]
to capture the non-quadratic and asymmetric link between
wind power forecasting and the costs of the downstream par-
ticipation to electricity markets. Research in solar generation
forecasting [23] regarded the mapping function as asymmetric
perturbations to the symmetric MSE, within a traditional
gradient-based learning procedure. However, although finding
the ground truth model is straightforward for forecasting tasks
(since only the true observation needs to be integrated into
the optimization), it is very difficult in the context of modeling
(partially) unknown dynamics. Indeed, it requires to embed the
true building model into the optimization, which is impractical.

When integrating the downstream optimization task in the
modeling procedure, another important challenge is the com-
patibility of time intervals. In existing modeling approaches,
the time interval is determined by the measurement data.
Hence, when the optimization needs to be solved with a
different time granularity, resampling techniques, which are
subject to information loss, need to be used. Alternatively,
dynamic equation-based models can represent the continuous
temperature dynamics, such that arbitrary time intervals can be
derived without requiring any resampling or retraining process.
A recent advancement in this realm is the Neural Ordinary
Differential Equation (NODE) method [24], which enables
to extract dynamic equations using neural networks. This
architecture has been applied in [25], [26], yielding promising
outcomes to represent diverse thermal dynamics. In this work,
we will thus adopt this novel NODE-based backbone model
to represent the thermal dynamics of buildings.

In light of the above context, two research questions are
of particular relevance: 1) how to integrate the downstream
optimization model within the learning procedure of the ther-
mal dynamics of buildings, in the absence of a ground truth
solution? 2) how to convert the output of the NODE-based
approach to make it compatible with discrete-time optimiza-
tion problems? To solve both problems, we propose a general
training strategy by incorporating downstream optimization
tasks. The proposed strategy can be widely used to train
task-specific models for various downstream task types. In
particular, this paper makes the following novel contributions:

1) New perspective: We couple modeling and optimization
tasks in an end-to-end gradient-based training frame-
work and then apply it to learn the thermal dynamics of
multi-zone buildings. First, a NODE-based model is for-
mulated to represent the continuous thermal dynamics,
which are then leveraged by an optimization-based en-
ergy management strategy. Second, the gradients of the
optimization objective over parameters of the NODE-
based model are derived, which is achieved by using
the implicit function theorem.

2) New method: We augment the above decision-related
gradient with a physics-informed gradient that is com-
puted using a conventional loss function. A coordinated
algorithm is then proposed to generate the combined
gradient adaptively, with the objective of updating model
parameters to minimize optimization costs while enforc-
ing accuracy requirements and physical interpretability.

3) New finding: We verify through case study simulations
that the operation costs can be reduced with respect
to traditional training approaches. We moreover demon-
strate that the trade-off between costs arising from power
consumption and temperature violation can be effec-
tively controlled while maintaining the inherent physical
characteristics of the building model.

The rest of this paper is organized as follows: Section II in-
troduces the problem of properly modeling the thermal dynam-
ics of multi-zone buildings. Section III presents the proposed
decision-oriented modeling method, while Section IV explains
the solution algorithm for the training process. Section V
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Fig. 1. Influence factors for building thermal dynamics.

conducts case studies, while Section VI draws the conclusion.

II. PROBLEM STATEMENT

The proposed work focuses on the building temperature
control scenario, where thermal dynamics modeling is first
obtained and formulated into building optimization problems
to solve the optimal decisions. Representing the thermal dy-
namics of buildings mainly amounts to capturing the variations
in indoor temperature over time. As shown in Fig. 1, the indoor
temperature is affected by both controllable and uncontrollable
variables. Under cooling scenarios, the temperature 7;(¢) of
each individual zone ¢ at time ¢ is controlled by the cooling
power ¢;(t). Besides, it is also influenced by exogenous
factors, including the outdoor temperature 7°"(¢) (through
exterior walls and windows), solar radiation ¢®(t) (through
windows), and internal heat sources ¢°°(¢) (through the air
and interior walls). Modeling the thermal dynamics can be
presented as:

7i = M(X4¢) 6]

where M is the Ordinary Differential Equation (ODE)-based
model, X; = [ri, q;, 7", ¢?, ¢%°] is the input vector includ-
ing all the explanatory factors, and 1) is the vector of the
parameters of model M.

In the existing research, the modeling stage and the down-
stream energy management process are always independently
(and sequentially) carried out, which can be formulated as:

min C(v € Vi M(X i3 9)) (2a)

s.t. ¥ € argmin ||7; — Fill2+e (2b)
P

where (2a) aims at minimizing the costs of the energy man-
agement problem C°P', using the trained model from (2b); v is
the vector of decision variables included in the feasible set V,
1) is the vector of model parameters (e.g., weights of neural
networks) which is trained by minimizing a statistical loss
function with the true label data T;, and ¢ is the inherent
model error after training.

In the above Modeling-Then-Optimize (MTO) pattern, the
model accuracy is not always consistent with the downstream
optimization performance on temperature regulation. Such a
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Fig. 2. Relationship between model accuracy and operation costs.

situation is depicted in Fig. 2. The model accuracy is measured
by the statistical error between the predicted temperature data
and the true observations. It is assumed that two different
trained models have the same errors (one is always positive
and the other one is negative). It can be seen that the same
error can result in different optimization costs, because of
asymmetries in the true cost function and penalties on the
temperature violations in real cases. It reflects that traditional
training strategies that purely rely on accuracy metrics cannot
obtain an ideal model due to their inability to avoid costly
operating zones. Therefore, it inspires us to consider how to
learn a model that can reduce the optimization costs in the
downstream application process.

Based on the above analysis, the training strategy of data-
driven models can be enhanced, by integrating the optimization
problem in model training to fully account for the downstream
energy management costs. Compared with (2), the problem
can be represented as:

. opt . .
Join, CP(v; M(X 35)) 3)

III. DECISION-ORIENTED MODELING FRAMEWORK

The proposed decision-oriented modeling framework is pre-
sented in Fig. 3. The backbone model structure M is first
determined. The model training consists of a gradient-based
minimization of a loss function. Here, two different losses
are considered, i.e., the proposed optimization-oriented loss,
which is augmented with an auxiliary accuracy-oriented loss
dedicated to maintaining the known physics characteristics. All
key contributions are introduced in the following subsections.

A. Backbone Model Structure

To reduce the complexity of energy management in multi-
zone buildings, we formulate the equivalent indoor temper-
ature 7(¢t) from all zones for simplification [9]. The energy
conservation equation is presented as:

Cair Z C;nass,ri (t) — Cair Z C;nasST(t) “)
icz ez

where Z is the set of all zones 7 in the building; C¥r is the
specific capacity of air; ¢"** is the air mass of zone 3.

4
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Fig. 3. Proposed decision-oriented modeling framework.

Then, 7(t) can be derived from individual 7;(t) as:

mass

T(t)ZZCiTi(t), G = % &)
ez icz '

where (; is the ratio of the volume of zone ¢ to the total volume
of all zones.
We propose to control the building-level cooling power as

q(t) = >_ qi(t), while the vector of aggregated disturbance
i€Z

variables is defined as x(t) = [T°(¢), ¢?(¢), ¢*(¢)],i € Z.

Inspired from [17], the backbone model is formulated as:

M: 7=a-7+b-q+ F(x) (6)

where a and b are parameters for the linearized building
envelope dynamics; F'(x) represents the nonlinear disturbance
dynamics, which are here extracted from Neural Networks
(NNs), ie., F(x) = U(x;0) where ¥ is the NN structure
and 6 is the vector of weight parameters.

It can be seen that the research aim is to build a surrogate
model for the real-world building’s thermal dynamics so
that we can incorporate it into the energy management and
optimization process. The model training task is to identify all
the required parameters [a, b, 8] to determine the final model.
Specifically, the model structure has a linear combination of
controllable decision variables (i.e., 7 and ¢) and leaves the
uncontrollable inputs « in a black-box style. The advantage
is that it can be utilized to formulate linear programming
and reserve representation accuracy by capturing complex and
coupling influences of all disturbance features.

The model M is solved through a NODE-based training
strategy [24], i.e., the output of M at each time ¢ is 7(¢) = %.
To infer the time series of indoor temperatures, the Euler
formulation is adopted. Given the integration step At, the
temperature 7 is represented as:

7(0) = 7(0)
T(t 4+ At) = 7(t) + At - 7(¢)

(7a)
(7b)

The Euler formulation can achieve good calculation ac-
curacy, especially with small time intervals. Note that the

proposed model structure can be seamlessly incorporated with
all other feasible numerical calculation methods (e.g., Runge-
Kutta).

The temperature at each time step ¢ of the training period
T can then be derived as:

N-1

T(t+AT) =7(t) + At- Y F(t+n-At), teT (8)

n=0
where AT is the time interval of the collected data. The
integration step At is selected such that the collected data
satisfy the required time intervals AT = N - At with IV steps.

Discussion: We compare the proposed model structure with
the commonly used RC-based modeling approach [11] to
explain the application scenarios. While RC models require
detailed physical property parameters (e.g., heat capacity,
heat absorption coefficient, and air mass flow) to calculate
parameters in the linear equation, the proposed model requires
measured data of all input variables and corresponding temper-
ature curves to identify model parameters in a data-driven way.
Besides, the accuracy of the RC model tends to be decreased
due to complex and coupling thermal dynamics characteristics
in multi-zone buildings, but the proposed NN-based model
can ensure accuracy through its nonlinear representation abil-
ity [27].

After obtaining the temperature variables, the subsequent
task is to design the training framework to update model
parameters 1 = [a,b, 0]T. This is achieved using two loss
functions, which are presented in subsections III-B and III-C.

B. Optimization-oriented Loss Function

1) Optimization problem: The day-ahead building energy
management problem aims at minimizing the costs C°P* [28],
and is expressed as:

min CP' = Z cp(t) + Vel (t) + el (1) (9a)
teT

S.t.

T(t+ At) = 7(t) + At - (ar(t) + bg(t) + F(x(t))) (9b)
q(t) = np(t) (9¢)
p<pt)<p (9d)
T, — e (t) < 7(t) < T +eY(t) (9e)
0<et),e(t)<e (9f)

where ¢; is the real-time electricity price at time ¢; p(t) is
the power magnitude of TCLs at time ¢; e¢Y(¢) and e“(t)
are the violations of upper and lower temperature constraints;
cY and " are the corresponding penalty coefficients for the
violations; 7 is the coefficient of performance (COP) of the
TCL’s energy conversion; p and p are the minimum and
maximum power limits of ‘TCLs; 7, and T; are the lower
and upper limits of temperature, and € limits the maximum
tolerance of temperature violation.

The objective (9a) minimizes the energy consumption costs
and the violation costs of temperature limits. Constraint (9b)
determines the temperature at each time based on the trained
model, while (9c) defines the linear conversion between
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electrical and cooling power. Finally, constraints (9d) - (9f)
regulate the range of indoor temperature variation and TCLs
power output at each time step. After combining the linear
objective term and other linear constraints, the proposed model
structure formulates a linear programming (LP) type. The same
LP problem type can be also formulated with other linear
model structures.

In this problem, the decision variables v = [g, T, p, €Y, e]T
are optimized based on the building’s model parameters ¥ =
[a,b,0]". All influence factors in x(¢) are obtained from a day-
ahead forecasting task and are regarded as boundary conditions
in the optimization problem. We assume them with perfect
forecasting and recognize the potential influence of forecasting
errors in future decision-oriented research.

2) Gradient derivation: To ensure that the proposed ap-
proach minimizes energy management costs, the optimization
objective C°P' is taken as the loss function to train the
model M of thermal dynamics. This procedure requires to
compute the gradient of the objective C°P* with respect to
parameters . This is achieved by leveraging the optimiza-
tion differentiable neural network (OptNet) proposed in [29],
where the desired gradient is computed indirectly by solving
Karush—-Kuhn-Tucker (KKT) conditions.

Specifically, we first rewrite (9) into the general form with
equality constraints f and inequality constraints h as

min C°(v) (10a)
s.t. f(v,9)=0: (9b),(9) (10b)
h(v,9) <0: (%), (9D, (9d) (10c)

Then, the Lagrangian function £ of the optimization prob-
lem is formulated as:

L(v, A, p) =CPw)+ A f(v,9) + p"h(v,9) (11

where A and g > 0 are the dual variables corresponding to
equality and inequality constraints, respectively.

If the problem in (10) is convex and continuous, the strong
duality holds, and the KKT conditions are then sufficient
and necessary conditions for optimality. Besides the inherent
inequality constraints (10c), KKT conditions for stationarity,
primal feasibility, and complementary slackness include:

OL(w, A p59)

ov
f(v,9)
p'h(v,9)
where K is regarded as the implicit function of v, for the
optimality conditions of the problem.

According to the implicit function theorem [30], the deriva-
tive of JC with respect to 1) exists and the following condition
needs to be satisfied:

oK oK v _

op  Oov O
from which we can derive the gradient of decision variables
over model parameters as:

w _ oK) oK
au:“{av} o

K= =0 (12)

13)

(14)

Finally, the desired gradients g°* = %C—;Z[

the chain rule as:

are derived from

- ocort _ ocort . al
0y Ov Oy

opt

15)
where the ag—:‘ can be easily derived from (9a), while g—:/i can
be explicitly determined by (14).

The derived gradient g represents the change rate of the
optimization objective over model parameters and is adopted
to update parameters ) using gradient descent.

Note that we make some reasonable assumptions on op-
timization problem types for the straightforward gradient
calculation. Firstly, we adopt convex optimization types to
effectively minimize the objective costs with KKT conditions.
Besides, we do not consider some specific optimization types
with non-differentiable cases (e.g., linear programming with
parameters to be identified in the objective function, mixed
integer linear programming, etc.). Various effective approaches
to tackle the above problems can be referred to in [31].

C. Physics-informed Auxiliary Loss Function

When incorporating the proposed optimization-based gra-
dient into the model training process, the model accuracy
and compliance with physical characteristics cannot always be
guaranteed. Because there is no ground-true and mathematical
model to calculate the true costs with inputted decisions,
there is no feedback from the true building, and it is hard
to ensure an effective gradient for decision optimization. In
Fig. 4, we present the variation in both model accuracy (RMSE
loss) and objective value C°P' as a function of the model
parameter (taking here b as an example while keeping all other
parameters in v constant). It can be seen that the model M
is most accurate when values of b are around -0.4. In contrast,
the objective value monotonically decreases when the value
of b is reduced. From this, one can expect that only utilizing
the optimization objective to guide the training process would
lead to a convergence of b below -0.7. This outcome would
largely deviate from the physical characteristics of thermal dy-
namics within buildings. Therefore, we propose to enrich the
optimization-oriented loss with a physics-constrained function,
such as to maintain the accuracy of the data-driven model.

1) Physical characteristics: For the ODE equation (6), the
physical characteristics mainly refer to the self-stability of the
thermal dynamics process and the correct relationship between
indoor temperature variations and explanatory factors [17]. In
the cooling scenario, the physical laws are formulated as:

a<0

or(t+Al)

o9ty = (16)

LA 5 0, OR8>
where the first term ensures the stability of the state variable;
the second term enforces the negative correlation between
indoor temperature and cooling power; while the third term
represents the positive correlation between indoor temperature
and all the disturbance variables.
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Fig. 4. Change of model accuracy and objective with parameter b.

However, the above physical laws are difficult to incorporate
into model training, and we need to further transform them into
explicit constraints on model parameters 1 (rather than on the
temperature 7). To that end, we first assume that explanatory
factors do not vary during a short time [t,¢ + At], and we
calculate the function of 7(¢) based on (6):

~(balt) + F(w(1))

Lba(0) + Pl (0))

where the parameter A is defined based on the initial condition.
By assuming that explanatory factors ¢(),z() are also
constant over short intervals, we can then derive 7(t + At):

[bq(t) + F(z(t))]

Thus, we can determine new limits on model parameters as:

7(t) = Ae™ —
a7
A=71(0)+

Aea(t+At)

T(t+ At) = (18)

or(t+At) b

“q@) — "a <0=0b6<0

dr(t+At) _ Or(t+At) OF(2(t)) _ (19)
ot b0

o T ox(t) 20= "5 z(t) =0

Overall, the derived physical constraints can be summarized
as follows:

a<0
b<0

aToul -

(20)

8 oF
O md > 07 aq“c Z O

2) Auxiliary loss function: After describing the physical
laws governing the thermal dynamics of the building in (20),
we transform these inequality constraints into penalty terms
that can be enforced during the training of model M:

a<0= min [a]*
b<0= min [b]"

1é) : 1é)

2L >0= min [—%T—gmﬁ 1)
87;4 >0 = min [fa—;d]

Fow = 0= min [—55]"

where [.]T is equivalent to max{.,0}.
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Fig. 5. Proposed algorithm for model training.

Those penalty terms can then be added to a traditional
MSE-based loss, thereby giving rise to the following physics-
constrained auxiliary function £P"Y:

LY (7, F4p) = Ir(8) = 7015 + [ R(2)]I3
IT\
teT . (22)
OF OF oF .

R= {04017 - ] - o] - ]

where 7(t) is the true temperature value from the collected

dataset, R is the vector containing all physical penalty terms,

and wR is the vector of corresponding penalty coefficients.
The physics—constrained auxiliary gradient is determined as

g’y = oLm R , which represents the change rate of the physical

loss over model parameters ).

IV. COORDINATED GRADIENT DESCENT ALGORITHM

As described in Section III, two complementary loss func-
tions are derived for guiding the model M training process.
The optimization-oriented loss function C°"' teaches M to
minimize the costs in the energy management task, while the
physical-constrained auxiliary loss function £P"Y ensures both
the accuracy and physical interpretability of the trained model.
On this basis, this section proposes a coordinated gradient
descent algorithm to coordinate both derived gradients g°"
and gP", thereby reaching a trade-off between the optimization
cost and the model’s accuracy.

The algorithmic flow is depicted in Fig. 5. The main idea is
to generate the combined gradient for the backward training
pass based on g°" and gP". This is achieved by generating a
Pareto set between the objective cost and accuracy loss.

Coordinating both gradient vectors g°® and gP" is chal-
lenging since their directions can be contradictory, i.e.,
(gPV, gy = (gP)T . g < 0, so that adapting the
model in the direction of one gradient can worsen the other

Authorized licensed use limited to: Olivier Deblecker. Downloaded on December 03,2024 at 15:38:17 UTC from IEEE Xplore. Restrictions apply.

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Smart Grid. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TSG.2024.3445574

ACCEPTED BY IEEE TRANS. SMART GRID

objective. Therefore, the proposed algorithm aims to determine
a coordinated gradient vector g that minimizes the conflict
degree between the two gradients [32]. We express it as:

max min {(g™,g), (g™, g)} (23a)
g

st lg — g™ < rllg™|| (23b)

where g is the (desired) coordinated gradient and r is the
radius determining the allowable optimization space. In the
objective (23a), the more contradictory gradient set (i.e., with
the smaller inner product) is first selected, and the objective
is then to maximize this inner product by finding the g-
vector that reduces contradictions. Constraint (23b) limits the
search space of g around gP" within the radius », which can
effectively ensure model accuracy during the training process.

Solving (23) is a complex task due to the high dimension-
ality of the gradient vector g, which is equal to the number of
model parameters in ¥ = [a, b, 8]. Inspired by [32], we reduce
the computational burden in each optimization step by deriving
the dual objective term of (23), which enables reducing the
number of variables in the optimization problem.

To that end, we first define a new gradient vector g*°™ as
the weighted combination of gradients gP"Y and g°P':

gcom _ OL)phygphy + woplgopt (24a)
WP 4 O = 1 P > 0, P > () (24b)
where w = [wP", wPT is the corresponding weight vector

constrained by (24b). The process of finding a smaller in-
ner product term min { (g™, g), (g°",g)} in (23a) is then
replaced by min(g®™™, g) wherein w has to be determined.

We reformulate (23) as an unconstrained problem by adding
a squared penalty term on the constraint (23b):

A
: com\T 7 _ ,bhy2 _ .2y ,phy|2
max min (g°")'g - 5 (lg — g™ [z = r*llg™lz) 25

The dual form is obtained by changing the max and min
order as:

A
: com\T =~ 7 _ bhy2 _ .2y ,phy|2 2
Juin max (g°")'g = 3 (llg — g™ [l = rllg™lz) (26)

To solve (26), we first determine the optimal solution g* of
the inner max problem, which yields:

com
g

* phy+
g g b\

omi3

(27a)

(27b)

21| Hphy |2
: com\T _phy ||g Ar ”g H2
Juin, (6779 + o
Second, we solve the outer min problem to find the optimal
A*-value:

com ‘ |

—orflgPhy ||
min (g«™) g™ + (g™ lg™™ ||
w

yo - llg (28a)

(28b)

Finally, the optimal solution g«®™" is determined by solving
the resulting problem (28b), and the coordinated gradient is
derived by combining (27a) and (28a), i.e.:

nghy” com*

g =™ +ri—
[lgeom||

(29)

After obtaining the gradient g*, the model parameters are
updated with a gradient descent-based training strategy. The
whole training algorithm is given in Algorithm 1. In Step I,
we first pre-train the model M using only gP" to generate
an accurate model, which is taken as a warm start to reduce
the number of iterations of the following training process. In
Step II, we determine gj, at each k-th iteration to update the
model parameters 7. The objective values C,(;P " and accuracy
losses Eihy at each iteration are stored to generate a Pareto set.
In Step III, we set the tolerance range € around the accuracy
of the pre-trained model (of Step I), and we determine the
final model with the lowest objective value within this preset
region. The error tolerance range is always preset by decision-
makers. A larger € will collect more feasible points with
low decision costs to determine the final model. Still, the
potential risk is a larger deviation from the true operation
conditions in actual buildings. The € is empirically set as
0.05-0.10, which varies from different building types and the
iterative performance during the training process. Besides, we
propose an adaptive radius r; setting for better convergence
in the training process (line 5), which is updated based on
the vector magnitude of g],';hy at each iteration. In this way,
the optimization-based gradient will prevail when [|g"™| is
relatively lower (i.e., when the model is already accurate),
while the accuracy is strengthened when HgihyH becomes
larger than the initial vector magnitude g} . The sufficiency of
generating a candidate set is mainly ensured by the adaptive
adjustment of radius r to obtain ideal models that achieve
lower decision costs given the required accuracy range. The
radius r is adaptively updated by the magnitude of gradient
gzhy at each iteration k& without the need for an artificial setting.

Based on the proposed training algorithm, our training
purpose becomes “minimizing optimization costs with the
trained model, but within the required accuracy range”, where
the accuracy range ensures that the trained model corresponds
to the actual operation of the true building. Ideally, the trained
model can represent the true behavior of the actual building
given the accuracy range, while we minimize the optimiza-
tion costs with the trained model simultaneously. Those two
conditions help ensure the finalized solution yields a better
optimization performance in actual buildings.

V. CASE STUDIES

In the case studies, we verify the performance of the
proposed decision-oriented modeling method. We investigate
the optimization costs, model accuracy, and algorithm per-
formance compared with traditional Modeling-Then-Optimize
(MTO) based solutions. Furthermore, scalability and robust-
ness analysis in larger buildings are also evaluated. We finally
discuss the implementation details of the proposed method in
the real world. Source code, input data, and the trained details
are available on Github!.

A. Simulation Setup

1) Data preparation: To verify the effectiveness of the
proposed methods, we utilize different building prototypes

Uhttps://github.com/hkuedl/Decision- Oriented- Thermal- Dynamics-Modeling
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Algorithm 1 Coordinated Gradient Descent Algorithm

Input: Initial model parameter vector v); differentiable loss
functions C°P' and LPY; initial constant 79 € [0,1);
maximum epochs K; accuracy loss threshold e.

Output: The thermal dynamics model after training: 7 =
ar +bq + F(x), where F(x) = ¥(x; ).

STEP I: Model pre-train

1: Train the model with loss function £P"Y based on back-
propagation strategy, where the required data types involve
all the input features [q(t), 7°%(t), ¢"4(¢), ¢°°(¢)] and cor-
responding labels 7(t);

2: Calculate gradients gf™ and g of the warm start model;
STEP II: Pareto set generation

3: for k=1,2,..., K do

: Obtain normalized gradients

opt

phy
—ph 9i —opt g, .
Zy = phy |’ g}gp = opty’ (30)
gy gy
s:  Update radius adaptively: rj, = 2z —1;
Lo /a7

Solve optimal wj, by (28b) and g%om* by (24a);
Determine the optimal gradient vector by (29);

8:  Update model parameters with the gradient descent
algorithm as

Vi1 = Py — agy, (31

where « is the learning rate;

9:  Calculate gradients g, and g’ , for next epoch;

10: end for
11: Generate the Pareto set P after training with K epochs as

P = {(L™,C™),k=0,1,2,.., K} (32)

STEP III: Model determination
12: Find the optimal index £ in the Pareto set by solving

hy phy

LY — .

min {C,(;p ' Zk =0
k

S.t.
h
il

13: Obtain the final model with parameters 1); = [a, b, 5]

<e (L, 0P e IP’} (33)

from the U.S. Department of Energy (DOE) for case simu-
lation. The primarily selected building types include a 6-zone
residential house, a 10-zone mall, and an 18-zone medium
office. Then a 67-zone hotel and a 90-zone apartment are also
utilized for scalability analysis. The historical operation data
are all simulated with the Energyplus software [33], and the
simulation period is set from 1st June to 31st August. The
available data include the indoor temperature in each zone
(°C), outdoor temperature (°C), solar radiation power (kW),
internal occupant power (kW), and HVAC cooling power (kW)
of all zones. The time granularity of data is 15 min. The
equivalent indoor temperature of the building is calculated
using (5).

2) Simulation settings: The simulation period is split into
the training period (01/06-31/07) and the test period (01/08-
31/08). To facilitate the Euler-based ODE training process
and calculate the indoor temperature value at each time

—— 6-Zone —— 10-Zone 18-Zone
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o
8
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4 "'|:"|_V
+
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o
=
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o
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0:00 6:00 12:00 18:00 24:00 0:00 6:00 12:00 18:00 24:00
(a) Real-time electricity prices (b) Temperature comfort range

Fig. 6. Input data of daily electricity prices and comfort ranges.

TABLE 1
PARAMETER SETTINGS IN THE PROPOSED METHOD
Parameter Value Parameter Value
hidden layers 3 n 3.6
hidden units 48 D, D 0, 60 (kW)
Model activation ReLU ct 0.5 ($/°C)
optimizer Adam cY 0.8 ($/°C)
batch size 16 e 0.5 (°C)
/ / wk 5.0
Algorithm K 30 € 0.05-0.10

step, the integration step At is fixed at 15 min. In the
proposed Algorithm 1, equation (31) adopts a decay strategy
for adapting the learning rate o for better convergence. Key
parameters in both the NODE-based model structure and the
optimization problem are presented in Table I. The real-time
price signals [34] and temperature comfort ranges [35] are both
shown in Fig. 6. The peak period of the electricity price mainly
occurs in the 9:00-14:00 interval, while the valley periods
typically cover the 0:00-6:00 and 21:00-24:00 intervals. The
comfort range for the indoor temperature is set differently for
each building, depending on its function (e.g., office versus
house). Python libraries including PyTorch [36], torchdif-
feq [37], and cvxpylayers [38] are used for NN modeling, ODE
model training, and optimization-oriented gradient calculation,
respectively. All algorithms are executed on a computer with
a 3.40 GHz Intel Xeon(R) CPU with 16 GB of RAM.

B. Evaluation of Operation Costs

In the proposed training process of M, the optimization
problem in (9) needs to be formulated and solved for each
training day. After obtaining the final model M of the thermal
dynamics of the building, its performance can be evaluated on
the test set. To that end, the trained building model M is fed
to the optimization, and the optimal daily decisions regarding
both cooling power and indoor temperature schedules can then
be determined using commercial solvers.

Besides, we propose two typical modeling methods for
comparison. One is the mentioned “RC Model” in Subsection
III.A, whose model structure is linear and the parameters are
identified through historical data. Another one is the “MTO”
method that uses the same model structure as the proposed
work but with only £PY as the training loss function.

When evaluating the optimization costs of all modeling
methods, the outcomes are biased by the fact that the op-
timization is guided by an approximated model of the true
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building. To quantify the actual ex-post operation performance
of the model, the obtained schedule for indoor temperatures is
thus fed into the Energyplus software, and the corresponding
cooling power outcomes are determined. This cooling pattern
can be regarded as the actual power consumption from the
real building. All objective values in the case study are set as
simulation results.

Based on these simulated results, we present the different
cost terms in Table II, where “Power” and “Tem” respectively
refer to the power consumption and the penalty for temperature
violations in the objective (9a), while the “Sum” represents the
aggregated objective value.

Compared with the regular MTO approach, the operation
costs of the proposed method are significantly reduced for
all types of buildings. The total costs in the training period
are reduced by 9.11%, 0.57%, and 0.11% in 6-zone, 10-zone,
and 18-zone buildings, respectively. Similar cost reductions are
observed in the test set. We observe that the cost reductions
slightly vary among buildings. Interestingly, we observe that
the costs are mainly reduced in the term corresponding to
temperature violations. This means that the proposed decision-
oriented training learns to avoid the operating schedules lead-
ing to expensive violations of comfort constraints. For the 10-
zone building, there is a 3.02% reduction of the temperature
violation costs while a 0.05% reduction is achieved for the
costs associated with power consumption. A more striking
case is the 6-zone building, where a 43.59% cost reduction
is achieved by reducing the temperature violations, while
gains of only 0.01% could be reaped by improving the power
consumption schedule. Such observations can be explained by
the fact that the temperature violation is affected by all factors,
while the power consumption is mainly caused by the cooling
power factor. During the training process, the temperature
violation part has thus a larger improvement space.

Similarly, the proposed method achieves lower costs com-
pared with the RC model method in all building cases. The
cost reduction level is generally larger in the temperature vio-
lation part than power consumption, which also shows higher
improvement potential in reducing temperature violation of
decision-oriented learning. As for the comparison between the
RC model and MTO, it can be seen that the RC model achieves
lower costs in the 6-zone building but higher costs in both 10-
zone and 18-zone cases. Different surrogate model structures
between the RC model and the proposed one result in different
decisions in building energy optimization. Because both the
RC model and MTO ignore downstream optimization tasks
during the training period, the influences of modeling results
on the optimization problem are uncertain. Still, they both
achieve higher decision costs than the proposed work.

Furthermore, we represent the probability distribution of the
daily cost difference between the proposed method and MTO,
RC model, respectively in Fig. 7. Positive values mean that the
proposed method leads to higher costs, while negative values
correspond to better decisions from the proposed method.
We see that the daily cost performance is different for each
building. When compared with the MTO method in Fig. 7a,
the daily cost difference is mainly distributed around 0 and -1
in the 6-zone building. However, the longer tail in negative

T
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Fig. 7. Daily cost error distributions in training and test sets.

values indicates that several days in both the training and
test periods have a strong potential for cost reductions. These
extreme days contribute to the major part of the total cost
reductions. The cost difference of the 10-zone building is
smoothly distributed around -0.2, indicating that the proposed
method regularly outperforms the MTO approach in both
training and test sets. In the 18-zone building, the proposed
method is also consistently better, but there is a mismatch
between the training and test sets, where larger cost reductions
are generated in the training period.

C. Statistical Accuracy of the Building Model

The model M is evaluated in this part to ensure that both
the accuracy and the physical characteristics are well captured,
which is essential to provide robustness guarantees to human
operators.

First, we adopt widely-used statistical metrics, including
root mean square error (RMSE), mean absolute error (MAE),
and R2, to evaluate the accuracy in both the training and
the test dataset [14]. The outcomes are shown in Table III.
Among the three comparison methods, the RC model always
achieves the largest error values compared with the proposed
model. The major reason is that the purely linear model can
hardly capture the underlying nonlinear influence of multiple
influence factors. This disadvantage is magnified in larger
buildings where more complex influence factors are coupled.
Furthermore, it can be seen that the proposed method degrades
the accuracy compared with MTO, which is reflected by higher
RMSE values for all types of buildings in the training and
test set. This indicates that the proposed method sacrifices
some accuracy in pursuit of the operation cost minimization.
The results on MAE and R2 metrics are similar to those of
the RMSE, which are also caused by the integration of cost
considerations within the training objective of the proposed
method.

In Fig. 8, we present the temperature curves of the 6-
zone building on the period 12/08-14/08 of the test set. The
predicted temperature data from both the proposed method and
MTO exhibit a close shape and demonstrate a similar error
distribution when compared with the true data. The major
difference lies in the conservative nature of the temperature
data generated by the proposed method, e.g., compared with
MTO, the data are generally lower in the peak period and
higher in the valley period. This conservativeness tends to
reduce temperature violations.
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TABLE II
MODEL PERFORMANCE ON OPERATION COSTS ($)
Buildings Costs Train Test

RC MTO Proposed vs RC vs MTO RC MTO Proposed vs RC vs MTO

Power 326.65 313.69 313.65 -4.00% -0.01% 158.88 155.34 155.36 -2.22% -0.01%

6 | _Tem 57.06 82.72 46.66 -18.23% -43.59% 48.29 62.26 38.77 -19.71% -37.73%
Sum 383.71 396.41 360.31 -6.10% -9.11% 207.17 217.60 194.13 -6.29% -10.79%

Power 917.80 914.33 913.84 -0.43% -0.05% 486.46 485.29 485.49 -0.20% 0.04%

10 Tem 193.11 190.54 184.78 -4.31% -3.02% 93.29 88.88 85.46 -8.39% -3.85%

| "Sum | 111091 ~ 1104.87 | 109862 = -1.11%  -0.57% | 579.75  ~ 57417 [ 57095 =~ -1.52% ~ -056%
Power 2973.06 2957.18 2956.89 -0.54% -0.01% 1473.28 1466.10 1464.15 -0.62% -0.13%
18 Tem 16.16 27.75 24.75 53.16% -10.81% 1.63 6.87 6.34 288.96% -71.72%
| “Sum | 2989.22" " 2984.93 | 2981.64 = -0.25%  -0.11% | 147491 ~ 147297 [ 147049 =~ -0.30% ~ -0.17%
TABLE III
MODEL PERFORMANCE ON ACCURACY METRICS
Buildings | Dataset RMSE MAE R2

RC Model MTO  Proposed | RC Model @ MTO  Proposed | RC Model @ MTO  Proposed

6-z0ne Train 0.3189 0.2022 0.2064 0.2528 0.1542 0.1578 0.9604 0.9841 0.9834

Test 0.3876 0.2710 0.2828 0.2948 0.1892 0.2066 0.9446 0.9729 0.9705

10-zone Train 0.4705 0.3867 0.3928 0.3742 0.3151 0.2945 0.8125 0.8734 0.8694

Test 0.4476 0.4294 0.4533 0.3353 0.3195 0.3252 0.8065 0.8219 0.8015

18-zone Train 0.3770 0.2990 0.3030 0.2976 0.2241 0.2351 0.8136 0.8828 0.8796

Test 0.3549 0.3322 0.3458 0.2906 0.2665 0.2813 0.8053 0.8293 0.8151
;;‘;‘ ‘ a - -

I \Q}(\ Q@l‘ disturbance variables
| ]

Temperature (°C)

12/08 13/08 14/08

Fig. 8. Daily temperature variation of the 6-zone building.

Second, we also validate the effectiveness of the proposed
penalty term in (20) to maintain the physical characteristics
of the building. To that end, we compute the derivatives of
the indoor temperature w.r.t. all the input features. We retrain
the MTO method to ignore the added penalty terms in £P"Y
for comparison. The results are presented in Fig. 9. It can be
observed that the derivatives w.r.t. the indoor temperature T
and the cooling power ¢ are all less than O, such that they
obey the physical laws. The major difference occurs for the
disturbance factors x. For the proposed method, the derivatives
w.rt. the disturbance factors are all larger than 0, which
properly corresponds to (20). However, for the compared
method, some variables have a negative relationship with
temperature variation, which violates the inherent physical
constraints. This shows that the proposed penalty terms in
the auxiliary loss function can effectively enforce the physical
characteristics during the modeling process.

Furthermore, we compare the computational time of all

-0.6 -04 -0.2 0.0 02 04

Fig. 9. Derivative of temperature w.r.t. each input feature.

methods in the model training and optimization stages. The
time results are presented in Table IV. It is assumed to
acquire all necessary building information to obtain the RC
model in advance, so the training time of the RC model is
ignored. Note that the MTO method corresponds to the pre-
train stage in Algorithm 1, so the training time difference
between the proposed method and MTO is the additional
required time to generate the Pareto set (i.e., 29m26s in the
6-zone building, 25m52s in the 10-zone building, and 25m7s
in the 18-zone building, respectively). When comparing MTO
and the proposed method, it can be seen that the model training
stage always requires an hour-level period, which makes it
not suitable for real-time energy management applications.
The required time increases with larger buildings because
more input features are required to train models. Fortunately,
the training stage is always conducted only once to obtain
the required model, making it feasible to conduct offline
training before the real-time application. Besides, it can be
seen that both the RC model and the proposed model require
little computational time during optimization, which shows
high potential for real-time energy management in practical
applications.
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TABLE IV
COMPUTATIONAL TIME COMPARISON
Buildings Methods Offline Training  Optimization

RC model / 1.52s
6-zone MTO 2h46m45s 1.72s
Proposed 3h16mlls 1.93s
RC model / 1.73s
10-zone MTO 4h36m34s 1.56s
Proposed 5h2m?26s 1.67s
RC model / 1.43s
18-zone MTO 10h17m40s 1.64s
Proposed 10h42m47s 1.49s
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D. Performance of the Combined Gradients Method

The gradients g, gathered at each iteration % of the training
enable to generate a Pareto set, from which the final model is
selected. Here, we analyze the performance of the proposed
algorithm wherein the coordinated gradient g* is optimized at
each training epoch based on the derived g°® and gP". The
variations of both the objective value and the physics-informed
MSE-based loss at each epoch are presented in Fig. 10.

At the beginning of the training, the model performance
changes rapidly for both the objective value and the statistical
accuracy. Interestingly, the model converges to a specific range
where the accuracy loss closely aligns with the pre-trained
model, while leading to a reduction in the objective value.
The dashed boxes in the left-hand side subplots highlight the
epoch of the final selected model in Algorithm 1.

Figs. 10b, 10d, and 10f show the model determination
process (Step III in Algorithm 1) for the 6-zone, 10-zone, and
18-zone building, respectively. The blue point represents the
pre-trained model after Step I and the red point represents the
final model after Step III. The pre-trained model (epoch 0) is
very accurate since it is trained with the loss function £PPY
but the resulting costs are relatively high as the optimization
problem is not considered in the training. The pink region
corresponds to the preset accuracy tolerance range. During
the training process, one can see that a large part of the points
fall into the pink range, thus providing valuable candidate
model parameters. In the 6-zone building, the generated Pareto
set yields operation costs much lower than the initial black
point. In the 10-zone and 18-zone buildings, some intermediate
points during the training lead to higher costs than the pre-
trained model but many points still fall into the pink region.
This indicates that the proposed algorithm can reach Pareto
points with lower operation costs (while keeping a good
accuracy) by coordinating gradients adaptively.

To analyze the effectiveness of the proposed algorithm, we
compare it with the regular gradient combination with fixed
weights, i.e., g* = g + w - gV, where w is selected from
the set {0,1,2,3,4,5}. The operation costs of each case are
presented in Fig. 11, where the y-axis is the relative cost
difference compared with the proposed method, i.e., a positive
value means that the proposed method outperforms the regular
approach. It can be found that the gradient combination with
fixed weights can achieve lower costs when w = [0, 1, 2, 3] but
the costs increase beyond the proposed method with higher
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Fig. 10. Training process based on the proposed algorithm: (a), (c), and (e)
show iterative variations of both objective costs and accuracy losses; (b), (d),
and (f) show Pareto set for the determined model; (a)-(b), (¢)-(d), and (e)-(f)
are from 6-zone, 10-zone, and 18-zone building, respectively.
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Fig. 11. Comparison of operation costs of different cases on training and test
sets.

weighting values. As for the studied 10-zone and 18-zone
cases, the proposed method leads to the lowest costs. The cost
differences remain stable regardless of the weight w. For the
6-zone building, the decreasing weights can effectively reduce
the optimization costs, but it should be noted that, in practice,
it would be very difficult to find the optimal w-value in an
ex-ante fashion. Overall, these results indicate that the fixed
weight-based method, even if the optimal weight w could be
known in advance, can not always guarantee cost reduction in
the downstream optimization problem.
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TABLE V
MODEL PERFORMANCE OF 67- AND 90-ZONE BUILDINGS

Buildin Dataset Costs RMSE MAE R2
U &s atase MTO Proposed  vs MTO MTO Proposed  vs MTO MTO Proposed  vs MTO MTO Proposed  vs MTO
67-zone Train 2692.86 2683.09 -0.36% 0.2656 0.2710 2.03% 0.2011 0.2051 1.99% 0.9695 0.9682 -0.13%
Test 1352.95 1344.03 -0.66% 0.3779 0.3717 -1.64% 0.2896 0.2842 -1.87% 0.9384 0.9404 0.21%
90-zone Train 3549.62 3510.41 -1.11% 0.3587 0.3719 3.68% 0.2728 0.2989 9.57% 0.8690 0.8591 -1.14%
Test 1390.30 1386.95 -0.24% 0.4496 0.3649 -18.84% | 0.3359 0.2817 -16.14% | 0.7889 0.8610 9.14%

E. Scalability and Robustness Analysis

On the basis of existing building cases, we further verify the
scalability and robustness of the proposed method in buildings
with more complex structures. Here, a hotel prototype with
67 zones and an apartment prototype with 90 zones from
DOE are simulated. To further demonstrate the performance
difference between MTO and the proposed method, we still
compare them in 67-zone and 90-zone building cases. Firstly,
the performances of optimization costs and modeling accuracy
are comprehensively evaluated. The results are presented in
Table V. It can be seen that the proposed method can still
reduce optimization costs effectively compared with the MTO
method in the two cases. Similar accuracy performance can be
found in that the proposed method sacrifices some accuracy
in pursuit of operation cost minimization during the training
process. However, the proposed method can achieve lower
errors in the test set than the MTO method. It shows a potential
advantage of the proposed method to mitigate over-fitting risks
in MTO. The overly accurate training performance happens
in the model after the pre-train stage (i.e., the MTO model)
in Algorithm 1. Then the proposed method can improve this
situation by modifying the loss function during the fine-
tuning stage, where the over-fitting risks can be alleviated by
optimizing parameter update directions.

Furthermore, to make our case study more valuable to the
actual data-driven situations, we set different data missing rates
to simulate the limited data measurement scenarios in the real
world. Specifically, we assume various missing rates (i.e., 0.1-
0.5) of input features involving both power g and disturbance
variables . We then train models with corresponding input
data and simulate the performance in both optimization costs
and modeling accuracy. The results of optimization costs with
the increased missing rates are shown in Fig. 12. It can be
found that the optimization costs are merely influenced by
various data missing settings in both MTO and the proposed
method. Furthermore, we compare the modeling accuracy
performances in Fig. 13, where RMSE metrics are adopted
for evaluation. Similar to cost results, it can be found that the
model is robust to various missing rates with similar accuracy
performance. The increased missing rates will enlarge the
RMSE errors slightly but still be acceptable in training and
test sets.

F. Implementation Analysis

Based on the above case simulation results, this subsection
further explains how to incorporate the novel training process
into the practical Building Energy Systems (BEMSs) for
building temperature control [39]. Compared with the existing
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Fig. 12. Optimization costs with increased missing rates.
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Fig. 13. RMSE performance with increased missing rates.

approaches (e.g., optimal control and reinforcement learning-
based energy management problems), the proposed work
incorporates the modeling process into the decision-making
stage by designing decision-oriented loss functions for model
training. The major advantage is that it can achieve lower
decision costs in practical applications by training a more
cost-aware model. However, as shown in Subsection V.C, the
disadvantage mainly refers to the higher computational burden
of training caused by solving the downstream optimization
problem during each iteration.

To make the proposed work more efficient in practical
application, we introduce a feasible application mechanism
in BEMSs, which is shown in Fig. 14. Specifically, the
implementation procedure involves both offline model training
and online temperature control sectors. In the offline sector,
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Fig. 14. Implementation details of the proposed work in BEMSs.

relevant data are collected as input for the model training
process. The downstream optimization task for model training
corresponds to the actual control purpose in the central server
in BEMSs. The offline sector can avoid the high computational
time required during the model parameter update of neural
networks. After the model training process, the obtained model
is incorporated into the central server in BEMSs, which is re-
garded as the reference model for building energy management
(e.g., state-space function in optimal control methods). Note
that our proposed method highlights the modeling problem of
thermal dynamics, where the complex HVAC control actions
are simplified as cooling power signals.

VI. CONCLUSIONS

This paper presents a novel approach for learning the
thermal dynamics of buildings. We depart from traditional
methods that are trained to minimize statistical loss functions.
To that end, we aim to propose a new model training strategy
oriented by the objective of the downstream optimization
process. This objective is then enhanced with an auxiliary
accuracy metric to ensure that the learned model complies with
known physical constraints. The proposed method achieves
lower operation costs than the traditional accuracy-oriented
modeling methods for various types of buildings. The reduc-
tion in costs primarily stems from a decrease in violations
of temperature constraints, accompanied by additional gains
from improved power consumption schedules. This tends to
demonstrate that the proposed model has properly learned to
avoid zones leading to expensive costs.

In future research, the proposed decision-oriented strategy
can be extended to more diverse scenarios: (1) conduct thermal
dynamics modeling method under more complex application
scenarios (e.g., by accounting for frequency regulation, or
other market services) in order to explore the ability of the
method to capture more complex constraints; (2) incorporate
the decision-oriented strategy with model-free method (e.g.,
Reinforcement learning) to train cost-aware agents for real-
time temperature control; (3) consider both the uncertain
model parameters and forecasting disturbance terms jointly in
the building temperature control problem.
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