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Abstract

In order to evaluate the “usability in use” of GISMO, a domain-specific modelling language
for expressing gestural interaction, we have used the technique of “usability testing”, well-
known in user-centered interaction design to evaluate a product on its potential users. The
experiment was carried out with 12 people, all students or researchers in computer science or
mathematics. The results of the evaluation are reported upon in this technical report.

1 Introduction

GISMO is a domain-specific modelling language (DSML) that we have developed for specifying
gestural interaction in interactive applications. The language has been described in [4], and is
intended to be used on top of a gestural interaction framework described in [5]. The purpose of
GISMO is to facilitate the specification of gestural interaction models for non experts. An example
of a GISMO model, specifying the interaction behaviour of an archer, as part of some computer
game, is shown in Figure 1. A companion video showing the execution of this model can be found
on http://www.slideshare.net/tommens/gismo.

Figure 1: GISMO model specifying the gestural interaction to control an archer.

1



2 Usability Testing

To evaluate the “usability in use” of GISMO, we resorted to the technique of “usability testing”,
a well-known technique in user-centered interaction design to evaluate a product on its potential
users. More specifically, we used “hallway testing”: we asked a small group of randomly selected
people down the hall to test the usability of GISMO. Since we are working in a University, those
“random” people were all students or researchers in computer science or mathematics.

We asked all participants to conduct a short survey and to carry out the activity of developing
a gestural interaction model with GISMO in order to get insight in the usability of the language
and to get informed about any issues with the proposed language. The evaluation experiment was
structured in four steps.

1. First, a live 15-minute presentation of GISMO was given to each participant individually, with
the aim to present the main features of GISMO, since none of the participants had previous
experience with GISMO. The abstract and concrete syntax of GISMO was presented, and
the concrete example of a bow model (Figure 1) was presented. This example was used to
explain how to design interaction models, how to connect the model to a target application
thanks to the automatic generation of an interface and the use of a client/server connection,
and how to specify and verify domain-specific properties on a GISMO model.

2. After the presentation, the participants were asked to respond to a short survey (see Ap-
pendix A.1), containing a set of general questions to inform about their background knowledge
and their initial perception about the usability of the GISMO language.

3. Next, each participant was asked to create a simple interaction model specifying the interac-
tion of a user with a virtual book. The textual specification given to the participants was as
follows:

“By default, the book is stored in a bookshelf. A drag of the right hand towards
the user’s body has the effect of retrieving the book and place it in closed position
in front of the user. At this time, it is possible to store the book back in the
bookshelf by performing the inverse gesture (dragging the right hand towards the
screen) or to open the book by dragging both hands away from each other. Once
opened, the book can be closed back by dragging both hands towards each other.
When it is opened, pages can be turned by moving the right hand from right to
left or from left to right, thus changing the currently visualised page.”

A correct version of the corresponding GISMO model is shown in Figure 2.

4. After this modelling task, a second short survey was given to the participants (see Ap-
pendix A.2), in which they were required to respond to set of more precise questions about
GISMO.

3 Desired characteristics of GISMO

Our main goal was to evaluate the “usability in use” of the GISMO language, as defined by the ISO
9241-11 standard. This quality characteristic is subdivided into three usability measures:

• Efficiency : “evaluate if the system as a whole can be used to retrieve information efficiently”.
It can be measured by how quickly the user performs a task (time taken and number of steps).

• Effectiveness: “evaluate if the system as a whole can provide information and functionality
effectively”. It can be measured by counting the amount of errors during the task and after
task completion.
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Figure 2: Final version of the GISMO model for a virtual book interaction that was expected to
be modelled by the participants.

• Satisfaction: “look into the areas of ease of use, organization of information, clear labelling,
visual appearance, contents, and error corrections”. It can be measured through questionnaires
using Likert scales.

The evaluation experiment enabled us to evaluate these three usability measures as follows:

• Efficiency was measured by recording the duration of the modelling task (step 3), in minutes.

• Effectiveness was measured by counting the amount of errors made during the process of
creation of the GISMO book interaction model, as well as the number of errors remaining in
the final version of this GISMO model produced by the participant. Errors can be syntactic
(e.g., forgetting an arc linking a state and a gesture) or semantic (having a working model
that does not correspond exactly to its specification). We considered both types of errors,
except that for semantic errors, small conceptual differences were accepted (e.g., using a drag
instead of a move gesture for turning the book’s page was not considered as a mistake).

• Satisfaction was evaluated by means of the responses to the survey questions. Most responses
used Likert scales, with answers ranging from 1 to 5, 1 being the most negative and 5 the
most positive answer. Likert scales are commonly used in satisfaction assessment, as they
provide an easy way of categorising participants’ answers. As our Likert scale features ordinal
values (as opposed to nominalvalues, where the middle answer is a neutral answer), the best
way to analyse the distribution of answers is by using the median value.

4 Results of the evaluation

4.1 Profile of the participants

In total, the evaluation was conducted on 12 participants. To avoid bias, none of the participants
was previously involved in any way in the development or evaluation of GISMO or related arte-
facts. Out of convenience, all selected participants were working or studying in the department
of computer science or mathematics at the University of Mons, because this is where the GISMO
language has been designed. 5 participants were researchers in computer science (either postdoc
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or PhD students), 4 participants were PhD researchers in mathematics, and 3 participants were
master students in mathematics. Out of the 12 participants, 8 were male and 4 were female.

For an initial usability evaluation, a total of 12 participants is more than sufficient, since the
goal is not to get any statistically relevant results, but rather to obtain a fast and early feedback
on the main features of GISMO and on how its usability is perceived by non experts.

During the initial survey, participants were asked about their existing familiarity with three
well-known visual formalisms: Finite State Machines (FSM), (UML) statecharts, and Petri nets.
This question is relevant since GISMO’s syntax is based on the notion of states and events, while
its underlying semantics is based on formal languages. Participants with some knowledge on state-
based or event-based formalisms and visual languages are therefore more likely to achieve good
results while designing GISMO models than participants who do not. The results are summarised in
Figure 3. As could be expected given their education background, most respondents were familiar
with FSM, since it was part of at least one course in their current or past course programme. Only
one participant had no previous knowledge in any of the proposed formalisms.

FSM statechart Petri.net
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Figure 3: Familiarity with visual formalisms

Another initial question was “Do you have a clear idea of the complexity involved in creating
gesture-based applications ?” The responses are summarised in Figure 4 using a Likert scale. Only
one participant gave a maximum score of 5, since he was fully aware of the complexity involved in
developing gesture-based applications, having developed an interactive gestural application (un-
related to GISMO) in the context of his Masters thesis. The majority of the other participants
did not have a clear idea since they have never been involved in gestural interaction applications.
Globally, computer scientists claimed to have a better idea of the complexity involved than math-
ematicians (with a median value of 3/5 for computer scientists and 2/5 for mathematicians). All
participants have learned at least one programming language, but we can clearly claim that they
are mostly non expert in developing interactive applications.

4.2 Assessing “efficiency”

To assess efficiency, we measured the time taken by the participants to create the virtual book
interaction model. Table 1 shows, among others, the time (in minutes) taken by the participants
to create the book model. A median time of 12 minutes was needed. No significant differences
were observed base on the user’s profile (e.g., based on gender, occupation or scientific discipline).
The modelling task being rather small, the time taken by every participant was very consistent, as
shown by the boxplot in Figure 5. Most participants took between 10 and 13 minutes to complete
the task, which is fairly low.
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Figure 4: Answers to question “Do you have a clear idea of the complexity involved in creating
gesture-based applications?” using a Likert scale.

Discipline CS CS CS CS CS MA MA MA MA MA MA MA
Occupation RES RES RES RES RES STU RES RES RES STU RES STU
Gender | | | ~ | ~ ~ ~ | | | |

Time taken 9 13 14 12 12 12 12 12 11 10 13 13
(in minutes)
Errors during 1 0 1 1 1 0 0 1 0 0 1 2
Errors after 0 0 0 0 0 0 0 0 0 0 0 0

Table 1: Time taken by participants to model the book example, number of errors during modelling,
and remaining errors by the end of the modelling task. Legend: CS = Computer Scientist, MA =
Mathematician, RES= Researcher, STU = Student.

As a matter of comparison of the time it would take to carry out the same task with a traditional
general-purpose programming language, the first author has implemented the virtual book model
in Java. To this extent, he made use of the SwingStates API [2], which adds the notion of
state machines to the Java Swing user interface toolkit. This significantly facilitates the coding
of executable statecharts in Java, without the need to resort to a visual modelling language.
Being expert in the development of interactive applications involving gestures, and being used
to SwingStates, it took the first author 40 minutes and about 110 lines of code to create a Java
program equivalent to the book model created in GISMO. This is more than 3 times longer (for an
expert developer) than the average time it took (for non experts in gestural interaction modelling)
with GISMO to carry out the same task.

Of course, comparing a visual DSML approach with a classical programming language should
be done with care, to avoid comparing apples with oranges. The above experiment only intends
to give a rough idea of the difference in complexity between having to code the interaction using
a classical textual programming language as opposed to using the GISMO DSML. To make the
comparison fair, we did not require for the Java-coded approach to rebuild the entire underlying
GMOD framework on which GISMO relies. We made the assumption that a Java version of GMOD
was available and that high-level gestures were available as an API in Java. In this way, we only
need to code an interaction model (equivalent to the one in GISMO) in Java, and the comparison
between both approaches makes more sense. The Java code for the virtual book interaction model
is shown in Appendix B.

In addition to the time taken to write the Java code, we wanted to assess whether visual GISMO
models are easier to read and understand than the equivalent Java version. To this extent, we asked
the participants the following question: “According to you, which of the two representations of the
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Figure 5: Boxplot of the time (expressed in minutes) taken for carrying out the modelling task in
GISMO (virtual book interaction model).

virtual book interaction is the most readable and understandable: the GISMO model (Fig 2) or
the Java code (Appendix B)?”. We used a Likert scale, where 1 is in favour of Java and 5 in favour
of GISMO. The median score is 5/5, indicating a very clear preference for the GISMO notation.
We can thus conclude that, even when gestural interaction is specified in a high-level textual
programming language such as Java, with a complete available API for implementing statecharts,
it remains harder for non experts to read and understand than with GISMO.

4.3 Assessing “effectiveness”

Effectiveness can be assessed by counting the number of errors while designing a model, and once
the model is considered finalised by the designer. We only considered syntactic errors, and errors
that would lead a semantically incorrect model or would simply prevent the model from running
(such as not connecting the states to gestures). Possible such errors can be, among others, errors in
the precondition of a gesture (e.g. a minimum distance threshold to allow the state change), missing
variables, and inconsistencies w.r.t. the specification (such as associating the wrong direction to a
gesture, which results in an interaction model that does not behave as expected according to the
specification).

In a few cases, we accepted semantic errors as being conceptually alternative design choices.
For example, while designing the bow model, some participants chose a move gesture to turn the
pages, while other chose a drag gesture. Both solutions were considered as being correct.

After looking at the results in Table 1, we notice that the number of errors in the final model
were very low (sometimes one small error). While the modeling task was fairly simple, thus limiting
the amount of possible errors, the requested model has the size of a typical object to be modelled
in a gaming environment.

All identified errors occurred during the modelling task (see Figure 6 on the left, depicting
the total amount of errors committed during modelling). Five participants did not make any
error, 6 participants committed only one error and one participant committed 2 errors. The most
frequently occurring error (made by 6 out of 7 participants) was forgetting to add a global variable
representing the current book page.

Interestingly, none of the final models created by the participants contained any remaining
errors (see Figure 6 on the right). For example, during the modelling phase, some participants
forgot to add a state or gesture, but corrected their mistake when reading again the requirements
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Figure 6: Number of errors while designing the book interaction model (left), and after finishing
the model (right).

specification of the modelling task.
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Figure 7: In what type of context do you think GISMO might be useful ?

Gaming and domotics are, according to nearly all participants (see Figure 7), adequate contexts
for applying GISMO. In these contexts, we would model rather simple interaction models, with a
fairly low amount of states and gestures. In both contexts, too many states and possible actions
would make it difficult for the user to have a complete mental representation of what are the
possible ways of interacting with a certain object (e.g. locked chest or door in a gaming context,
shutters or lights in a domotics context).

4.4 Assessing “satisfaction”

To evaluate the global satisfaction, we processed the questionnaires and derived histograms to show
the distribution of answers among participants. Let us recall from Section 2 that the evaluation
of GISMO was done in four steps. Step 2 involved a survey with series of general questions, after
having presented the GISMO language to the participants. These questions are listed in Appendix
A.1. Step 4 involved more specific questions about GISMO, after each participant created the
virtual book interaction model in Step 3. Some questions asked in Step 2 were asked again,
considering that the users’ experience was likely to have changed after creating their own models.
Twelve additional questions are asked to the participants, as described in Appendix A.2.
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Assessing global satisfaction First we asked the participants whether they felt comfortable
with GISMO, and if they could easily understand the presented models. We can clearly see (left
histogram of Figure 8) that most participants have a very good understanding of GISMO models.
As another measure, the global satisfaction about using GISMO is depicted in the right histogram
of Figure 8. This question was asked after a presentation of the language and its features, and
after the participants realised the modelling task of the virtual book interaction model. We can
clearly see that everyone was globally satisfied about her experience with GISMO.

Perceived understandability

1=very complex, 5=very easy

F
re

qu
en

cy

0 1 2 3 4 5

0
2

4
6

8

Rated global experience

1=not satisfying at all, 5=very satisfying
F

re
qu

en
cy

0 1 2 3 4 5

0
2

4
6

8
10

Figure 8: [Left:] After the presentation of the language and of some examples, do you think GISMO
models are easy to understand ? [Right:] How would you rate your global experience with GISMO
to model gestural interaction ?

Making links between data Although we cannot say much about scatter plots, the most
relevant one is depicted in Figure 9. It shows on the abscissa the perceived complexity, related to
the perceived ease of integrating GISMO in software applications. While all but one participant
gave a score of 4 or 5 to the easiness question, the perceived complexity is much more scattered.
We can see in this graph that people with a good idea about the complexity involved in creating
gesture-based applications also found it very easy to integrate GISMO with target application. On
the other hand, the only participant that gave a note of 3/5 on the ease of integration is also not
so aware of the actual complexity involved in creating gesture-based applications (he also gave a
score of 3/5 to this question).
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Perceived Complexity vs Easiness to Integrate

Figure 9: Scatter Plot of “Do you have a clear idea of the complexity involved in creating gesture-
based applications ?” vs “Do you think it is easy to integrate GISMO in software applications (in
particular thanks to the automatically generated interface)”
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Separating computer scientists and mathematicians, or students and researchers mostly did not
have an important impact. Since we only had 12 participants, the data are insufficient to assess if
computer scientists are more or less comfortable using GISMO. This is an additional reason why
we only use simple histograms to display the answers given by the participants.

GISMO’s use and adequacy The next question relates to GISMO’s adequacy for expressing
gestural interaction, as shown in Figure 10. After the presentation of GISMO, but before creating
their own models, participants already agreed that GISMO is adequate, with a median answer of
4/5. After the exercise, the same question was asked. The results became even better with more
participants giving a score of 5/5. We can thus say that after a small training session, participants
were mostly thinking that GISMO is adequate for expressing gestural interaction.
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Figure 10: Question : Do you think GISMO is adequate for expressing gestural interaction with
objects ? (before and after the modelling task).
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Would you use GISMO?
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Figure 11: [Left:] Do you think it is easy to integrate GISMO in software applications ? [Right:]
Would you use GISMO if you have to integrate gestural interaction in your applications ?

Already depicted in the scatter plot of Figure 9, the histogram in Figure 11 (left) shows how easy
participants think it is to integrate GISMO in a software application. With a median answer rated
at 4/5, we can fairly say that most participants agreed on their opinion. The next question asked
was whether they would actually use GISMO if they had to develop gesture-based application.
The results are displayed in Figure 11 (right). With a median answer of 4/5, many people are
convinced enough by the GISMO approach that they would actually use it, because they find it
easy and straightforward to use. Two participants gave a score of 3/5 and justified their answers
by saying that they would first have a look at the existing possibilities to develop gesture-based
applications in order to make a more informed decision. These two participants are both researchers
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in mathematics that do not have a clear idea of the complexity involved in creating gesture-based
applications.
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Figure 12: [Left, before exercise:] Do you think it is simple to create GISMO models to specify 3D
gestural interaction with objects? [Right, after exercise:] Do you think GISMO is easy to use?

When inquiring how easy it was to use and create GISMO models (Figure 12), before the
modeling task participants agreed with a median rating of 4/5 that models are fairly easy to
create. After the modelling task, the rating became even better, as 9 participants over 12 gave a
5/5 rating to the question. The median response rating is 5/5 is very good and comforts us in our
belief that GISMO is promising and well received by non-experts in gesture-based development.

Figure 13 depicts the participants’ perception about visual syntax. Most participants found
the visual syntax to be adequate with a median value of 4,5/5. Participants also agreed that
the visual syntax is easily changeable (median value of 4/5). The lowest scores (two participants
gave a 2/5 score to the second question) were given by two mathematicians, one student with
almost no background in software development and one researcher with low background in software
development. Since changing the concrete syntax may require modifying the GISMO metamodel,
it appeared more complex for them to achieve. Changing the icons of GISMO is achievable by
anyone, but more complex modifications such as replacing the precondition from text to a more
visual representation would indeed involve some expertise in the development of DSML and should
thus be left to language developers.
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Figure 13: [Left:] Do you think the visual syntax is adequate? [Right:] Do you think changing the
concrete syntax of GISMO is easily achievable?

Properties in GISMO During the presentation of the GISMO language, we explained to the
participants how specification and verification of domain-specific properties can be achieved on
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GISMO models, thanks to the ProMoBox approach [6]. Properties can be expressed at the DSML
level, and potenial counter-examples can be viewed as an execution trace of a GISMO model. Most
participants were really satisfied with this approach as they gave a median rating of 4/5 to the
question. Researcher in mathematics give a higher rating to the question (with a median of 5/5)
since most of them have some knowledge about model checking and found it very convenient to
express properties at a higher level of abstraction than by using logic-based formalisms such as
linear temporal logic.
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Figure 14: According to you, how easy is it to specify properties in GISMO?

State-based formalism All but one participants were familiar with state-based formalisms (see
Figure 15). With a median score of 5/5, they seemed convinced that using a state-based formalism
for modelling gestural interaction is adequate. This supports the claims defended by Buxton [3]
that state-based and event-based approaches are adequate for expressing interaction.
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Figure 15: According to you, is the notion of states and gestures adequate?

Particular participants Now that all questions of the survey have been reviewed, let us have
a closer look at the responses of two particular participants.
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The first one is a mathematics student with no knowledge of any state-based formalism (she
only had 1 year of Python programming, then took a physics orientation). She also has no idea
of the complexity involved in creating gesture-based applications (she gave a 1/5 answer). When
looking at her answers, she gave a 4/5 or 5/5 score to every question except for the easiness to
specify properties (3/5). She added in free comments that GISMO is a really interesting approach
and that it could be used to teach programming to secondary school students.

The second case is also a student in mathematics who, as opposed to the previous case, is
involved in the creation of gesture-based applications in the context of his Masters thesis. His
actual work does not involve any DSML nor any formal models. Everything in his project is coded
in C++. He reviewed GISMO with an important interest and gave a 5/5 score to all questions,
arguing that everything was simpler with GISMO than with traditional techniques based on coding
and using classical code-based APIs. Of course, we cannot generalise any conclusions from these
two specific participants, but it still provides us some very interesting feedback on how people react
to GISMO, depending on their technical background.

Analysing free comments We received some textual feedback by participants who answered
the open questions 13 and 15. Let us review and argue the different comments that were given.

Question 13 asked how GISMO could be improved:

• A first feedback indicated that the notion of guard may not be intuitive for people that
are unfamiliar with formal languages. A more visual representation could help reducing the
difficulty to express such preconditions.
A: Having a more visual representation for preconditions is indeed an interesting remark and
could be proposed in future work.

• Being able to combine gestures could reduce the number of transitions, especially if different
gestures can lead to the same destination state.
A: The notion of “or” is actually expressed by creating multiple gestures sharing the same
source and destination states. Improving GISMO’s syntax in such a way that different
gestures could be expressed in a unique box is a good idea, although it could also reduce
readability if we have more than 2 possible gestures.

• Creating composite gestures in GISMO to manipulate higher-level symbols, by combining
a sequence of gestures and associate it to a new high-level gesture with a particular icon
syntax.
A: This is something we have already thought about and that is planned as future work.

• The notion of state may not always be adequate, especially for more complex interactions,
such as controlling a robot.
A: State-based languages have multiple advantages and also have their limitations. GISMO
does not target complex and really precise gestural interaction, which is typically needed in
robotics.

• GISMO should be integrated as part of the modelling framework so that we can create an
IDE that uses GISMO itself to create GISMO models.
A: This is a really interesting feedback. We have made some research on this topic which
lead to an exploratory research paper [1].

• Being able to automatically propose a layout for organising the GISMO model that is being
created.
A: Some state of the art techniques exist to provide such automatic layout. This could be a
feature of a future version of GISMOs.

Question 15 asked about the important elements which are not present in GISMO and that
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participants would like to find in such language. Less comments were made here since most
participants are not expert in the development of gesture-based applications:

• One participant realised that independent models could run in parallel but made a point
about the impossibility to communicate between the different models.
A: At this moment, we do not have communicating models, and we are fully aware that this
is an issue for scalability. However, our underlying framework (GMOD) already has such
feature. It has just not been integrated in GISMO yet.

• Another participant wondered about the ability to cast actions when in a certain state.
A: With 15 minutes of presentation, it was not possible to present all existing features of
GISMO. This is however possible by using the exit action code, which can refer to an object
of any type, on which methods can be called. This mechanism can be used to cast messages.

• The last remark is related to GISMO’s syntax and is concerned about being able to have many
outgoing arrows from a single gesture to different states, according to different preconditions.
A: Once again this is an interesting feature which could be added, but can also lead to reduced
readability of GISMO models. These kind of features have to be assessed and reviewed before
being integrated.

5 Conclusion

In this technical report, we have assessed the usability in use of GISMO, a DSML for expressing
gestural interaction. We evaluated efficiency, effectiveness and satisfaction on 12 participants that,
except for one participant, had no experience in the development of interactive applications. We
can conclude that GISMO has been well received by the participants, that are globally very satisfied
of their experience with the language.

At the level of efficiency, we measured that, only a median time of 12 minutes is needed to
create a fully functional model of a simple book in a virtual application. Coding the same model
in Java took 40 minutes by the first author, who is an expert in the development of gesture-based
applications. Models created in GISMO are also more easy to read and understand because the
proposed visual approach helps the developers to have a global view over the possible states and
gestures of the model, which is not the case of a coded approach, which requires more time and
effort to process and understand.

Considering effectiveness, the amount of errors during the task of designing a virtual book
interaction model and after finishing its creation have been recorded. By the end of the exercise,
none of the 12 participants validated an incorrect model, thus leading to a perfect score. During
the completion of the task, 6 participants forgot to model the active page of the book with a
variable. They all discovered the mistake before validating their model by proofreading the textual
specification of the modelling task. These results are very good, but they must be mitigated by the
fact that only one simple exercise was given to the participants. However, in a gaming context, the
possible interaction with virtual objects are generally limited, thus resulting in small and easy to
design models. One should also consider that only 15 minutes of training was given before asking
the participants to create their own model, implying a very low learning curve. During the creation
of the models, a certain freedom was given when it comes to the gesture allowing to turn the pages.
The exercise statement stated that “when the user moves his left hand from left to right (resp. from
right to left) the next (resp. previous) page of the book should be displayed.” Some participants
used a move gesture while others used a drag gesture to turn the pages. We did not consider this
as an error since it is more a design choice due to an incomplete requirements specification. It is
also one of the goals of designing executable models to give a non expert in gestural interaction the
ability to execute or simulate his designed models and to facilitate exploration of different design
alternatives.
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Assessing the satisfaction of participants was done through questionnaires, mostly using Likert
scales. Global satisfaction is very high, with a median score of 5/5. Participants also believed that
GISMO is adequate for expressing gestural interaction with a median score of 4/5 after creating
their own GISMO model. Trying to separate participants according to their profile did not give
any interesting results since everyone mostly seemed to give good scores for all the questions that
were asked.

The low number of participants makes it difficult to make any generalised conclusion. All
we can say is that GISMO seemed to raise the interest of all the involved participants. Based
on that conclusion, we believe that continuing its implementation towards a full-fledged tool for
prototyping gesture-based applications is the way to go.

Some participants gave some pieces of advice that were interesting for the future versions of
GISMO. It was interesting to see that many participants proposed improvements that were already
planned as future work. This is especially the case for features including creation of composite
gestures and communication between models.

In conclusion, thanks to this usability testing of GISMO, we believe that using a DSML ap-
proach for developing gesture-based application is a good approach. In particular, non experts were
convinced that it is easy to create GISMO models and to use them for developing gesture-based
applications.
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Appendices

A List of survey questions

A.1 List of questions asked after presentation of GISMO

1. What is your discipline?

2. What is your occupation?

3. Are you familiar with at least one of these formal languages? (FSM, UML Statecharts, Petri
Nets, Other)

4. Have you ever developed interactive applications involving gestures or touch?

5. Do you have a clear idea of the complexity involved in creating gesture-based applications?

6. After the presentation of the language and of some examples, do you think GISMO models
are easy to understand?

7. After the presentation of the language and of some examples, do you think it is simple to
create GISMO models to specify 3D gestural interaction with objects?

8. Do you think GISMO is adequate for expressing gestural interaction with objects?

A.2 List of questions asked after designing the virtual book interaction
model

9. How would you rate your global experience with GISMO to model gestural interaction?

10. Assuming that GISMO is fully developed and part of an integrated development environment
and you are developing multimedia application, would you use GISMO if you would have to
integrate gestural interaction in your applications?

11. Do you think GISMO is adequate for specifying gestural interaction with objects?

12. Do you think GISMO is easy to use?

13. According to you, how could GISMO be improved? (open answer)

14. Do you think the visual syntax is adequate?

15. What are, according to you, the important elements that are not present and that you would
like to find in such language? (open answer)

16. Do you think changing the concrete syntax of GISMO is easily achievable?

17. According to you, is the notion of states and gestures adequate?

18. According to you, how easy is it to specify properties in GISMO?

19. Do you think it is easy to integrate GISMO in software applications (in particular thanks to
the automatically generated interface)?

20. In what type of context do you think GISMO might be useful? (Gaming, Domotics, Multi-
media, Healthcare, Automotive, Other)

21. According to you, which of the two representations of the virtual book interaction is the most
readable and understandable: the GISMO model (Fig 2) or the Java code (Appendix B)?
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B Java code of the virtual book interaction model

The following Java code represents an implementation of the virtual book interaction model. The
SwingStates API is used for implementing state charts in Java. We also assume that a Java version
of GMOD is available and that high-level gestures are available as a Java API.

Transitions are triggered when high-level gestures are received by the statechart model. For
example, in the stored state, going to closed state is possible when a drag event is received.
Preconditions can be specified by defining a guard on the transition. The active context is an
instance of the GMOD framework, on which a method invocation can be performed when an event
occurs. This allows to ask for the parameters of the occurred gesture (distance, body limb used,
direction).

import fr.lri.swingstates.sm.State;

import fr.lri.swingstates.sm.StateMachine;

import fr.lri.swingstates.sm.Transition;

import fr.lri.swingstates.sm.transitions.Event;

public class SwingstatesGISMO {

private static StateMachine sm;

private static Context context = new Context();

private static int pmin = 1;

private static int pmax = 100;

private static int page = 1;

public static void main(String[] args) {

sm = new StateMachine() {

public State stored = new State() {

Transition retrieve = new Event("drag", ">> closed") {

public boolean guard() {

return context.getDist() > 30.

&& context.getHand().equals("left")

&& context.getDirection().equals("BW");

}

};

};

public State closed = new State() {

Transition store = new Event("drag", ">> stored") {

public boolean guard() {

return context.getDist() > 30

&& context.getHand().equals("left")

&& context.getDirection().equals("FW");

}

};

Transition openb = new Event("zoom", ">> open") {

public boolean guard() {

return context.getDist() > 30

&& context.getDirection().equals("AW");

}

public void action() {

page = 1;

}
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};

};

public State open = new State() {

Transition turnleft = new Event("move", ">> open") {

public boolean guard() {

return context.getDist() > 30

&& context.getHand().equals("left")

&& context.getDirection().equals("LF");

}

public void action() {

page++;

if (page > pmax) {

page = 100;

}

}

};

Transition turnright = new Event("move", ">> open") {

public boolean guard() {

return context.getDist() > 30

&& context.getHand().equals("left")

&& context.getDirection().equals("RG");

}

public void action() {

page--;

if (page < pmin) {

page = 1;

}

}

};

Transition closeb = new Event("zoom", ">> closed") {

public boolean guard() {

return context.getDist() > 30

&& context.getDirection().equals("TW");

}

};

};

};

}

}
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