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Abstract 

Background

This article explores the potential of Artificial Intelligence (AI) to 
replace the human factor in the analysis of emotions within financial 
decision-making contexts. The background of this study is as follows: 
growing reliance on Artificial Intelligence for text analysis, 
understanding its capacity to detect emotional patterns is particularly 
relevant in fields where emotional dynamics significantly influence 
behavior, such as trading.

Method

Our research method is based on a three-day trading experiment 
involving students, during which participants made decisions under 
conditions of uncertainty. At the end of the experiment, each 
participant wrote a free-form report describing their emotional 
experience. We applied four different Artificial Intelligence tools to 
analyze these texts and compared the results with those obtained 
through a traditional lexical analysis method. AI tools provided 
relatively consistent and coherent assessments of the general 
emotional tone in the texts.

Results

Our results suggest that they successfully identified dominant 
emotions such as fear, disappointment, and hope. However, the 
ability of Artificial Intelligence to detect more nuanced or mixed 
emotional states was limited. In contrast, traditional lexical analysis 
offered greater sensitivity to emotional complexity. Although both 
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approaches converged on broad emotional tendencies, divergences 
appeared when addressing subtle or context-specific emotional shifts. 
Our findings suggest that AI can serve as a useful preliminary tool in 
the analysis of emotions in written texts, especially for identifying 
dominant patterns.

Conclusion

In conclusion, according to us, due to its limitations in detecting 
emotional nuances, Artificial Intelligence should be integrated into a 
hybrid analytical approach. Combining Artificial Intelligence with 
traditional or human-led analysis enhances both the precision and 
depth of interpretation. We argue that a hybrid model avoids the 
oversimplification of emotional data and better reflects the complexity 
of emotional dynamics in decision-making under uncertainty.

Keywords 
emotion analysis, qualitative research, stock markets, Artificial 
Intelligence, lexical analysis.
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Introduction and state of the art
Emotion recognition is a widely analyzed issue in recent literature. From the survey of 142 journal articles by Khare et al.
(2024),1 it appears that models of emotion understanding generally take into account physical (facial and vocal
recognition) and physiological (electroencephalogram, electrocardiogram, skin sudation, heart rate and eye tracking)
signals, in different contexts: education and pedagogical strategies,2,3 the medical field,4 in the industrial sector,5,6 etc.
Several authors emphasize the need to use different measurement instruments simultaneously in order to approach the
psychological and emotional reality of individuals.7

Unlike the analysis of vocal speech and micro-expressions on the face, the topic of textual analysis and the emotions it
carries is rarely addressed in scientific studies.8 The studies (see,9 for an exhaustive list of techniques) focusmainly on the
classification of emotions or the level of polarity of emotions with different scales of measurement (e.g. very positive,
positive, neutral, negative, very negative). Deep learning and machine learning seem to be the most commonly used
methods for this issue.10 According to the results of the study by Machová et al. (2023), the combined use of 1D
convolutions (to extract local characteristics) and LSTMs (Long Short-Term Memory) achieves 91% accuracy in the
classification of six basic emotions.11 In addition, Bharti et al. (2022) demonstrate that the combined use of deep learning
(e.g., convolutional neural networks) and machine learning techniques resulted in high levels of accuracy in the
assessment of emotions (happiness, disgust, fear, surprise, anger, and sadness).12 In order to assess emotions and their
intensity (positive, negative and neutral) in written documents, the effectiveness of the combined use of deep learning and
machine learning has also been confirmed.13 Furthermore, in their survey of the different measurement instruments,
Murthy andKumar (2021) emphasize the importance of comparing and combining computational and lexical approaches
for the detection of emotions from textual data.14

Approaches focusing onArtificial Intelligence in the field of qualitative research seem less present in literature, which can
largely be explained by the recent nature of their use. As qualitative research is based on the reduction of data into codes
and categories that facilitate synthesis and interpretation, Artificial Intelligence could be a tool to help generate codes,
given the appropriate control of prompts and parameters to adjust requests to the orientation of the research.15 In addition,
analyses emphasize the importance of prompt designs (for example, in the case of Amazon Mechanical Turk, a question
asking whether a word is associated with an emotion leads to better results than asking whether a word evokes an
emotion),16 the accurate presentation of the analysis context, the focus on the chosen methodological perspective as well
as the analytical process and the definition of data formats.17

Contributions from qualitative research18,19 highlight time savings through the use of Artificial Intelligence (for example,
in comparison with the time required for manual coding and following a rigorous analysis procedure)20; on the other
hand, artificial intelligence would be more effective for the identification of specific themes that are not subject to
interpretation than more subtle themes. Artificial intelligence would therefore be mainly useful in the early stages of
analysis (for example, the creation of causal link diagrams).21 In the recognition of emotions, given their complexity and
their nuanced nature, the unclear nature of emotional boundaries and the incompleteness of emotional information, this
latter observation is of main importance, which complicates the task of assigning a specific emotional category.22

One of the limitations of Artificial Intelligence is its inability to generate emotion,23 so the question that naturally comes
to mind is its ability to perceive, name and even measure emotions. Thus, even if the use of Artificial Intelligence is an
option for qualitative research, different authors question its place in the general methodological approach and insist
on the role of the human factor in monitoring and interpretating the results.24 There is no optimal method applicable to
all contexts and, in all cases, careful reading and rigorous validation by researchers would also be necessary.25 Many
authors have emphasized the need for a hybrid approach, combining Artificial Intelligence and analysis using human
methods.26–29

Based on these different strengths (saving time, prior analysis of large amounts of data) and weaknesses (the difficulty of
addressing the nuance of subtle elements), our research questions are as follows:

• DoArtificial Intelligences make it possible to identify the emotional patterns in written documents in a uniform
manner, regardless of the Artificial Intelligence selected?

• Do Artificial Intelligences reach the same conclusions as traditional lexical measurement tools?

Sampling, materials and methods
Sampling and general methodological orientation
In order to answer the two research questions above, we will take into consideration written data by eight students
studyingManagement Sciences at theUniversity ofMons (Belgium)who took part in an experiment in the field of trading
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over three consecutive days (from January 27 to 29, 2025). All participants were adults (aged 18 years or older) and
provided written informed consent prior to participating in the study. Consent was obtained using printed forms (the
consent form is available in the “Data Availability” section), in accordance with ethical guidelines for research involving
human participants. Although the experiment was conducted on a student population (all students were over 18 years of
age), no manipulation was carried out: in practical terms, they remained seated in front of a computer for several hours
without any physical interaction with the organizers. Finally, no intrusive technology was used, and no neurophysio-
logical measurement tools were used. For all these reasons, how the experiment was designed does not fall within the
scope of the Helsinki guidelines. Helsinki guidelines concern medical research involving human participants, but in our
case, this is not medical research at all, but simply using written documents.

Using student populations in the field of experimental finance seems to make sense.30–33 Referring to the study by Dorn
and Sengmueller (2009), we keep in mind, however, that students not directly interested in the financial value of
portfolios may tend to overplay.34 The adaptations presented below, however, are made to moderate this limitation.

Financial constraints mainly determined the number of students selected (students were paid to take part in the
experiment). Over the three days, the students were asked to place orders on the basis of a portfolio consisting of
40 French stocks (CAC40 index) and a virtual portfolio of 100,000 euros. No instructions were given by the organizers on
the number of transactions to be carried out, nor in terms of their volume. It was also planned to reward the highest
financial portfolio in order to highlight the development of differentiated emotional patterns over time. The various
experiments conducted since 2019 on the issue of decision-making on the stock markets have given us the opportunity to
consolidate our experimental protocols.35,36

In terms of methodology, we use an analysis from experimental finance and supported by qualitative analysis tools. This
double orientation reflects an evolution in the field of financial research. Indeed, in the ‘80s, Grether (1981) noted that
experimentation was generally conducted by researchers in psychology but very little in finance.37 Under the influence of
behavioral finance and better control of some technological tools, research methods have tended to shift.38 Bloomfield
and Anderson (2009) also argue that experimentation is underused in the financial field but would be useful for testing
behavioral finance and biases.39 Controlled manipulations would also have the advantage of building an environment in
which a causal theory of phenomena could be assessed with a high level of validity.40

Thematerial collected at the end of this experiment included trading notebooks in which the different transactions carried
out and their financial volume were recorded, data collected through participant observation, semi-structured interviews,
as well as written documents at the end of the experiment aimed at presenting how the experiment had been emotionally
experienced by the participants. For answering our research questions, we will mainly focus on this last material.

Stock market context and trading strategies
The experiment took place during a bear market, even if the losses were relatively small, as shown in Table 1.

Through participant observation, we noticed that the students took a very strong personal interest in the (virtual) portfolio.
In other words, they seemed to be emotionally affected by the negative variations in the financial value and, as they
experienced disappointment after disappointment, a feeling of abandonment seems to have developed (some students
hardly placed orders at all on the last day). This finding is also supported by the trend in the number of transactions over
the three days (Table 2).

Through participant observation, we noticed that the students took a very strong personal interest in the (virtual) portfolio.
In other words, they seemed to be emotionally affected by the negative variations in the financial value and, as they
experienced disappointment after disappointment, a feeling of abandonment seems to have developed (some students

Table 1. CAC40 Index,DJ30 Index,NASDAQ100 IndexandTOPIX Indexperformanceover theexperimentation
period.

Date January 27, 2025 January 28, 2025 January 29, 2025 Total

CAC 40 -0,0003 -0,00012 -0,0032 -0,0036

DJ 30 0,0065 0,0031 -0,0031 0,0065

NASDAQ 100 -0,0297 0,0159 -0,0024 -0,0162

TOPIX 0,0026 -0,0004 0,0068 0,009
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hardly placed orders at all on the last day). This finding is also supported by the trend in the number of transactions over
the three days (Table 2).

It should be noted that at the end of the three trading days, seven out of eight portfolios lost financial value, but two of them
outperformed the CAC 40 index (Table 3).

In a bearmarket, the question is no longer about being the best, but about being less bad than the others. In other words, the
rewardwould be achieved through a passive strategy, since the risks taken seem to result in financial losses. This behavior
also helps to limit regrets. The accumulation of negative experiences does indeed cause emotional discomfort and
withdrawal.41 Based on the combined findings of the participant observation and the development of a withdrawal
strategy, we postulate that the emotions developed must have had negative charges.

Selected analysis tools
As specified in the methodological presentation, at the end of the three-day experiment, the participants were asked to
write down the moments perceived as decisive and central for them, as well as all the events that had affected them, both
positively and negatively. The participants were free to choose the format, length and degree of detail of their explanation
(see Table 4). Our approach is in line with different authors who demonstrate the importance of written documents for
understanding emotions and their effects.42,43 The emotional patterns expressed in the comments will be identified by
four artificial intelligences (ChatGPT, Grok, DeepSeek and Yiaho) and by a lexical approach involving only human
intervention. The use of a lexicon to identify emotions from textual data is one of themain analysis techniques for emotion
recognition.44

Table 2. Trading strategy for three days of experimentation.

Total
D11

B2 S3 Total
D2

B S Total
D3

B S Total B S

I.1. 21 12 9 18 15 3 8 5 3 47 32 15

I.2. 28 17 11 8 4 4 7 3 4 43 24 19

I.3. 17 15 2 4 1 3 2 1 1 23 17 6

I.4. 49 28 21 14 10 4 12 9 3 75 47 28

I.5. 17 11 6 20 10 10 16 7 9 53 28 25

I.6. 13 10 3 2 1 1 0 0 0 15 11 4

I.7. 13 9 4 9 6 3 1 0 1 23 15 8

I.8. 11 10 1 9 3 6 16 8 8 36 21 15

Total 169 112 57 84 50 34 62 33 29 315 195 120

Mean 21,12 14 7,12 10,5 6,25 4,25 7,75 4,125 3,62 39,37 24,38 15

1Day.
2Buy.
3Sell.

Table 3. Participants’ ranking at the end of the experience.

Ranking Participant Portfolio value Change in % Net change in %1

1 I.7. 100213,73 0,21% 0,57%

2 I.3. 99887,01 -0,11% 0,25%

3 I.6. 99394,53 -0,61% -0,25%

4 I.4. 99314,31 -0,69% -0,33%

5 I.2. 98400,4 -1,60% -1,24%

6 I.1. 98249,79 -1,75% -1,39%

7 I.8. 97850,6 -2,15% -1,79%

8 I.5. 97503,76 -2,50% -2,14%

1Portfolio Change – CAC40 Change.
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Lexical approaches are based on an analysis of the words from the text, each of which is assigned a score indicating
whether it can possibly be linked to a given emotion (0means no association and 1 implies an associationwith one ormore
emotions). Among existing lexicons, the NRC Emotion Lexicon and DepecheMood++ are the most frequently used for
emotion detection from text data.45 We selected the NRC Emotion Lexicon because it covers a wider range of emotions
than DepecheMood++, which is limited to the six basic emotions defined by Ekman (1992).46 The NRC Emotion
Lexicon is based on Plutchik’s theory (1980) and classifies words according to eight emotions: anger, fear, anticipation,
disgust, happiness, sadness, surprise and confidence.47 It also includes a valence dimension (positive or negative) that
indicates an emotion’s level of pleasure in accordance with Russel’s model,48 thus offering another perspective for
analyzing the emotions detected in a text.49 From our perspective, valence can be associated with polarity.

Results
Descriptive statistics of written documents
Prompt selection procedure
Several prompts were developed in the analysis carried out by artificial intelligence to ensure the correct understanding of
what was required. Thus, initially, we worked on the basis of the following prompt:

With reference to the following emotions (anger, anticipation, disgust, fear, joy, sadness, surprise, trust), give me the
emotional combination and the proportion related to these emotions considering the following sentences.

Artificial Intelligence (ChatGPT) provides emotional scores (percentages), explains the reasons underlying this choice in
three or four sentences, produces a summary table of the results and a general conclusion.

The explanations, which are presented in detail for each of the emotions considered, seem logical and some nuances are
also provided, for example:

This sentence is mainly focused on sadness and disappointment, with a slight touch of disgust and anger about the
situation (ChatGPT).

After reading the explanations provided by the Artificial Intelligence (ChatGPT) and related to the analysis of some
written sentences, we noticed that, in themind of Artificial Intelligence, the emotion linked to confidence could have both
a positive connotation (an improvement in self-confidence) and a negative one (a loss of self-confidence), whereas, in the
selected theoretical classification, confidence is only considered in the positive sense.

Confidence: the participant expresses a low level of confidence, particularly in the expertise of others, estimated
proportion: 30% (ChatGPT).

To overcome this limitation, we decided to replace confidence with optimism in the prompt, which was as follows:

Prompt 1: Referring to the following emotions (anger, anticipation, disgust, fear, joy, sadness, surprise, optimism), give
me the emotional combination and the proportion related to these emotions considering the following sentence.

Table 4. Descriptive statistics of written documents analyzed.

Number of
Documents

WD 1,
Words

WD 2,
Words

WD 3,
Words

WD 4,
Words

WD 5,
Words

WD 6,
Words

WD 7,
Words

Mean

I.1. 6 42 36 25 50 37 25 35,833

I.2. 7 65 76 40 65 40 39 13 48,286

I.3. 4 33 14 7 16 17,500

I.4. 3 31 26 17 24,667

I.5. 7 63 60 35 39 35 38 17 41,000

I.6. 5 26 34 29 21 41 30,200

I.7. 6 59 65 32 30 19 24 38,167

I.8. 7 36 34 42 40 35 31 31 35,571

Total 45
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Firstly, the results from this prompt resulted in total emotional percentages, in some cases above one and in other cases
below one. Following these results, which seemed surprising to us, ChatGPTwas asked to understand the reasons behind
them. The explanations given by ChatGPT were as follows:

More than 100% (ChatGPT): The sum of the percentages may exceed 100% in some cases due to the multiplicity of
emotions felt simultaneously or empathy shared with different emotions. In the passages provided, it is possible that
several emotions were present at different degrees at the same time, which explains why the percentages do not always
exactly total 100%.

Here are some reasons why this might happen:

1. Multiple simultaneous emotions: A complex emotional situation can include several simultaneous emotions.
For example, a person may feel anticipation while also being surprised by an event that occurs. Each emotion is
then analyzed separately, resulting in percentages that, when added together, exceed 100%.

2. Contradictory emotions: Sometimes a person can feel both positive and negative emotions, which can lead to a
greater diversity in proportions. For example, fear or uncertainty can coexist with optimism or happiness, thus
increasing the diversity of emotions and, consequently, of proportions.

3. Approximations and variations in the analysis: When analyzing emotions in a text, there may be subtle nuances
in the way an emotion is perceived and expressed. This can lead to slight variations in the allocation of
percentages to each emotion, which, in some cases, can result in the sum of the proportions exceeding 100%.

In the case of a result less than one (ChatGPT): The sum of the percentages may be less than 100% in some cases for
several reasons:

1. Unexpressed emotions: If certain emotions are not present or have not been identified in a given passage, this
can result in a sum of less than 100%. For example, if the passage does not mention any form of sadness or
happiness, these emotions would not be considered in the analysis, which could lead to percentages of less than
100%.

2. Dominant emotions prioritized: During the analysis, certain emotions may dominate or be much stronger than
others, so that only the main emotions are identified, and the weaker ones are left out. This can result in a sum
that covers only part of the emotions present, with proportions not totaling 100%.

3. Emotional nuance: Some emotions may be subtle or not explicitly expressed in the text. For example, slight
anticipation or optimism may not be strong enough to be fully counted, resulting in a sum of less than 100%.

4. Complexity of human emotion: Human emotions are often nuanced and can overlap in subtle ways. In some
cases, some emotions may be too subtle or difficult to identify precisely to be counted, thus reducing the sum of
the percentages.

5. Adjusting percentages: Sometimes percentages are adjusted to exact numbers, which can result in a total of less
than 100% due to adjusting inaccuracies.

6. Distribution of emotions: If a passage expresses an emotion in a more general or indirect manner, it may not be
attributed as much importance as other more obvious emotions, which can also contribute to a sum that is less
than 100%.

To address this issue, ChatGPT offered the following answer: To correct this phenomenon in a more rigorous analysis, it
would be necessary to adjust the proportions so that their sum is 100% (ChatGPT).

Secondly, ChatGPT placed emotions that it was unable to quantify in an “Other” category. In some cases, this represented
more than 20%of the results and the percentages for this category exceeded the percentages for the other emotional labels.
It should be noted that the other three Artificial Intelligences selected did not highlight this category.
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Based on these two elements, we reformulated the prompt as follows:

Prompt 2: Referring to the following emotions (anger, anticipation, disgust, fear, joy, sadness, surprise, optimism), give
me the emotional combination and the proportion related to these emotions. Considering the following sentence, give me
the percentage of emotions not specified in the list and reach a total of 100%.

Both prompts were used for each written document from each participant. Based on the results from the texts, emotions
were identified, and we calculated averages for each emotion given by the Artificial Intelligences.

Results analysis
Results from Prompt 1

It should be noted that due to the many limitations related to prompt 1, we do not include here the lexical analysis in our
results. It will only be carried out for prompt 2. To avoid making the paper too long, we decided to work in terms of
emotional couples (see Table 5) which include the two most important emotional components for each Artificial
Intelligence (in some cases, the percentages were similar and therefore three emotional labels were taken into consider-
ation). In theappendix to thearticle, there is anexample foroneparticipantof the results fromthe first prompt (seeTable14).

Table 5 shows a lack of homogeneity in the results given by the Artificial Intelligences. Sadness seems to be much less
present for ChatGPT than for Grok, DeepSeek and Yiaho. As mentioned, the category “other emotions” (main emotional
component for I.3. and I.6., secondary for I.2.) could hide some emotional nuances not included in the ChatGPT results.
This table also highlights the relative homogeneity between DeepSeek and Yiaho’s results.

Considering all the emotional charges in the couples, sadness seems to be the emotion most commonly felt, which could
be explained by the degraded context in which the experiment was organized (see Table 6). Some emotional combina-
tions may seem surprising, for example (sadness, anticipation). The explanation we put forward for this example is that
the expectations of some participants (the second component of the combination) were not met and this lack of
satisfaction led to the development of sadness. One of the major limitations of Artificial Intelligence when considering
a couple’s approach is the difficulty in perceiving the extent to which one component could influence the other.

Negative emotions dominate our findings (see Table 7), even though the results related to positive emotional charges
suggest that emotional complexity may also have resulted in emotional nuances, which are not given by Artificial
Intelligences. For example, as previously indicated, there are questions about the transition from one emotion to another
and about what is included in the “other” category, which we have classified with a neutral emotional label without
knowing the emotional elements that define it.

Based on the combination of emotional valences, our results (Table 8), reinforce the idea of a degree of uniformity in the
DeepSeek and Yiaho results, at least in one of the emotional components. On the other hand, there is very little

Table 5. Emotional couples for each participant through ChatGPT, Grok, DeepSeek and Yiaho (Prompt 1).

ChatGPT Grok DeepSeek Yiaho

I.1. Anticipation, Sadness Sadness,
Anticipation

Sadness, Optimism,
Anticipation

Optimism, Anticipation

I.2. Sadness, Others Sadness, Fear Optimism, Sadness Sadness, Optimism

I.3. Others, Sadness Anticipation, Anger,
Happiness

Sadness, Disgust Sadness, Disgust

I.4. Happiness, Optimism,
Anticipation

Sadness,
Anticipation

Optimism, Happiness Anticipation, Happiness

I.5. Disgust, Anticipation Sadness, Fear,
Surprise

Sadness, Disgust Disgust, Sadness

I.6. Others, Optimism Sadness,
Anticipation

Optimism, Sadness Optimism, Sadness

I.7. Optimism, Happiness,
Sadness

Sadness, Happiness Optimism,
Anticipation

Optimism, Happiness

I.8. Surprise, Anticipation Sadness, Fear,
Anticipation

Fear, Optimism Fear, Optimism

Page 8 of 15

F1000Research 2025, 14:582 Last updated: 13 JUN 2025



correspondence between the elements of the emotional combinations generated by ChatGPT and Grok and what was
provided by the other Artificial Intelligences.

In summary, from this prompt, it seems that there is a negative main emotional trend, which should, however, be put into
perspective given the simultaneous presence of positive emotions, neutral ones, and the lack of uniformity in the results.
In addition, we only note one observation (I.5.) for which the valence of the first component is similar for the four tools.
Based on the limitations, our second prompt was designed for capturing more emotional nuances (ChatGPT’s “other”
category) and to reach emotional percentage sums equal to one.

Results from Prompt 2

Looking at the results (Table 9), it can be seen that the degree of precision improved significantly when moving from the
first prompt to the second one. On average, more than five emotions per participant were entered into the analysis, all
Artificial Intelligences included, and seven new emotional labels are put forward (see Table 9). For ChatGPT, the weight
of some negative emotions that were included in the “Other” category resulted in significant changes to the participants’
emotional patterns. For some data – with little influence on the results – the Artificial Intelligences sometimes highlight
some emotions that are not emotions (we will call them emotional hallucinations); Artificial Intelligences seem

Table 6. Summary of emotions by frequency, Percentage, and Valence (Prompt 1).

Emotions Nombre Percentage Valence

Sadness 20 0,286 -

Fear 5 0,071 -

Frustration 0 0,000 -

Anticipation 13 0,186 Neutral

Disgust 5 0,071 -

Surprise 2 0,029 Neutral

Happiness 7 0,100 +

Anger 1 0,014 -

Optimism 14 0,200 +

Others 3 0,043 Neutral

Total 70 1

Table 7. Emotional percentages by valence category (Negative, Positive, Neutral).

Emotions Negative emotions Positive emotions Neutral emotions Total

Percentage 44,3% 30% 25,7% 1

Table 8. Valence of emotional couples through ChatGPT, Grok, DeepSeek and Yiaho (Prompt 1).

ChatGPT Grok DeepSeek Yiaho

I.1. (neutral, -) (-, neutral) (-, neutral) (+, neutral)

I.2. (-, neutral) (-,-) (+,-) (-,+)

I.3. (neutral, -) (neutral, neutral) (-,-) (-,-)

I.4. (+,+) (-, neutral) (+,+) (neutral, +)

I.5. (-, neutral) (-, neutral) (-,-) (-,-)

I.6. (neutral, +) (-, neutral) (+,-) (+,-)

I.7. (+, neutral) (-,+) (+, neutral) (+,+)

I.8. (neutral, neutral) (-, neutral) (-,+) (-,+)
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sometimes to have an emotional imagination that is surprising and confusing. For example, ChatGPT associates self-
reflection and insouciance with emotions, and Yiaho makes the same association with relaxation (these emotions have
been excluded from the analysis). For example, ChatGPT recognizes that self-reflection is not an emotion, which makes
the result disturbing.

Self-reflection is not an emotion in itself, but rather a mental process. It is the process of thinking about one’s own
thoughts, behaviors, actions and experiences. It is a kind of inner reflection that leads to a better understanding of
oneself, to the analysis of one’s decisions and to greater self-awareness (ChatGPT).

Based on this data, the second prompt provides greater granularity but requires a thorough check of the results to analyze
their true relevance.

Similar to the first prompt, we work in terms of emotional couples that include the two most important emotional
components for eachArtificial Intelligence aswell as for the lexical analysis (the first element of the couple corresponding
to the most predominant emotion, see Table 10). In the appendix of the article, there is an example, for one participant,
showing the results from this second prompt (see Table 15).

Table 9. Number of excess emotions detected by ChatGPT, Grok, DeepSeek and Yiaho (Prompt 2).

Number of excess emotions ChatGPT Grok DeepSeek Yiaho Mean

I.1. 7 3 4 9 5,75

I.2. 14 5 3 9 7,75

I.3. 4 5 1 6 4

I.4. 3 3 2 4 3

I.5. 6 4 3 6 4,75

I.6. 5 4 2 10 5,25

I.7. 10 6 4 12 8

I.8. 12 4 4 7 6,75

Mean 7,625 4,25 2,875 7,875 5,65625

Table 10. Emotional couples for each participant for ChatGPT, Grok, DeepSeek, Yiaho (Prompt 2) and NRC
emotion lexicon (Prompt 2).

ChatGPT Grok DeepSeek Yiaho NRC emotion lexicon

I.1. Regret, Anger Sadness,
Anticipation

Sadness,
Anger

Frustration, Sadness Anticipation, Sadness

I.2. Sadness, Fear Sadness,
Fear

Sadness,
Fear

Frustration, Sadness Sadness, Anticipation

I.3. Sadness,
Disgust

Sadness,
Anticipation

Sadness,
Surprise

Frustration, Disgust Sadness, Anticipation,
Confidence

I.4. Anger, Disgust Anticipation,
Anger

Sadness,
Surprise

Frustration,
Happiness

Anticipation, Fear,
Happiness, Sadness,
Confidence

I.5. Sadness,
Disgust

Sadness,
Anticipation

Sadness,
Disgust

Frustration, Disgust Sadness, Anticipation

I.6. Sadness,
Disgust

Sadness
Anticipation

Sadness
Optimism

Uncertainty,
Disgust1, Happiness,
Hope

Anticipation, Happiness

I.7. Anger,
Optimism

Sadness,
Happiness

Happiness,
Optimism

Optimism, Doubt Confidence, Happiness

I.8. Powerlessness,
Anger

Sadness,
Fear

Sadness,
Fear

Doubt,
Powerlessness

Sadness, Anticipation

1Same percentage for the last three emotions.
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Considering any emotion in the couples, sadness seems to emerge strongly (more intensely than in prompt 1, as shown by
the average results in Tables 11 and 12) and, more broadly, we note a strong presence of emotions with negative
dimensions which, as we had previously suggested, could be explained by a negative stock market context during the
experiment. This observation is muchmore noticeable for the second prompt (66% for the second prompt versus 44% for
the first one, see Table 12 below), which suggests that a large part of the “Other” category identified by ChatGPT mainly
corresponded to negative emotions for this Artificial Intelligence. Results from the second prompt reinforce the idea of a
general negative emotional charge. The transition from prompt 1 to prompt 2 did not necessarily result in a better
perception of some emotional nuances; however, it did give more weight to the conclusions regarding the general
direction of the emotional trend.

As we mentioned for the first prompt, it should be pointed out that the negative category may be underestimated because
anticipation and surprise were considered as neutral (it can be interpreted in a positive or negative way). In fact, and this
explains its second position in the couples, the results of previous transactions did not meet the participants’ expectations,
and so sadness prevailed over anticipation and surprise.

Comparing the results on the basis of the Artificial Intelligences hardly ever leads to homogeneous results. Table 12
shows a general trend arising - in our analysis, emotions with negative charges -, but the results are unable to uniformly
capture emotional nuances and more complex elements. In addition, we also propose an analysis of couples according to
the valence of emotions (Table 13).

There is no homogeneous result in any cases (contrary to the first prompt, for which some similarities between DeepSeek
and Yiaho had been identified), in terms of emotional couples. However, for emotional valence, the first component is
similar for all Artificial Intelligences for six out of eight observations. It should be noted that a higher degree of
homogeneity could also be reached if we made the methodological choice to systematically consider anticipation as a
negative emotion, which is not necessarily the case according to the written data. Furthermore, the conclusions drawn
from Artificial Intelligences correspond very little from lexical analysis. Our results raise concerns. Indeed, the analysis

Table 11. Summary of detected emotions by frequency, Percentage, and Valence according to Prompt 2.

Emotions Number Percentage Valence

Sadness 26 0,302 -

Fear 6 0,070 -

Frustration 5 0,058 -

Anticipation 12 0,140 Neutral

Disgust 8 0,093 -

Surprise 2 0,023 Neutral

Happiness 7 0,081 +

Anger 6 0,070 -

Optimism 4 0,047 +

Confidence 3 0,035 +

Powerlessness 2 0,023 -

Hope 1 0,012 +

Regret 1 0,012 -

Doubt 2 0,023 -

Uncertainty 1 0,012 -

Total 86 1

Table 12. Emotional percentages by valence category (Negative, Positive, Neutral).

Negative emotions Positive emotions Neutral emotions Total

0,663 0,174 0,163 1
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was conducted on short written data (more comparable to verbatim than to texts with high levels of structuring) and on a
limited number of people with relatively similar sociodemographic profiles. In addition, the data was collected at the end
of an experiment corresponding to the same environment for all participants.

Discussion
We answer both research questions negatively: Artificial Intelligences cannot provide homogeneous results for assessing
emotional patterns in written documents. Nor does a comparison of AI results with lexical analysis validate the automatic
generative method. In fact, our findings demonstrate an ability to detect a relatively stable basic emotional trend,
depending on Artificial Intelligence. The finding is more striking for the most accurate prompt (prompt 2).

However, firstly, once more accuracy is required, the emotional nuances seem to be handled differently. Secondly, the
complexity of the prompts does not improve our results. The most general-purpose prompt gave the best results in terms
of homogeneity, at least between DeepSeek and Yiaho. On the basis of this result, which involves the building of an all-
purpose emotional label (this is particularly the case for ChatGPT), conclusions in favor of the use of Artificial
Intelligence could eventually be drawn, although great prudence would be required.

While we were looking for more emotional accuracy, the lack of uniformity increased significantly when more details
were asked on the “Others” category. The second prompt results in the identification of emotions which were not
necessarily so, as well as emotional duplications which raise questions. According to our results, there is an emotional
space which is not well covered by Artificial Intelligences. The advantage of the second prompt is its ability to reinforce
the hypothesis of a general negative emotional trend. In summary, the lack of uniformity in the results and the emotional
hallucinations50 raise the question of the relevance of usingArtificial Intelligences when, for example, medical diagnoses
must be made51 or in the field of mental health.52We suggest that, depending on the selected generative tool, researchers
could draw conclusions that best match their personality: the question arises of the researcher’s reflexivity53 and their
personal emotional positioning.29

Thirdly, the clear definition of emotions does not always seem to be controlled and the causal links between the emotional
patterns developed are not included in the analysis (for example, in the context of the study, the links between anticipation
– considered as a neutral emotion, and negative emotions). What is worrying for an inexperienced user is the AI’s ability
to provide apparently scientific support for their answers. Fourthly, the repetition of prompts seems to ensure some results
consistency within the same Artificial Intelligence, but not necessarily between them.

According to the literature, Artificial Intelligences should not be used in a purely naive and blind way – because of the
substantial increase in the speed of processing information and because it provides apparently “intelligent” reasons for its
analysis – but should be combined with other tools involving a higher degree of human commitment. In all cases, it seems
necessary to stress the importance of smart use of automatic content generation, especially for requests where a lack of
prior familiarization could be detrimental. According to us, this conclusion makes sense for systematized processing that
involves highly complex elements and for which the interpretative component is an essential part of the analysis.

Concerning our work limitations, the results were drawn from a small number of observations (45 short written
documents from a sample of eight students) and a very specific context (decision-making on the stock market). As the
participants were paid, it was difficult to work with a larger number of people. First of all, it is clear that further research
could consider a larger amount of data to be processed, as well as working on a variety of contexts in which emotions

Table 13. Valence of emotional couples through ChatGPT, Grok, DeepSeek and Yiaho (Prompt 2).

ChatGPT Grok DeepSeek Yiaho Lexical analysis

I.1. (-,-) (-, neutral) (-,-) (-,-) (neutral,-)

I.2. (-,-) (-,-) (-,-) (-,-) (-, neutral)

I.3. (-,-) (-, neutral) (-, neutral) (-,-) (-, neutral)

I.4. (-,-) (neutral,-) (-, neutral) (-,+) (neutral, neutral)

I.5. (-,-) (-, neutral) (-,-) (-,-) (-, neutral)

I.6. (-,-) (-, neutral) (-,+) (-,+) (neutral,+)

I.7. (-,+) (-,+) (+,+) (+,-) (+,+)

I.8. (-,-) (-,-) (-,-) (-,-) (-, neutral)
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could arise. Secondly, our results could be compared with facial recognition processes. Finally, the analysis could focus
on how the primary emotions identified could lead to emotional paralysis (in the case of strong negative emotions
charges) or emotional euphoria (in the case of strong positive emotions charges).

Data availability
All data underlying the findings of this study are openly available on Zenodo under a Creative Commons Attribution 4.0
International license (CC-BY 4.0) license:

� The full questionnaire used in the study [1]

� Anonymized participant responses and raw data used for statistical analyses [2]

� Table 14: Results Example for Prompt 1 (Appendix 1) [3]

� Table 15: Results Example for Prompt 2 (Appendix 2) [4]

� The consent form for publication [5]

These materials support the reproducibility of the study and illustrate the qualitative analysis procedure.
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