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Pr. Christian Michaux, Université de Mons (Secrétaire)
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Chapter 1

Introduction

Throughout this text we will only consider commutative characteristic 0
rings and fields.
Let R be a ring with multiplicative group of units (U(R), ., 1) and let
E be a group morphism from (R,+, 0) to (U(R), ., 1). Then (R,E) is
called an exponential ring or E-ring. An E-field is an E-ring and a field.
Examples are (R, exp), (C, exp), where exp : x 7→

∑∞
i=0

xi

i!
.

Let D : R → R be an additive group morphism that also satisfy the
Leibniz rule (namely ∀x∀yD(xy) = xDy + yDx)). Then D is called a
derivation on R, and (R,D) a differential ring. Elements of CR := {x ∈
R : Dx = 0} are called constants and form a subring of R. A differential
field is a differential ring and a field.
A differential E-field is an E-field and a differential field, for which the
derivation D is also an E-derivation:

∀x D(E(x)) = E(x)Dx,

while a topological E-field is an E-field and a topological field for which
E is continuous. A differential topological E-field is simply a topological
E-field and a differential E-field, without any interaction between the
derivation and the topology.

Recall that a theory T is said to be model-complete if every embed-
ding of models of T is elementary A.0.1, equivalently if all models of T
are existentially closed in T .
We consider first-order model-complete theories T of topological E-fields
and TD := T ∪ {D is anE − derivation} of their differential expansions.
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We show that the subclass of existentially closed models of TD satisfy
a geometric scheme, in the spirit of [51], where D.Pierce and A.Pillay,
propose alternative geometric axioms to the previous axiomatization by
L.Blum [9] of DCF0–the theory of differentially closed fields of charac-
teristic 0–.

Later in [48], C.Michaux and C.Rivière adapt those geometric axioms
to the ordered case, in order to axiomatize CODF , the theory of closed
ordered differential fields, while in [64], M.Tressl shows there is a theory
of differential fields (in several commuting derivatives) of characteristic
0, which is a model-companion for every theory of large differential fields
extending a model-complete theory of pure fields. N.Guzy and F.Point
extend the geometric axioms to theories of topological fields–with pos-
sibly extra structure–that admit a model-completion, to axiomatize the
model-completion of their differential expansion ([23]). We adapt these
axioms further to a ”differential lifting” scheme (DL)E.

A.Wilkie has shown model-completeness of the theory TR,exp of the or-
dered exponential field of real numbers (R, exp, <) [65]; while N.Mariaule
has shown model-completeness of the theory TOp,Ep of the valuation ring
Op of the valued field of complex p-adic numbers Cp with the p-adic ex-
ponential Ep : x 7→ exp(px).

In [18], L.van den Dries, D.Marker and A.Macintyre construct R((t))LE,
a ’logarithmic-exponential’ field of generalised power series. As an or-
dered E-field, it is an elementary extension of (R, exp) ([19]); it also
contains the field of Laurent series R((t)). They endow R((t))LE with an
E-derivation ∂ that admits R as field of constants. As a differential field,
(R((t))LE, ∂) is naturally involved in asymptotic differential algebra (see
M.Aschenbrenner, L.van den Dries, J.van der Hoeven’s [1]). Obviously it
is not a model of CODF , as this would imply the density of R in R((t))LE.

Let E-polynomials be terms of the language {+,−, ., E}, and E-varieties
be zero sets of E-polynomials. These objects have already been well stud-
ied, in analytic contexts–see for example A.Wilkie [65], T.Servi [61, 60]–
as well as in algebraic contexts–see for example L.van den Dries [15],
G.Terzo [63].
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The notion of E-algebraicity introduced by A.Macintyre in the 80s is
more complex than the notion of algebraicity: a point a in an E-field
(L,E) ⊇ (K,E) is E-algebraic over K if it is in a projection of a regular
variety defined over K by a squared system of E-polynomials. J.Kirby
[28] has shown that it defines a closure operator ecl to which one can
associate a good notion of dimension, by relying it to another operator
defined by formal E-derivations.
He also extends E-derivations on E-field extensions for which a Schanuel’s
conjecture is true, as this allows to avoid hidden exponential-algebraic
relations.

Schanuels’s conjecture for C states that if λ1, . . . , λn ∈ C are linearly in-
dependent over Q, then Q(λ1, . . . , λn, e

λ1 , . . . , eλn) has (algebraic) tran-
scendence degree at least n over Q. This conjecture is far from being
proven and would imply the algebraic independence of e and π. The de-
cidability of TR,exp relies on this conjecture restricted to R and is actually
equivalent to a weaker form of it, see A.Wilkie and A.Macintyre’s proof
in [41].

In order to state the main results, let (K,E,D) be a differential E-field,
n ∈ N\{0}, X̄ := X1, · · · , Xn and ∂

∂Xi
denote the usual partial derivative

with respect to the variable Xi. Similarly to the algebraic case, we define
the torsor of an E-variety A ⊆ Kn as the set:

τ(A) := {(ā, v̄) ∈ K2n :
n∑
i=1

∂P

∂Xi

(ā)vi + PD(ā) = 0 for allP (X̄) ∈ I(A)}

where I(A) is the ideal of E-polynomials that vanish on all points of A,
and PD(X̄) is an E-polynomial defined by induction on the number of
iterations of E in P (if P (X̄) ∈ K[X̄], then PD(X̄) is the polynomial
obtained when applying D to the coefficients of P ).

Let V be a base of neighborhoods of 0 on K, such that (K,E,D,V)
is a differential topological E-field. Let Areg be the set of regular zeros
of the variety A.
Given A ⊆ K2n, B ⊆ Kn, we say that a point ā ∈ Areg that projects on
a point in Breg virtually projects generically on B, if, roughly speaking,
one can find a point close to ā in Areg that projects on a generic point in
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Breg, in some extension of (K,E,V).
(DL)E expresses that a differential E-polynomial system has a zero close
to a regular zero of an associated E-polynomial system:

Definition 1.0.1 We say that (K,E,D,V) satisfies the scheme (DL)E
if:

for any U ∈ V,
for any E-varieties A ⊆ K2n, B ⊆ Kn defined over K as zero-sets of
finitely many E-polynomials, such that Areg ⊆ τ(B), and that there is a
tuple (ā, c̄) ∈ K2n∩Areg, with ā ∈ Breg, that virtually projects generically
on B then

there is b̄ ∈ Kn such that (b̄, Db̄) ∈ Areg and

(ā, c̄)− (b̄, Db̄) ∈ U2n

If (K,E,D,V) satisfies the scheme (DL)E, then the subfield of constants
CK is dense in K.

We show that if T is model-complete and its models satisfy either a
hypothesis we call (I)E, which imply that the underlying fields are large,
or an implicit function theorem, and if the topology is definable, then:

Theorem 1.0.2 The models of TD that are existentially closed satisfy
(DL)E.

Our results apply to differential expansions of models of TR,exp and of
TOp,Ep :

Corollary 1.0.3 The existentially closed models of TD, where T := TR,exp

or TOp,Ep, satisfy (DL)E.

Finally we extend a result of Q.Brouette [10] to endow (R, exp, <), and
(R((t))LE, exp, <) with an E-derivation D that makes them models of
(DL)E.

To construct the tools used in the proof of Theorem 1.0.2, we heavily
rely on J.Kirby’s characterization of ecl by formal E-derivations:
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1. Given (K,E,D) and (L,E) such that (K,E) ⊆ (L,E), we show
that the E-derivation D extends to (L,E).

2. We adapt algebraic results on torsors to the exponential setting.

3. Using also an adaptation of the notion of large fields (F.Pop [55]),
to our exponential context, and Hensel’s Lemma in Laurent series,
we construct, given (K,E), and V a regular E-variety defined on
K, an elementary extension (L,E) of (K,E), and generic points of
V in L.
Alternatively we construct generic points of V assuming an im-
plicit function theorem instead of large fields and Hensel’s lemma
in Laurent series.

On our way, we also investigate some problems appearing naturally, al-
though the extra results are not involved in Theorem 1.0.2’s proof. We
show some Nullstellensätze for E-fields in Chapter 5, we construct an
E-field containing Laurent series over an unordered E-field in 3.3.3, we
notice a few results on E-varieties defined over E-fields satisfying an im-
plicit function theorem in 6.3, we adapt some results on torsors from
D.Pierce and A.Pillay [51] to the exponential context in the second part
of 6.2, and show some saturation results in Appendix B.

This thesis is organised in several parts. Chapters 4, 5 and 6 are mainly
algebraic and do not really involve model theory.

In Chapter 3 we look at classes of topological E-fields in which we have
an implicit function theorem, in order to encompass models of TR,exp and
of TOp,Ep . We then state a Hensel’s Lemma for regular systems of E-
polynomials in Laurent series K((t̄)). As the latter cannot be endowed
with the structure of an E-field, starting from a topological unordered
E-field (K,E,V), we construct a topological unordered E-field of power
series (K((t))E, E,W) containing K((t)) adapting the construction of
L.van den Dries, D.Marker and A.Macintyre [18] done in the ordered
case.

Chapter 4 is heavily based on [28]. Starting from (K,E) ⊆ (L,E), and
D an E-derivation on K, we:
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• use the characterization of ecl by formal E-derivations to link the
ecl-dimension over K of a tuple ā ⊆ Ln to the linear dimension of
spaces of E-derivations,

• construct an elementary extension of K in which we have infinitely
small elements relatively to K, that are E-algebraic independent,
by constructing linearly independent E-derivations in some chosen
suitably saturated elementary extension,

• simply adapt a classical algebraic result to the exponential context
to show D extends on eclL(K),

• adapt J.Kirby’s notion of strong extensions of partial E-field–in
which a Schanuel property is satisfied–to extend D from eclL(K)
to L. A problem is that J.Kirby works with fields in which E is
partially defined on a subgroup of the additive group of K, and that
the latter has to be a Q-vector space. But we want to encompass
the cases of Qp and Cp, in which Ep is defined on the valuation
rings Zp and Op.

Chapter 6 is about E-varieties. We use the results of Chapter 4 to:

• construct generic points of regular E-varieties, using the 2d item
in the presentation of Chapter 4 above and then Hensel’s Lemma
in K((t̄)), and

• avoid the difficulty given by the non-noetherianity of R[X̄]E when
we

• extend results on algebraic torsors to E-torsors.

Then we consider E-varieties in topological E-fields (K,E) that satisfy
an implicit function theorem. In particular we also construct generic
points of regular E-varieties in an elementary extension of (K,E).

Chapter 7 is in three parts. We first state a hypothesis we call (I)E
that will imply, when T is model-complete, that the underlying field K
of a model of T is large, in other words existentially closed in K((t̄)).
Then we construct generic points of a regular E-variety defined on K in
an elementary extension of K containing K((t̄)), using the first item in
the description of Chapter 6 above, and (I)E. We show that ℵ1-saturated
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models of TR,exp satisfy (I)E.
Finally we show that if (K,E,V) satisfies either (I)E or an implicit func-
tion theorem then (K,E,D,V) can be embedded in a differential topo-
logical E-field satisfying a pre-scheme (DL)E, using results of Chapters
4 and 6. We conclude with the proof of Theorem 1.0.2, Corollary 1.0.3
and endow (R, exp, <), and (R((t))LE, exp, <) with an E-derivation D
that makes them models of (DL)E.

Chapter 5 is independent of all other chapters except Chapter 2, Sec-
tion 2.1. We show some versions of Strong and Weak Nullstellensätze
for E-fields (K,E), as well as a version of a Real Nullstellensatz for or-
dered E-fields (K,E,<). A problem is that the E-ring (R[X̄]E, E) of
E-polynomials over a given E-ring (R,E) is not a Hilbert ring. Another
question is to contruct a maximal ideal M which is also an E-ideal, that
is which satisfies

P ∈M → E(P )− 1 ∈M

We need M to be maximal as an (algebraic non-E-) ideal. We use it-
erative constructions of E-ideals and augmentation ideals within group
rings of E-polynomials.

While we were finishing this thesis, A.Fornasiero and A.Kaplan [21]
posted on ArXiv an axiomatization of the existentially closed models
of a differential extension of a complete, model complete o-minimal the-
ory extending the theory RCF of real closed ordered fields (for example
TR,exp).
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Chapter 2

Setting

We will assume that basic notions of first-order logic and model theory
are known, namely, given a language L: L-terms, L-formula, L-sentence,
L-theory, L-structure, L-definable set, L-embedding, as well as ordinals,
cardinals and basic set theory notions.We refer the reader to [46, Sec-
tion 1, p.7-32 & Appendix A, p.315] for example. The following model
theoretic notions: elementary extensions, saturated models, existentially
closed models, model complete theories, are recalled in Appendix A.

Recall that throughout this text we will only consider commutative char-
acteristic 0 rings and fields.

Let Lrings = {+,−, ., 0, 1}, Lfields = Lrings ∪ {−1}.

Definition 2.0.1 Let L ⊇ Lrings. A topological L-structure (M, τ) is a
first-order L-structure with a Hausdorff topology τ such that every n-
ary function symbol of L is interpreted by a continuous function from
Mn to M , and every m-ary relation symbol of L and its complement is
interpreted by the union of an open subset of Mm and a set of zeros of
L-terms (Mn and Mm are endowed with the product topology).

As M has the underlying structure of an additive group, a fundamental
system V of neighborhoods of 0 determines the topology: for each x ∈M ,
x+ V is a fundamental system of neighborhoods of x.

Fact 2.0.2 [6, III.4 & III.49] Let R be a ring and a topological space. R
is a topological ring if and only if the filter V of neighborhoods of 0 in R
satisfies all the following conditions:

9
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(TG1) For all U ∈ V, there is V ∈ V such that V + V ⊆ U .

(TG2) For all U ∈ V, we have that −U ∈ V.

(TM1) For all x0 ∈ R and V ∈ V, there is W ∈ V such that x0W ⊆ V
and Wx0 ⊆ V .

(TM2) For all V ∈ V, there is W ∈ V such that WW ⊆ V .

Definition 2.0.3 Let L ⊇ Lrings. A topological L-field (M, τ) is a
L ∪ {−1}-structure and a topological L-structure for which the inverse
function −1 is continuous on M× := M \ {0}.

For example a field K endowed with an absolute value |.| → R≥0 is a
topological Lrings-field with as basis of neighborhoods of 0 the sets

{a ∈ K : |a| < b}

with b ∈ R>0.

Definition 2.0.4 Let L ⊇ Lrings. Let K be an L-structure expanding
a field. If there is a L-formula φ(x, y) such that the set of subsets of the
form

φ(K, a) := {x ∈ K : K � φ(x, a)}

where a ⊆ K, can be chosen as a basis V of neighborhoods of 0 in K in
such a way that (K,V) is a topological field, we will say that we have a
definable L-topology on K, and that (K,V) satisfies Hypothesis D.

Set L ⊇ Lrings∪{E}∪{Ri, i ∈ I}, where Ri, i ∈ I are relations symbols,
a first-order language, and LD := L ∪ {D}.

Our framework being characteristic 0 differential partial E-fields (where
the exponential can be only defined on a subring), endowed with a defin-
able topology for which E is continuous, we first set our algebraic context
of differential partial E-fields before going back to specific differential
topological L-structures (which we do not call topological LD-structures
as we do not require continuity of the derivation).
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2.1 Exponential and differential rings and

fields

2.1.1 Partial E-fields

Recall that (R,E) is an E-ring if R is a ring endowed with a group mor-
phism E from (R,+, 0) to its multiplicative group of units (U(R), ., 1).

Definition 2.1.1 A partial E-field is a two-sorted structure

〈K,R; +K , .K ,+R, .R, i, ER〉

where 〈K,+K , .K〉 is a field, 〈R,+R, .R, ER〉 is an E-ring;

i : 〈R,+R, .R〉 → 〈K,+K , .K〉

is an injective homomorphism of rings; R is identified with its image
under i; and +R and +K are both written +; .R and .K are both written
., ER is written E.

We will only consider partial E-fields where R is a subring of K; let us
denote them (K,R,E). Recall that (K,D) is a differential field if K is
a field endowed with a mapping D : K → K that is an additive group
morphism which satisfies Leibniz rule.

Definition 2.1.2 An E-derivation on a partial E-field (K,R,E) is a
derivation D on K such that for all x ∈ R ,

D(E(x)) = E(x)Dx

We call a partial E-field equipped with an E-derivation a differential
partial E-field.

Notice that there are several definitions of partial E-fields in the lit-
erature, ours is different than for example, the definition of partial E-
domains of J.Kirby in [28], as we assume, contrary to [28], that the
domain of definition of E is a ring, but not especially a Q-vector space,
and that the image of E is included in its domain.
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Definition 2.1.3 [28, Definition 2.2] A partial E-domain is a two-sorted
structure

〈K,R; +K , .,+R, (q.)q∈Q, α, ER〉
where 〈K,+K , .〉 is a Q-algebra, 〈R,+R, (q.)q∈Q〉 is a Q-vector space,

α : 〈R,+R〉 → 〈K,+K〉

is an injective homomorphism of additive groups and

ER : 〈R,+R〉 → 〈K, .〉

is a homomorphism. R is identified with its image under α, and +R and
+K are both written +.

2.1.2 Exponential and differential polynomials

Let (R,E) be an E-ring.

The structure R[X̄]E of E-polynomials in n indeterminates over the E-
ring (R,E) is constructed as a group ring over the ring of polynomials
R[X̄], while the exponential map is extended ’step by step’, allowing to
’count’ its number of iterations. It has a natural E-ring structure. We
recall here the construction that the reader can find in [15] for more
details.

• Let
R−1 := R, R0 := R[X̄], A0 := X̄R[X̄]

Consequently
R0 = R⊕ A0 = R−1 ⊕ A0

E is extended as follows: E−1 : R−1 → R0 is defined as the compo-
sition of the inclusion i : R ↪→ R[X̄] with the exponential E of the
E-ring R.

• Let k ≥ 0, and suppose that Rk−1, Rk, Ak and Ek−1 have been
constructed and verify

Rk = Rk−1 ⊕ Ak

Let exp(Ak) be a multiplicative copy of the additive group Ak.
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Let Rk+1 be the group ring of the multiplicative group exp(Ak)
over the ring Rk:

Rk+1 := Rk[exp(Ak)]

(its elements are thus linear combinations of exp(a) for a ∈ Ak,
with coefficients in Rk = Rk−1 ⊕ Ak)

Furthermore let Ak+1 be the Rk-submodule of Rk+1 freely gener-
ated by the exp(a), a ∈ Ak \ {0}. Rk+1 = Rk ⊕ Ak+1 as additive
groups.

Now, in order to define Ek, let r ∈ Rk. As r = p+a, with p ∈ Rk−1

and a ∈ Ak, it is possible to define

Ek : Rk → Rk+1

r 7→ Ek(r) = Ek−1(p) exp(a)

The underlying ring of R[X̄]E will be taken as
⋃
Rk. E is given by

E(x) = Ek(x) if x ∈ Rk. Hence R[X̄]E is an E-ring extension of R. As a
group ring over R[X̄], R[X̄]E =

(
R[X̄]

)
[exp(A0 ⊕A1 ⊕ · · · ⊕Ak ⊕ · · · )].

Note that the free E-ring on the indeterminates X̄ := X1, · · · , Xm, cor-
responds to [X]E = Z[X]E.

Fact 2.1.4 [15, Proposition 1.6] If R is an integral domain of charac-
teristic 0, then R[X̄]E is an integral domain whose units are of the form
u.E(p), u a unit of R, p ∈ R[X̄]E.

There is a notion ord of degree of an E-polynomial (see for example [15,
1.9]):

Definition 2.1.5 Let

P = P0 +
k∑
i=1

Pi ∈ R[X]E = R0 ⊕ A1 ⊕ · · · ⊕ Ak ⊕ · · ·

with P0 ∈ R[X], Pi ∈ Ai, i > 0. There is k ≥ 0, P ∈ Rk \ Rk−1, let us
first define the height of P by

h(P ) := k
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Then P of height k can be written uniquely as P = P0 +
∑k

i=1 Pi, hence
we let

ord : R[X]E → On

P0 +
∑k

i=1 Pi 7→
∑k

i=1 ω
it(Pi) + t(P0)

where

• t(P ) = 0 if P = 0

• t(P ) = degX(P ) + 1 if P ∈ R[X] \ {0}

• t(P ) = d if P =
∑d

i=1 ri.E(ai) ∈ Ak = Rk−1[exp(Ak−1\{0})], k > 0

and On is the class of ordinals.

Fact 2.1.6 [15, Lemma 1.10] If P0 = 0, there is Q ∈ R[X]E s.t.

ord(E(Q).P ) < ord(P )

Let ∂
∂X

: r ∈ R 7→ 0, X 7→ 1; the usual partial differentiation.

Fact 2.1.7 [39, Th.16 p.199] If P ∈ R[X]E, there is Q ∈ R[X]E s.t.
ord(Q) < ord(P ) and

ord

(
∂(E(Q).P )

∂X

)
< ord(P )

Now let (R,E,D) be an E-differential ring.

For 1 ≤ i ≤ n =: |X̄|, let X
(0)
i := Xi and for j ∈ N, let X

(j+1)
i := DX

(j)
i .

This formally endows the ring of polynomials R[X̄(0), X̄(1), · · · ] with a
derivation. This differential ring is denoted R{X̄} and is called the ring
of differential polynomials in variables X̄ := X1, · · · , Xn.

In [15], L.van den Dries extends a given E-derivation of R to an E-
derivation on R[X̄]E, with DXi = 1, 1 ≤ i ≤ n, uniquely such that the
constants are exactly R (see Lemma 3.2 and Proposition 3.4 in [15]). The
derivation maps Rk onto itself, k ≥ 1. Although we do not require that
DXi = 1, 1 ≤ i ≤ n, we can extend the derivation D of R[X̄(0), X̄(1), · · · ],
where D|R is an E-derivation, to an E-derivation on R[X̄(0), X̄(1), · · · ]E.
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For ∀i, j ∈ {1, · · · , |X̄|}, let ∂
∂Xi

: r ∈ R 7→ 0, Xj 7→ δij; the usual
partial differentiation.

Recall that if P (X̄) ∈ R[X̄], then DP (X̄) = PD(X̄) +
∑|X̄|

i=1
∂P
∂Xi

(X̄)DXi

in R{X̄}, where PD(X̄) is the polynomial obtained when applying D to
the coefficients of P .

If P (X̄) ∈ R[X̄]E, let us define PD(X̄) by induction on the number
of iterations of E in P , given D : R → R an E-derivation: suppose if
P (X̄) ∈ Rk, then PD(X̄) has been defined, and let P (X̄) ∈ Rk+1. Thus

P (X̄) = Q0(X̄) +

p∑
j=1

Q1,j(X̄)E(Q2,j(X̄))

with for all j = 1, · · · , p, Q0, Q1,j in Rk and Q2,j in Rk \ {0}. Let

PD(X̄) := QD
0 (X̄)+

p∑
j=1

QD
1,j(X̄)E(Q2,j(X̄))+

p∑
j=1

Q1,j(X̄)QD
2,j(X̄)E(Q2,j(X̄))

Lemma 2.1.8 Let (R,E) be an E-ring,

P (X̄) ∈ R[X̄]E ⊆ R[X̄(0), X̄(1), · · · ]E

and D an E-derivation on R. Then D extends on R{X̄} and there is
exactly one E-derivation extending D on R[X̄(0), X̄(1), · · · ]E such that

DP (X̄) = PD(X̄) +

|X̄|∑
i=1

∂P

∂Xi

(X̄)DXi

Proof. By induction on the number of iterations of E in P . True if P ∈
R[X̄]. Suppose if P (X̄) ∈ Rk, thenDP (X̄) = PD(X̄)+

∑n
i=1

∂P
∂Xi

(X̄).DXi,

and let P (X̄) ∈ Rk+1. Thus

P (X̄) = Q0(X̄) +

p∑
j=1

Q1,j(X̄)E(Q2,j(X̄))



16

with for all j = 1, · · · , p, Q0, Q1,j in Rk and Q2,j in Rk \ {0}. To be an
E-derivation, D must satisfy:

DP (X̄) = DQ0(X̄) +

p∑
j=1

[
DQ1,j(X̄)E(Q2,j(X̄)) +Q1,j(X̄)DQ2,j(X̄)E(Q2,j(X̄))

]
= QD

0 (X̄) +

n∑
i=1

∂Q0

∂Xi
(X̄).DXi

+

p∑
j=1

[
QD

1,j(X̄) +

n∑
i=1

∂Q1,j

∂Xi
(X̄).DXi

]
E(Q2,j(X̄))

+

p∑
j=1

Q1,j(X̄)

[
QD

2,j(X̄) +

n∑
i=1

∂Q2,j

∂Xi
(X̄).DXi

]
E(Q2,j(X̄))

= QD
0 (X̄) +

p∑
j=1

QD
1,j(X̄)E(Q2,j(X̄))

+

p∑
j=1

Q1,j(X̄)QD
2,j(X̄)E(Q2,j(X̄))

+

n∑
i=1

∂Q0

∂Xi
(X̄) +

p∑
j=1

(
∂Q1,j

∂Xi
(X̄) +Q1,j(X̄)

∂Q2,j

∂Xi
(X̄)

)
E(Q2,j(X̄))

 .DXi

i.e.

DP (X̄) = PD(X̄) +
n∑
i=1

∂P

∂Xi

(X̄).DXi

Unicity of the derivation is obvious.

Let us denote R{X̄}E the E-ring R[X̄(0), X(1), · · · ]E endowed with such
a derivation.

2.1.3 E-polynomial functions

Let (R,E) be an E-ring. Recall ([15, (1.5)]) that a set I gives rise to the
E-ring RI of functions I → R where the operations are defined point-
wise. For I 6= ∅ we identify the constant functions with their values
in R, so R ⊆ RI . If I = Rm, then the coordinate functions are de-
noted by x1, · · · , xm where xi(r1, · · · , rm) = ri. The E-ring morphism
R[X1, · · · , Xm]E → RRm fixing R and sending each Xi to xi will be in-
dicated by P 7→ P̃ . The P̃ ’s are called E-polynomial functions (in m
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variables), let us denote by R[x1, · · · , xm]E these E-polynomial functions
Rm → R.

Fact 2.1.9 [15, Proposition 4.1] Suppose the E-ring R is an integral
domain of characteristic 0, that there is a non-zero r ∈ R, and that
there are derivations d1, · · · , dm on a ring extension of R[x1, · · · , xm]E

which are trivial on R and satisfy, for 1 ≤ i, j ≤ m and for all f ∈
R[x1, · · · , xm]:

di(xj) = δij and di(E(f)) = r.di(f).E(f)

Then the map P 7→ P̃ , R[X1, · · · , Xm]E → R[x1, · · · , xm]E, is an iso-
morphism.

Fact 2.1.10 [15, Proposition 4.4] Suppose R is an ordered E-field and its
exponential map E satisfies E(x) ≥ 1+rx for a fixed non-zero r ∈ R and
all x ∈ R. Then the map P 7→ P̃ , R[X1, · · · , Xm]E → R[x1, · · · , xm]E,
is an isomorphism.

Fact 2.1.11 [15, Lemma 2.3] Let Q(Ȳ ) ∈ R[Ȳ ]E. Then there is m ≥ 0
and X̄ = X1, · · · , Xm such that Q(Ȳ ) = P (r̄, Ȳ ) for some P (X̄, Ȳ ) ∈
Z[X̄, Ȳ ]E and r̄ ∈ Rm.

Fact 2.1.12 [15, 1.8] Suppose we have m+n indeterminates X1, . . . , Xm,
Xm+1, . . . , Xm+n. There is a unique R ∪ {X1, . . . , Xm+n}-fixing E-ring
isomorphism

R[X1, . . . , Xm+n]E ∼= (R[X1, . . . , Xm]E)[Xm+1, . . . , Xm+n]E

2.1.4 E-algebraicity

Let (K,R,E) be a partial E-field.

We would like to consider E-polynomials defined over K, supposedly
applying the associated exponential polynomial functions only to ele-
ments of R, following J.Kirby [28].
We will either consider elements of K[X̄]⊗R[X̄]R[X̄]E the tensor product
of K[X̄] and R[X̄]E over R[X̄], or we may, using the facts of Subsection



18

2.1.3, consider E-polynomials P (X̄, Ȳ ) of Z[X1, . . . , Xn, Y1, . . . , Ym]E, to-
gether with parameters b1, · · · , bm lying in R or K, in such a way that
the associated exponential polynomial function

X̄ 7→ P (X̄, b̄)

is well-defined. The former option is less general than the latter but it
allows to simplify notations.
Moreover, and still in order to avoid unnecessary heavy formalism, for
P (X̄, b̄) anE-polynomial of Z[X̄Ȳ ]E with parameters b̄ such that b1, · · · , bp
∈ R and bp+1, · · · , bn ∈ K \R, we write

P (X̄, b̄) ∈ Z[b̄]E[X̄]E instead of

P (X̄, b̄) ∈ Z[bp+1, · · · , bn][b1, · · · , bp]E[X̄]E

A.Macintyre introduced as a definition of E-algebraicity the fact of be-
ing in a projection of a certain E-algebraic variety [39, Definition 5 & 6],
namely being a coordinate of a tuple solution of a Hovanskii system of
E-polynomials:

Definition 2.1.13 Let B ⊆ K. An element a ∈ K is said to be E-
algebraic over B, or ecl-dependant over B in K if there exists n,m ∈ N,
b1, · · · , bm ∈ B, a1, · · · , an ∈ K and h1, . . . hn ∈ Z[X1, . . . , Xn, Y1, . . . , Ym]E,
where a = a1 and with equations

hi(a1, . . . , an, b1, . . . , bm) = 0 for i = 1, . . . , n

and the inequation∣∣∣∣∣∣∣
∂h1

∂X1
· · · ∂h1

∂Xn
...

. . .
...

∂hn
∂X1

· · · ∂hn
∂Xn

∣∣∣∣∣∣∣ (a1, . . . , an, b1, . . . , bm) 6= 0

If K = R,C or Zp, this corresponds to being a coordinate of a tuple of
an isolated zero of the squared system defined by the hi’s, 1 ≤ i ≤ n; the
latter, together with the inequation, is called a Hovanskii system.
We will either denote by HH(X̄, b̄) this Hovanskii system, defined by



19

H = (h1, · · · , hn), or we will abuse notation and denote by H both the
system and the tuple of E-polynomials.
With this notion, the closure eclR(B) of any subset B ⊆ R, that is to say
the set of elements of R that are E-algebraic over B, is an E-subring of
R, while the closure eclK(B) is an E-subfield of K; whereas, as noticed
by A.Macintyre, simply being a zero of an E-polynomial would not be
a good notion of exponential algebraicity: indeed the sum of two such
zeros is not necessarily a zero of another E-polynomial.

Elements of R that are not in eclR(B) are said to be E-transcendental
or ecl-independant over B in R.

In case we simplify notation by considering systems of E-polynomials
in the tensor product, a ∈ K would be said to be E-algebraic over B if
there exists n ∈ N, a1, · · · , an ∈ K with a = a1 and a Hovanskii system
HH(X1, · · · , Xn) defined by H = (h1, . . . hn) ⊆ K[X1, . . . , Xn]⊗R[X1,...,Xn]

R[X1, . . . , Xn]E, such that a1, · · · , an is a solution of HH .

2.1.5 E-ideals

Let (R,E) be an E-ring.

Definition 2.1.14 I ⊆ R is an E-ideal iff I is an ideal of the ring R
such that:

r ∈ I → E(r)− 1 ∈ I

If I ⊆ R is an E-ideal we have a well-defined exponential on the quotient
R/I, given by:

E(r + I) := E(r) + I

where r ∈ R. This allows to endow R/I with an E-ring structure.

If I ⊆ R is an ideal, let IE ⊆ R be the E-ideal generated by I.

Let P1, · · · , Pm ∈ R[X̄]E. Denote 〈P1, · · · , Pm〉 the ideal of the ring
R[X̄]E generated by P1, · · · , Pm, and consider 〈P1, · · · , Pm〉E ⊆ R[X̄]E.
The latter is not necessarily finitely generated as an ideal: actually, when
the ring R is Noetherian (all its ideals are finitely generated), then the
ring of polynomials R[X̄] is Noetherian too, hence every ideal is finitely
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generated. But this is not true anymore in R[X̄]E. For a counterexam-
ple, see [63] p.17, or [39], 3.2 p.204.

Let (K,R,E) ⊆ (L,R′, E) be an extension of partial E-fields.

We will say that I ⊆ K[X̄] ⊗R[X̄] R[X̄]E is an E-ideal if I is an ideal
of K[X̄]⊗R[X̄] R[X̄]E such that for P ∈ R[X̄]E, P ∈ I ⇒ E(P )− 1 ∈ I.

Let P1, · · · , Pm in K[X̄]⊗R[X̄] R[X̄]E, and I := 〈P1, · · · , Pm〉.
Let V (I) = V (P1, · · · , Pm) ⊆ Ln be the set of common zeros of elements
of I.

If W ⊆ Ln, let I(W ) ⊆ K[X̄]⊗R[X̄]R[X̄]E be the ideal of E-polynomials
that vanish on all of W , it is an E-ideal as an annulator.

Let us denote IV I := I(V (I)).
Like in the algebraic case, V (I) = V (IV I) (to see that V (IV I) ⊆ V (I),
notice that I ⊆ IV I and to see that V (I) ⊆ V (IV I), notice that if
ā ∈ V (I) and P ∈ IV I, then P (ā) = 0).

Remark 2.1.15 If I ⊆ R[X̄]E, then V (I) = V (IE) = V (IV I).

Proof. Indeed if ā ∈ V (IE), then ā ∈ V (I). Then we have that IV I is
an E-ideal containing IE and that V (I) = V (IV I) ⊆ V (IE) as IE is the
intersection of all E-ideals of R[X̄]E containing I.

The set V (I) is called an E-variety.

Considering a finitely generated ideal I and a variety with presentation
V (I), the above equalities 7.1.1: V (I) = V (IE) = V (IV I), allow us to
work like in a Noetherian context.

Note also that we do not have a ’classic’ Nullstellensatz as the ring R[X̄]E

is not a Hilbert ring (its prime ideals are not especially intersections of
maximal ideals [53]–see also Chapter 5–).
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2.1.5.1 Prime E-ideals and irreducible E-varieties

Definition 2.1.16 [63] Let (R,E) be an E-ring. An E-ideal I ⊆ R is a
prime ideal if the quotient R/I is a domain.

Definition 2.1.17 The E-variety V is called irreducible if it cannot be
expressed as a proper union of two E-varieties, that is V 6= A ∪ B, with
A ( V and B ( V .

Let V := V (P1, · · · , Pm) be an E-variety and J := I(V ). Recall that
in the algebraic case, I(V ) is prime iff V is irreducible. The proof of
the result stated in the following remark follows from its (purely) alge-
braic analogue in [37], p.25; the E-algebraic proof remains essentially the
same–we include it here for completeness–:

Remark 2.1.18 V is irreducible if and only if its associated E-ideal
J := I(V ) is prime.

Proof. If J is not prime, we can find two E-polynomials P,Q such that
P /∈ J , Q /∈ J but PQ ∈ J . Let G be the E-ideal generated by J and
P , and let H be the E-ideal generated by J and Q. Then let U := V (G)
and let W := V (H). Therefore U ( V and W ( V . Furthermore,
U ∪W = V . Indeed, U ∪W ⊆ V trivially. Conversely, let ā ∈ V . Then
PQ(ā) = 0 implies P (ā) = 0 or Q(ā) = 0. Hence ā ∈ U or ā ∈ W ,
proving V = U ∪W .

Now suppose V = U ∪W with U 6= V and W 6= V ; and let G = I(U)
and H = I(W ). There exist P ∈ G, P /∈ J and Q ∈ H, Q /∈ J . But PQ
vanishes on U ∪W and hence lies in J , which is a contradiction.

2.1.5.2 E-ideals closed by differentiation

We now recall results from A.Macintyre on E-ideals closed under partial
differentiation. Let (R,E) be an E-ring. By (E-)domain, we mean a
non-zero (E-)ring in which ab = 0 implies a = 0 or b = 0.

Fact 2.1.19 [39, Theorem 15 p.199.] Let i ∈ {1, · · · , n}. If R is a
characteristic 0 E-domain and I ⊆ R[X̄]E is an E-ideal which is closed
under partial differentiation ∀j ∈ {1, · · · , n}, ∂

∂Xi
: r ∈ R 7→ 0, Xj 7→ δij;

then either I = 0 or I contains a non-zero element of R[X̄ \ {Xi}]E.
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The proof uses Fact 2.1.7 in order to obtain chains of elements (of the
ideal I) ordered by the notion of degree on exponential polynomials tak-
ing ordinal values of Definition 2.1.5. By well-ordering, for each variable
Xi, one obtains an element of minimal degree which is actually an al-
gebraic polynomial. Then by successive use of the usual derivation one
obtains an element of I that does not depend on Xi.

Fact 2.1.20 [39, Corollary p.199.] If R is a characteristic 0 E-ring
which is a field, and I is an E-ideal of R[X̄]E closed under all ∂

∂Xi
then

either I = 0 or I = R[X̄]E.

Let (K,R,E) be a partial E-field. Fact 2.1.20 actually shows that eclL-
independent elements over K do not satisfy any hidden exponential-
algebraic relation over K:

Corollary 2.1.21 Let ā := a1, · · · , an ⊆ L be such that a1, · · · , an are
eclL-independent over K. Then there is no m ∈ N, b1, · · · , bm ∈ K and
P ∈ Z[X̄Ȳ ]E \ {0} such that P (āb̄) = 0.

Proof. Let m ∈ N, b1, · · · , bm ∈ K and P ∈ Z[X̄Ȳ ]E such that P (āb̄) =
0.
Then for i = 1, · · · , n, ∂P

∂Xi
(āb̄) = 0 otherwise by definition ai would

belong to eclL(K(a1, · · · , ai−1, ai+1, · · · , an)), as we would have a 1 ×
1 Hovanskii system over K(a1, · · · , ai−1, ai+1, · · · , an) admitting ai as a
zero. Hence the ideal of E-polynomials vanishing on ā in Z[b̄]E[X̄]E ∼=
Z[X̄b̄]E is an E-ideal (as an annulator) closed by all partial derivations,
so by Fact 2.1.20, either it is 0 or it contains a non-zero element of K
vanishing on ā which is impossible, hence P ≡ 0.

Lemma 2.1.22 Let m ∈ N, b1, · · · , bm ∈ K and 0 6≡ P ∈ Z[X̄b̄]E.
Suppose ∅ 6= V (P ) ⊆ K |X̄|. Then for all uple ā ∈ V (P ) there exist
Q ∈ Z[X̄b̄]E and 1 ≤ i ≤ |ā| such that Q(ā) = 0 and ∂Q

∂Xi
(ā) 6= 0.

Proof. Let ā ∈ V (P ), and consider also all the partial derivatives of P ,
∂P
∂Xi

for 1 ≤ i ≤ n. Then there exists a multi-index ᾱ := (α1, · · · , αn) and
i0 ∈ {1, · · · , n} such that, if we put

∂αP :=
∂α1+···+αnP

∂Xα1
1 . . . . .∂Xαn

n
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then ∂αP (ā) = 0 and ∂∂αP
∂Xi0

(ā) 6= 0. Hence one can let Q := ∂αP .

Suppose not: if P and all its derivatives of type ∂αP vanish at ā, let
I be the ideal generated in Z[b̄]E[X̄]E by P and all its derivatives. By
Fact 2.1.20, we obtain a contradiction as P 6≡ 0.

Remark 2.1.23 Let ā := a1, · · · , an ⊆ L, and consider the (E-)ideal
I(ā) of elements of K[X̄] ⊗R[X̄] R[X̄]E. If I(ā) 6= ∅, one can consider
the set of finite sets (these finite sets are of cardinality less or equal to
|ā| = n) of E-polynomials in I(V (I(ā))) that have linearly independent
gradients–this is possible by Lemma 2.1.22. This set is partially ordered
by inclusion and admits a maximal element {G1, · · · , Gp}.

2.2 Topological L-structures

2.2.1 Topological extensions

Definition 2.2.1 Let L ⊇ Lrings, and let L = (L, T ) and K = (K,V)
be topological L-fields, where T and V are fundamental systems of neigh-
borhoods of 0 of L and K respectively, and such that L ⊇ K. Then L is
called a topological L-extension of K if

1. K is an L-substructure of L and

2. for all V ∈ V , there exists W ∈ T , W ∩K = V .

Definition 2.2.2 [23, p.573] Let L ⊇ Lrings, and let (K,V) and (L,W)
be two topological L-fields such that K ⊆ L. Let T ⊆ W . We say that
T satisfies Comp(K) if it satisfies the following conditions:

1. ∀V ∈ V ,∃W ∈ T ,W ∩K = V (hence T is nonempty)

2. ∀W ∈ T ,W ∩K ∈ V

3. ∀a0, a1 ∈ K, ∀V0, V1 ∈ V ,∀W0,W1 ∈ T with Wi∩K = Vi for i = 0, 1

(a0 + V0) ∩ (a1 + V1) = ∅ ⇒ (a0 +W0) ∩ (a1 +W1) = ∅
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4. for any n-ary function symbol f ∈ L and any a1, · · · , an ∈ K,
V0, · · · , Vn ∈ V such that

f(a1 + V1, · · · , an + Vn) ⊆ f(a1, · · · , an) + V0

and any W0, · · · ,Wn ∈ T with Wi ∩ K = Vi for i = 0, · · · , n, we
have

f(a1 +W1, · · · , an +Wn) ⊆ f(a1, · · · , an) +W0

5. ∀a ∈ K×, ∀V0, V1 ∈ V , ∀W0,W1 ∈ W with Wi∩K = Vi for i = 0, 1;
if 0 /∈ (a+ V1) and (a+ V1)−1 ⊆ a−1 + V0, then

(a+W1)−1 ⊆ a−1 +W0

Definition 2.2.3 [23, p.573] Let L ⊇ Lrings, and let (K,V) ⊆ (L,W)
be two topological L-fields. Let W(K) ⊆ W satisfying Comp(K) and
a, b ∈ L. Then a ∼W(K) b (a and b are infinitely close with respect to
W(K)) iff for every W ∈ W(K), a− b ∈ W .

Fact 2.2.4 [23, Lemma 2.11] Let L ⊇ Lrings, and let (K,V) ⊆ (L,W)
be two topological L-fields. Let W(K) ⊆ W satisfying Comp(K). Then
∼W(K) is an equivalence relation.

Fact 2.2.5 [23, Lemma 2.14] Let L ⊇ Lrings, and let (K0,V0) ⊆ (K1,V1)
and (K1,V1) ⊆ (K2,V2) be two topological L-fields extensions. Assume
that V1(K0) (resp. V2(K1)) satisfies Comp(K0) (resp. Comp(K1)). Let

Ṽ2(K0) := {V ∈ V2(K1) : V ∩K1 ∈ V1(K0)}

Then Ṽ2(K0) satisfies Comp(K0) and moreover for a, b ∈ K1, a ∼V1(K0) b
implies a ∼Ṽ2(K0) b.

Fact 2.2.6 [23, p.573] Let L ⊇ Lrings, and let (K,V) and (L,W) be
topological L-fields both endowed with a topology definable by the same
L-formula φ, and suppose that (K,V) ⊆ (L,W) is an elementary L-
extension (Definition A.0.1). Let W(K) := {φ(L, ā) : ā ⊆ K}. Then
W(K) satisfies Comp(K).
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Remark 2.2.7 Let L ⊇ Lrings, and let M be a L-structure such that
κ := |M | > ℵ0 and M is endowed with a definable base V of neighbor-
hoods of 0. Fact A.0.8 allow us to construct a topological κ+-saturated
elementary L-extension M∗ of M . By Fact 2.2.6, let V∗(M) ⊆ V∗ a sub-
set satisfying Comp(M). By κ+-saturation of M∗, there are elements of
M∗ that ’are in all neighborhoods of zero for the topology of M ’, namely
elements x ∈M such that x ∼V∗(M) 0.

2.2.2 Topological L-partial-E-fields

We want to encompass the notions of L-structures and partial E-field
endowed with a topology for which E is continuous.

Definition 2.2.8 Let L ⊇ Lrings ∪ {E}. A topological L-partial-E-field
(K,R,E,V) is a partial E-field (K,R,E) such that (R, τ) is a topological
L-structure, where τ is the induced topology on R from V and (K,V) is
a topological Lrings-field.

Lemma 2.2.9 Let L ⊇ Lrings∪{E}, and let (K,R,E,V) ⊆ (L,R′, E,W)
be a topological L-extension. Let W(K) ⊆ W satisfying Comp(K). Let
P,Q ∈ K[X̄] ⊗R[X̄] R[X̄]E, |X̄| = n, β, γ ∈ K and ᾱ ⊆ Kn such that
P (ᾱ) = β and Q(ᾱ) = γ.

If t0, · · · , tn ∈ L are such that ti ∼W(K) 0 for i = 1, · · · , n then

1. P (ᾱ + t̄) ∼W(K) β

2. If β 6= 0, then P (ᾱ + t̄) 6= 0 and

Q(ᾱ + t̄).P (ᾱ + t̄)−1 ∼W(K) γ.β
−1

Proof.

1. By induction on the number of iterations of E in P .

• Suppose P (X̄) ∈ K[X̄] ⊗R[X̄] R[X̄]. Then P is a polynomial
(namely purely algebraic) hence the result is true by Lemma
2.13 of [23], page 575.
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• Suppose if P (X̄) ∈ K[X̄] ⊗R[X̄] Rk, then item 1 is true, and
let P (X̄) ∈ K[X̄]⊗R[X̄] Rk+1. Thus

P (X̄) =
∑
i

Qi(X̄)(Q0,i(X̄) +Q1,i(X̄)E(Q2,i(X̄))))

with Q0,i, Q1,i and Q2,i in Rk and Qi(X̄) ∈ K[X̄]. Suppose
Q0,i(ā) = β0,i, Q1,i(ā) = β1,i and Q2,i(ā) = β2,i. By induction
hypothesis, Q0,i(ā + t̄) ∼W(K) β0,i, Q1,i(ā + t̄) ∼W(K) β1,i and
Q2,i(ā+t̄) ∼W(K) β2,i. By continuity of +, . and E with respect
to W(K) we get the result.

2. By continuity with respect to Comp(K).

2.2.3 Ordered abelian groups

Recall that an ordered abelian group is an abelian group (G,+) equipped
with an ordering < which is compatible with the addition, that is, it
satisfies

x < y → x+ z < y + z

There are several ways of showing that a torsion free abelian group can
be ordered, we include here the proofs from [50] for completeness:

Fact 2.2.10 [50, Lemma 26.5, p.113] A group G is an orderable group if
and only if G has a subset S such that:

1. x, y ∈ S implies that xy ∈ S.

2. x−1Sx = S for all x ∈ G.

3. 1 /∈ S and if x ∈ G, x 6= 1, then either x or x−1 belongs to S.

Proof. Let (G,<) be an ordered group. Then the set S = {x ∈ G : 1 <
x} satisfies (1),(2) and (3).
Conversely, suppose that we are given S. We set x < y if and only if
x−1y ∈ S. Then condition (1) implies that < is transitive: if x < y
and y < z, that is x−1y ∈ S and y−1z ∈ S then x−1z ∈ S. Condition
(2) implies that < is compatible with group multiplication: if x−1y ∈ S
and z ∈ G, then z−1x−1yz ∈ S hence xz < yz. Condition (3) implies
antisymmetry and then that < is a strict linear ordering.
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Fact 2.2.11 [50, Lemma 26.6, p.113] Any torsion free abelian group can
be ordered.

Proof. [50] Let G be a torsion free abelian group and let S be the family
of all subsets S of G which satisfy the condition x, y ∈ S implies xy ∈ S
and also 1 /∈ S. It follows easily by Zorn’s Lemma that S contains a
maximal member S. This set S satisfies (1), (2) and (3) of Fact 2.2.10:
indeed (1) is given and (2) is satisfied because G is abelian. In order to
show (3), let x ∈ G, x 6= 1 and suppose by way of contradiction that
neither x nor x−1 belongs to S. If

T = S ∪ {sxn : s ∈ S, n ≥ 1} ∪ {xn : n ≥ 1}

then clearly T ) S and T is closed under multiplication. By the max-
imality of S in S we have T /∈ S so 1 ∈ T . Now G is torsion free so
1 /∈ {xn : n ≥ 1} and therefore for some s ∈ S and n ≥ 1, we have
1 = sxn so x−n ∈ S. Replacing x by x−1 in this argument we conclude
that xm ∈ S for some m ≥ 1. Since S is closed under multiplication this
yields

1 = (xm)n(x−n)m ∈ S

a contradiction. Thus (3) follows and Fact 2.2.10 yields the result.

Fact 2.2.12 [49, Neumann’s Lemma, p.206] Let G be an ordered abelian
group (written multiplicatively), and let A,B be subsets of G.

• If A,B are reverse well-ordered, so is AB; and for each g ∈ AB,
there are only finitely many pairs (a, b) ∈ A×B such that ab = g.

• If A ⊆ G<1 := {g ∈ G : g < 1} is reverse well-ordered, so is
∪nAn; and for each g ∈ ∪nAn, there are only finitely many tuples
(n, a1, · · · , an) with a1, · · · , an ∈ A such that a1 · · · an = g.

2.2.4 Valued fields

Definition 2.2.13 Let K be a field and G be an ordered abelian group,
and extend the ordering and group law of G to G∪{0} by setting: ∀g ∈ G

• 0 ≤ g

• 0.g = g.0 = 0
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A map from K to G ∪ {0}, which satisfies: ∀a, b ∈ K

1. |a| = 0 iff a = 0

2. |a.b| = |a| |b|

3. |a+ b| ≤ max{|a|, |b|}

is called an ultrametric absolute value, or sometimes an exponential val-
uation, on K; and (K, |.|) is called a valued field.

The set OK := {a ∈ K : |a| ≤ 1} is then a valuation ring, that is is an
integral domain such that for every element x of its field of fractions, at
least one of x or x−1 belongs to it. We denote m(OK) := {a ∈ K : |a| <
1} its maximal ideal. For completeness we recall the notion of valuation
and its link with ultrametric absolute values:

Definition 2.2.14 Let K be a field and Γ be an additive ordered abelian
group, and extend the ordering and group law of Γ to Γ∪{∞} by setting:
∀γ ∈ Γ

• γ ≤ ∞

• ∞+ γ = γ +∞ =∞

A map v : K → Γ ∪ {∞}, such that v satisfies: ∀a, b ∈ K

1. v(a) =∞ iff a = 0

2. v(a.b) = v(a) + v(b)

3. v(a+ b) ≥ min{v(a), v(b)}

is called a valuation on K, and (K, v) is called a valued field.

The set OK := {a ∈ K : v(a) ≥ 0} is then a valuation ring with as
maximal ideal the set m(OK) := {a ∈ K : v(a) > 0}.

To such a valuation v it is possible to associate an exponential valua-
tion, taking its values in xΓ ∪ {0}, xΓ being a multiplicative copy of Γ,
by setting for a ∈ K, |a|v := x−v(a). Thus for a, b ∈ K, |a|v ≤ |b|v iff
v(b) ≤ v(a).
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The residue field k of a valued field (K, v) is the quotient of its valu-
ation ring by its maximal ideal

k := OK/m(OK)

The map res : OK → OK/m(OK), x 7→ x+ m(OK) is called the residue
map.

Definition 2.2.15 A valued field (K, v) is Henselian if for P (X) ∈
OK [X] such that res(P )(X) has a simple root in a ∈ k, then P (X)
ha a root a′ ∈ OK such that res(a′) = a.

Definition 2.2.16 The valued field (K, |.|) is called spherically complete
if every (not necessarily countable) collection of nonempty balls that is
totally ordered by inclusion has a nonempty intersection.

2.2.5 Completeness and spherical completeness

Let (X, τ) be a topological space. Recall that (X, τ) is called regular if
it is Haussdorff and whenever A is closed in X and x /∈ A, then there are
disjoint open sets Ux and VA such that x ∈ Ux and A ⊆ VA ([6, Definition
2 and Proposition 11, I.56, 4]).

Fact 2.2.17 [7, Nagata-Smirnov’s Theorem, IX, p.109, ex.32] A regular
space (X, τ) is metrizable iff there is a sequence (Bn)n∈N of locally finite
families of open sets of X such that ∪nBn is a basis for the topology of
X.

Let I be a nonempty set, and let P(I) denote the set of all subsets of I.
Recall that a filter D over I is defined to be a set D ⊆ P(I) such that :

• I ∈ D

• If X, Y ∈ D, then X ∩ Y ∈ D

• If X ∈ D and X ⊆ Z ⊆ I, then Z ∈ D.

In metrizable spaces, points admit countable basis of neighborhoods
hence countable sequences can be used instead of filters (for more de-
tails see for example [7, IX, 6, p.17]):
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Definition 2.2.18 A metrizable space (X, τ) is complete if (countable)
Cauchy sequences in X are convergent in X.

If an ultrametric valued field (K, |.|) is–not especially metrizable but–
spherically complete, we have the following characterization using pseudo-
Cauchy sequences:

Definition 2.2.19 [26, p.303] Let (K, |.|) be an ultrametric valued field,
and let (kα)α<λ be a sequence of elements of K indexed by ordinals α < λ,
where λ is a limit ordinal. It is said to pseudoconverge to k, if |k− kα| is
eventually strictly decreasing, that is, for some index α0 we have

|k − kσ| < |k − kα| whenever σ > α > α0

We also say in that case that k is a pseudolimit of (kα)α<λ.

It is called a pseudo-Cauchy sequence if, for α < β < γ < λ,

|kγ − kβ| < |kβ − kα|

A pseudo-Cauchy sequence may admit several distinct pseudolimits.

Fact 2.2.20 [1, Corollary 3.2.9 p.109] The ultrametric valued field (K, |.|)
is spherically complete iff every pseudo-Cauchy sequence in (K, |.|) has a
pseudolimit in K.

2.3 Examples of (spherically) complete val-

ued partial E-fields

2.3.1 Qp and Cp
Recall that the p-adic valuation is defined by:

vp :
Z× → Z

z = pnk 7→ n where gcd(p, k) = 1
0 7→ ∞

This valuation can be extended to Q by setting vp(
a
b
) = vp(a) − vp(b),

and this defines a p-adic (exponential) absolute value |.|p on Q:

|x|p = p−vp(x)
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The field of p-adic numbers Qp is the completion of Q with respect to
the distance induced by this absolute value. The valuation vp (as well
as the absolute value |.|p) extends uniquely to Qp, the valuation ring of
which is denoted Zp. The latter has maximal ideal pZp.
There is a partial exponential map defined on the valuation ring Zp:

Ep :
Zp → Qp

x 7→ exp(px) if p 6= 2
x 7→ exp(p2x) otherwise

Where exp : z 7→
∑∞

n=0
zn

n!
.

Let Qalg
p be the algebraic closure of Qp and Cp the completion of Qalg

p

with respect to the unique extension of |.|p to Qalg
p . Let Op be the val-

uation ring of Cp and Mp its maximal ideal. Ep extends canonically to
the valuation ring of Qalg

p and then to Op. Note that although being
complete, Cp is not spherically complete.

2.3.2 Hahn series

Let K be a field and G an ordered group. The set of formal power series
K((G)) is defined to be the set of elements of the form s =

∑
g∈G cgg,

where cg ∈ K and

Supp s := {g ∈ G : cg 6= 0}

is reverse well ordered in G, that is the order is total and every nonempty
subset of Supp s has a greatest element. We will see that it is a field by
some results of B.H.Neumann [49] about well ordered sets, an ordered
field (see [18]) if K is itself an ordered field, and a topological partial
E-field if K is. This section is mainly based on [18].

We follow notations of [18] and denote by Lm(s) the maximum g0 of
Supp s, in other words its Leading monomial, and by Lc(s) its corre-
sponding Leading coefficient cg0 . One can define an addition componen-
twise on K((G)) by

a+ b :=
∑
g∈G

agg +
∑
g∈G

bgg =
∑
g∈G

(ag + bg)g
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and a multiplication by distributing:

ab =
∑
k∈G

ckk where ck =
∑
gh=k

agbh

With these operations K((G)) is actually a field thanks to Fact 2.2.12–
Neumann’s Lemma–:

Fact 2.3.1 [49, Part 1, section 4] With the operations + and . defined
above, if K is a ring, then K((G)) is a ring, and if K is a field, then
K((G)) is a field.

Proof. Indeed, if a ∈ K((G)), −a ∈ K((G)); and if a, b ∈ K((G)),
then, as the union of two reverse well-ordered sets is reverse well-ordered
in G, a + b is well-defined and by the first item of Neumann’s Lemma
2.2.12, ab is well-defined (in particular each ck is a finite sum). If ε ∈
K((G)) and Lm(ε) < 1, each εi, for i ∈ N, is well defined and has well
ordered support. Then by the second item,

⋃
k Supp{εk} has reverse well

ordered support hence the infinite sum 1 + ε + ε2 + · · · is well defined
and furthermore is an inverse for 1 − ε. Therefore if a ∈ K((G)), a
can be written a = Lc(a)Lm(a)(1 + ε), where Lm(−ε) < 1. Hence
a−1 = (1 + ε)−1Lm(a)−1Lc(a)−1. See [49] for a detailed proof.

Remark 2.3.2 The proof also shows that for an element ε of K((G))
with Lm(ε) < 1, then the infinite sum

1 + ε+
ε2

2!
+ · · ·+ εn

n!
+ · · · =: exp(ε)

is well-defined and belongs to K((G)). In other words it is possible to
define an exponential for infinitely small elements.

Remark 2.3.3 Note that K is a subfield of K((G)) and that G is a
multiplicative subgroup of K((G))×.

(The former is seen by identifying an element k ∈ K with k.1, and the
latter by identifying g ∈ G with 1.g.)

There is a natural exponential valuation on K((G)): if s ∈ K((G)),
we have let Lm(s) := max Supp s. Then

|.| : K((G))× → G, s 7→ Lm(s)



33

satisfies |s1 s2| = |s1| |s2| and |s1 + s2| ≤ max{|s1|, |s2|}. By letting |0| :=
0 ∈ G∪ {0}, and g > 0 for all g ∈ G, |.| is an exponential absolute value
(non-archimedean, ultrametric); the valued field (K((G)), |.| = Lm(.))
has value group G and residue field K.

Then K((G≤1)) := {s ∈ K((G)) : |s| ≤ 1} is a valuation ring of K((G))
with maximal ideal K((G<1)); and

K((G>1)) := {s ∈ K((G)) : Supp s > 1}

is an additive subgroup of K((G)) as well as K, K((G<1)) and K((G≤1)),
as Supp 0 = ∅ ⊆ G>1. Then K((G)) can be written as a direct sum of
K-linear subspaces:

K((G)) = K((G<1))⊕K ⊕K((G>1))

Fact 2.3.4 [1, Corollary 2.3.2 p. 76] (K((G)), Lm(.)) is spherically com-
plete.

Recall that an abelian group G is divisible if for all n in N\{0}, G = nG.

Fact 2.3.5 [42, Theorem 1] If K is algebraically closed and G is divisible,
then K((G)) is algebraically closed.

Fact 2.3.6 [2, 6.23, (2) p.218] If K is real closed and G is divisible then
K((G)) is itself real closed.

If V is a base of neighborhoods of 0 in K endowing the latter with a
topological L-field structure, N.Guzy & F.Point [23] extend the topology
of K to K((G)), in a way compatible to the natural valuation, in order
to make K((G)) a topological Lrings-extension of K: set

WV,0 := {s ∈ K((G)) : |s| ≤ 1 and if |s| = Lm(s) = 1, then Lc(s) ∈ V }

Wg := {s ∈ K((G)) : |s| ≤ g}

TV := {WV,0 : V ∈ V}

T := TV ∪ {Wg : g ∈ G}
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Then T is a base of neighborhoods of 0 in K((G)) and by construction
if V is not the discrete topology, then TV satisfies Property Comp(K)
defined in 2.2.2.

Suppose now that K is equipped with an exponential E, continuous
for the topology generated by V . By Remark 2.3.2, we can define an
exponential on K((G≤1)) = K ⊕K((G<1)):

E ′ :

{
K ⊕K((G<1)) → K((G≤1))

r + ε 7→ E(r).
∑∞

n=0
εn

n!

Lemma 2.3.7 The projections ΠK : K((G))→ K, ΠK((G<1)) : K((G))→
K((G<1)), ΠK((G>1)) : K((G))→ K((G>1)) are continuous, and if more-
over E is continuous on K then the exponential E ′ : K((G≤1)) →
K((G≤1)) is continuous for the topology induced by T on K((G≤1)).

Proof. Let s = ε + k + a ∈ K((G)) = K((G<1)) ⊕ K ⊕ K((G>1)), in
other words ε = ΠK((G<1))(s), k = ΠK(s) and a = ΠK((G>1))(s).

• Let O be open in K((G<1)) equipped with the induced topology
and such that ε ∈ O. Then there is U ⊆ K((G)) open such that
O = U ∩ K((G<1)). As ε + a + k ∈ U + a + k which is open in
K((G)),

Π−1
K((G<1))(O) =

⋃
k∈K,a∈K((G>1))

U + a+ k

is open in K((G)), so the projection is continuous. The same ar-
gument works to show the continuity of ΠK and of ΠK((G>1)).

• Let U be a neighborhood of 0 in K((G)). Then (1+U)∩K((G≤1))
is a neighborhood of 1 in K((G≤1)), and

V := exp−1
(
(1 + U) ∩ exp

(
K((G<1))

))
= U

because Lm(exp(ε)− 1) = Lm(ε), hence V is a neighborhood of 0
in K((G≤1)) (and in K((G))).

• Finally E ′(k+ ε) := E(k) exp(ε) = (E ◦ΠK).(exp ◦ΠK((G<1)))(k+ ε)
is continuous on K((G≤1)) as the composition of the multiplication
restricted to K((G≤1)), the projections, E and exp.
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Then let a ∈ K, and U, V ∈ V such that E(a + V ) ⊆ E(a) + U in
K. In K((G≤1)):

E(a+WV,0) = (E ◦ΠK)(a+WV,0) = E(a+V ) ⊆ E(a)+U ⊆ E(a)+WU,0

Hence TV satisfies Item 4. of Definition 2.2.2 for E.

Corollary 2.3.8 This turns (K((G)), K((G≤1)), E ′, T ) into a topologi-
cal L-partial-E-field which is a topological L-extension of the topological
L-partial-E-field (K,K,E,V), for L = Lrings ∪ {E}. Furthermore, TV
satisfies Comp(K).

Let G be an ordered abelian group. The field of Hahn series R((G)) can
be ordered by, for s =

∑
cgg:

s > 0 iff s 6= 0 and Lc(s) > 0

2.3.3 Transseries

We briefly recall the construction of the field of transseries–logarithmic
exponential power series– T := R((t))LE made in [18] by L.van den Dries,
A.Macintyre and D.Marker. It is a topological E-field. We refer the
reader to [18] for a detailed construction.

Let K−1 := R, E−1 := exp : R → R>0, the usual exponential on the
reals, and let (xR, .) be a multiplicative copy of the ordered additive
group (R,+). Denote G0 := xR, and let K0 := K−1((G0)).
Set A0 := {s ∈ K0 : Supp s > 1} and B0 := {s ∈ K0 : Supp s < 1}.
Then K0 = A0 ⊕K−1 ⊕ B0. We have a partially defined exponential on
K0:

E0 :

{
K−1 ⊕B0 → K0

k + b 7→ exp(k)
∑

n∈N
bn

n!

Given Kn, Gn, An, Bn, En−1, and an ordered multiplicative copy xAn of
the additive ordered group An
(with order-preserving isomorphism EM : An → xAn , a 7→ xa),
let Gn+1 := Gn

←−×xAn , Kn+1 := Kn((xAn)) = K((Gn+1)), An+1 := {s ∈
Kn+1 : Supp s > 1}, and Bn+1 := {s ∈ Kn+1 : Supp s < 1}.
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Then Kn+1 = An+1 ⊕Kn ⊕Bn+1, and

En :

{
Kn = An ⊕Kn−1 ⊕Bn → Kn+1

a+ k + b 7→ EM(a)En−1(k)
∑

n∈N
bn

n!

For n ∈ N, the order on Kn = R((Gn)) is defined for f ∈ Kn \ {0} by
f >Kn 0 iff Lc(f) > 0 in (R, <).

Remark 2.3.9 Reverse well ordered subsets of R (and thus of xR) are
countable (let S ⊆ R such that S is reverse well ordered, let s ∈ S and
p(s) be the predecessor of s then the interval (p(s), s) contains a rational;
so there is an injection from S to {(p(s), s) : s ∈ S} to Q). Then reverse
well ordered subsets of R((xR)) are also countable ([18, p.13], [20]) and
then by induction on n ∈ N, and by definition of the order in Kn, reverse
well ordered subsets of R((Gn)) are countable.

Finally let R((t))E :=
⋃
Kn ( R((GE)), where GE =

⋃
Gn, and let E

denote the common extension of the En.

The authors in [18] then add the logarithms of the elements: first let

Φ : R((t))E → R((t))E

f 7→
{ ∑

arE(rx) if f =
∑
arx

r ∈ K0∑
Φ(fa)E(Φ(a)) if f =

∑
faE(a) ∈ Kn+1

It is an order-preserving isomorphism acting like ”substituting E(x) for
x” and satisfies Φ(Gn) ⊆ Gn+1; Φ(An) ⊆ An+1 and Φ(Kn) ⊆ Kn+1.

Then let L0 := R((t))E and θ0 := id. Given Ln and θn, take Ln+1 ⊇ Ln
and θn+1 : Ln+1 → R((t))E an isomorphism of ordered E-fields such that
for all z ∈ Ln, θn+1(z) = Φ(θn(z)).

Finally let R((t))LE :=
⋃
Ln, GE,n := θ−1

n (GE), GLE :=
⋃
GE,n.

By letting Gm,n := θ−1
m (Gn) ⊆ GE,m, one can write Lm,n := R((Gm,n)) as

a field of generalised power series such that Lm =
⋃
n Lm,n.

There is a non-archimedean absolute value on R((t))LE, defined by

|f | = max Supp f
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and a corresponding valuation v : R((t))LE → log(GLE)∪{∞}, f 6= 0 7→
v(f) = −log(|f |). The valuation group is an ordered additive subgroup
of R((t))LE, and the valuation ring is the set: {f : |f | ≤ 1}.

Remark 2.3.10 The valued field (R((t))LE, |.|) is not spherically com-
plete, otherwise R((t))LE could be written as a Hahn field k((G)), where G
is the value group of (R((t))LE, |.|) and k its residue field, [54]. However,
R((t))LE is obtained in [18, (2.11)] as a proper subfield of R((GLE)) and it
is shown in [33] that it is not possible to obtain a logarithmic-exponential
ordered Hahn field k((G)) similar to R((t))LE because the ordered addi-
tive group of k((G)) is not isomorphic to its positive multiplicative group
when G 6= {1}.

Nevertheless, for n,m ∈ N, by Fact 2.3.4, (Lm,n := R((Gm,n)), Lm(.)) is
spherically complete; as well as (R((GLE)), Lm(.)).

2.4 Model-complete theories of topological

partial E-fields

2.4.1 Qp as a valued partial E-field

Let Lp,E := {+, ., 0, 1, E, Pn, n ∈ N\{0}}, where Pn are unary predicates:

Pn(x) ≡ ∃y x = yn

and let TQp,Ep denote the theory of the valued field Qp with valuation
ring (and E-subring) (Zp, Ep) in the language Lp,E.

In order to show model-completeness of the theory of the valued E-ring
Zp ([45, p.15]), N.Mariaule actually uses a strategy of L.van den Dries’s
proof that the structure of the underlying set R in the language of fields
expanded by symbols for the functions exp, cos, sin (restricted to [0, 1])
is strongly model-complete [16], as well as ideas from A.Macintyre’s [40].

He defines a language Lp,E,C extending Lp,E by some kind of trigonomet-

ric functions that could be the p-adic equivalent of cosx = e
√
−1x+e−

√
−1x

2

and sin x = e
√
−1x−e−

√
−1x

2
√
−1

within the complex field:
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It is known by Krasner’s Lemma that the p-adic field Qp has finitely
many algebraic extensions of a given degree and that any of these exten-
sions is contained in an extension of the type Qp(β), where β is algebraic
over Q. Consequently it is possible to construct a sequence of finite
algebraic extensions K1 ⊆ K2 ⊆ · · · such that:

• Kk is the splitting field of Qk(X) polynomial of some degree Nk

with coefficients in Q.

• Kk = Qp(βk) for all βk root of Qk, and Vk := OKk = Zp(βk).

• any algebraic extension of degree k is contained in Kk.

Then let M be the Vandermonde matrix of the roots of the minimal
polynomial of βk (note that M is invertible), and let ||.||k be the norm
from Kk over Qp defined as follows:

Let P (X) := Xn + a1X
n−1 + · · · + an be the minimal polynomial of

βk. Then ||βk||k := (−1)nan. For α ∈ Kk, let ||α||k := ||βk||[Kk:Qp(α)]
k ,

where [Kk : Qp(α)] is the degree of the field extension Kk/Qp(α).
Then let

ci,j,k(x)i<Nk := || detM ||k.M−1.
(
Ep((β

j
k)
σx)
)
σ∈Gal(Kk/Qp)

where Gal stands for the Galois group of the extension. The functions
ci,j,k are the so-called trigonometric functions. Let

Lp,E,C := Lp,E ∪ {ci,j,k : k ∈ N, 0 ≤ i, j < Nk}

He then shows

Fact 2.4.1 [45, Th. 9.5] The theory TZp,Ep of the valued E-ring Zp in
the language Lp,E,C is model-complete.

Note that Qp is interpretable in Zp, hence its theory as a valued partial
E-field is also model-complete:

Let φ(x̄) be a Lp,E,C-formula defined over Qp. Then the formula ∃x̄φ(x̄)
is equivalent modulo TZp,Ep to a Lp,E,C-formula ∃x̄ȳθ(x̄ȳ), where θ(x̄ȳ)
is a conjunction of E-polynomial equations in x̄ȳ defined over Zp (using



39

logical equivalences and x1 6= x2 iff ∃z((x2 − x1).z − 1 = 0), and of a
subformula expressing being in a definable open set. Furthermore the
valuation is definable using the predicates Pn, by:

v(x) ≥ 0↔ P2(1 + px2) if p 6= 2 or v(x) ≥ 0↔ P3(1 + px3) if p = 2

2.4.2 Cp as a valued partial E-field

Let (K, v) be an algebraically closed valued field with value group Γ and
let | be a binary relation symbol interpretable in the following way: x|y
iff v(x) ≤ v(y).
Consider the two sorted language:

LΓ := {+K ,−K , .K , 0K , 1K , v, |,+Γ,−Γ, 0Γ,∞Γ, <Γ}

interpreted in K by:

• The first sort is the field K where +K ,−K , .K , 0K , 1K are inter-
preted as for the language of rings.

• The second sort is the value group Γ with the point to infinity and
+Γ,−Γ, 0Γ,∞Γ, <Γ are interpreted as for the language of ordered
groups.

• The symbol v is a map K → Γ∪{∞} is interpreted by the valuation
and | is a binary relation symbol interpreted as above: x|y iff v(x) ≤
v(y).

Fact 2.4.2 [A.Robinson] The theory ACV F of algebraically closed non-
trivially valued fields is axiomatised in LΓ by

1. (K,Γ, v) is a valued field with valuation group Γ.

2. There are x, y ∈ K \ {0} such that v(x) < v(y).

3. K is algebraically closed.

Fact 2.4.3 An algebraically closed (non-trivially) valued field has henselian
valuation ring, algebraically closed residue field and divisible value group.
The converse holds if the residue field has characteristic 0.
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Let L|,E := {+,−, ., 0, 1, |, E}.

Fact 2.4.4 [44, Th. 6.2.11] The L|,E-theory TOp,Ep of the valued expo-
nential structure Op is model-complete.

As above, Cp is interpretable in Op, and existential formulas in this lan-
guage are equivalent to existence of zeros of conjunctions of E-polynomial
equations and being in definable open sets.

Consider Op{{X̄ ρ̄}}s the ring of separated power series in the variables
X1, · · · , Xm, ρ1, · · · , ρn. For a precise definition of this ring we refer the
reader to Paragraph 2 p.78 in [38]. An element f ∈ Op{{X̄, ρ̄}}s deter-
mines a function from Omp ×Mn

p to Op.

Let Lv,M be the 3-sorted language with sorts:

1. (O,+, .,−, 0, 1) where O is a predicate for the valuation ring.

2. (M,+, .,−, 0, 1) where M is a predicate for its maximal ideal.

3. |C|, the valuation group, with the language of ordered groups.

and a symbol |.| for the function O → |C|. Let Lan be the language Lv,M
expanded by function symbols for each element in Op{{X̄, ρ̄}}s. Then
set division symbols on the valuation ring:

D0(x, y) : O2 → O : (x, y) 7→
{
x/y if |x| ≤ |y| 6= 0
0 otherwise

D1(x, y) : O2 →M : (x, y) 7→
{
x/y if |x| < |y| 6= 0
0 otherwise

Let LDan := Lan ∪ {D0, D1}. L.Lipschitz showed the following:

Fact 2.4.5 [38, Th. 3.8.2] (Op,Mp, |Cp|) admits elimination of quanti-
fiers in LDan.

J.Denef and L.van den Dries showed:

Fact 2.4.6 [14, Theorem (1.1) p.90] The theory of the LDan-structure Zp
admits elimination of quantifiers.
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2.4.3 R as an ordered E-field

Now denote by Lor,E := {+,−, ., 0, 1, E,<} the language of ordered rings
that are E-rings; actually < is definable by x1 < x2 iff ∃z((x2 − x1).z2 −
1 = 0), and let Lor,ε := {+,−, ., 0, 1, ε, <}.

Let TR,exp be the Lor,E-theory of the ordered exponential field of real
numbers; and TR,ε be the Lor,ε-theory of the ordered field of real num-
bers where the unary function symbol ε is interpreted by the restricted
exponential function–that we call ε too– on ]0, 1[:

∀x(0 < x < 1→ ε(x) = exp(x) ∧ (x ≤ 0 ∨ x ≥ 1)→ ε(x) = 0)

Fact 2.4.7 [57] TR,exp is recursively axiomatized over TR,ε, via a recur-
sive set of axioms expressing the fact that exp is a strictly increasing
isomorphism from (R,+, 0) to (R>0, ., 1) which eventually dominates ev-
ery polynomial.

Fact 2.4.8 [65, 2d main Th.] The Lor,E-theory of the ordered exponential
field of real numbers TR,exp is model-complete.

Let φ(x̄) be a Lor,E-definable formula, then the formula ∃x̄φ(x̄) is equiv-
alent modulo TR,exp to a Lor,E-formula ∃x̄ȳθ(x̄ȳ), where θ(x̄ȳ) is a con-
junction of E-polynomial equations in x̄ȳ (using logical equivalences and
x1 6= x2 iff ∃z((x2 − x1).z − 1 = 0).
Then it is possible to consider E-polynomial equations with only one
iteration of E by adding variables; hence actually by Fact 2.4.8 a Lor,E-
formula ∃x̄Φ(x̄) is equivalent to the existential formula

∃x̄∃ȳF (x̄ȳex̄eȳ) = 0̄

where F := (f1, · · · , fr), fi ∈ Z[x̄ȳex̄eȳ].

Fact 2.4.9 [30]Let g1, · · · , gm be functions on Rm+n defined on R by E-
polynomial terms with only one iteration of E. Let G := (g1, · · · , gm).
Then there is N ∈ N such that for any b̄ ∈ Rn the set

{ā ∈ Rm : G(āb̄) = 0 and

∣∣∣∣∣∣∣
∂g1

∂x1
· · · ∂g1

∂xm
...

. . .
...

∂gm
∂x1

· · · ∂gm
∂xm

∣∣∣∣∣∣∣ (āb̄) 6= 0}

contains at most N elements.
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Now let R{{X1, · · · , Xm}} be the ring of all real power series inX1, · · · , Xm

that converge in a neighborhood of Im, with I := [−1, 1].
For f ∈ R{{X1, · · · , Xm}}, let f̃ : x 7→ f(x) if x ∈ Im, x 7→ 0 otherwise.
Let Lan be the language of ordered rings augmented by a new function
symbol for each function f̃ , and let

D(x, y) : I2 → I : (x, y) 7→
{
x/y if |x| ≤ |y| 6= 0
0 otherwise

Let LDan := Lan ∪ {D}, and Lan,E := Lan ∪ {E} = Lan ∪ Lor,E. Let Tan
(resp. TDan, Tan,exp) be the Lan-theory (resp. LDan-theory, Lan,E-theory) of
the Lan-structure (resp. LDan-structure, Lan,E-structure) R.

Fact 2.4.10 [19, Corollary 2.11] As Lan-structures, R 4 R((t))LE.

Let K |= Tan,exp. Then the constructions of Subsection 2.3.3 can be
carried out to construct a structure K((t))LE [17, 2.11].

Fact 2.4.11 [17, 2.11] Let K |= Tan,exp. Then K 4 K((t))LE.

Fact 2.4.12 [14, Theorem (4.6) p.125] TDan admits elimination of quan-
tifiers.

Fact 2.4.13 [17, Theorem 1.1, p.417] Tan,exp is axiomatized by Tan to-
gether with, for each n ∈ N \ {0}, the following axioms: for all x, for all
y

1. E(x+ y) = E(x)E(y)

2. x < y → E(x) < E(y)

3. x > 0→ ∃yE(y) = x

4. x > n2 → E(x) > xn

5. ∀x(−1 ≤ x ≤ 1→ E(x) = E(x))

where E is the function symbol of Lan corresponding to the exponen-
tial power series

∑
n≥0

1
n!
Xn ∈ R{{X}}.
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Let log be another unary function symbol, Lan,E,log := Lan,E ∪{log}, and
let Tan,exp,log be Tan,exp extended by the axiom:

∀x(x > 0→ E(log x) = x) ∧ (x ≤ 0→ log(x) = 0)

Fact 2.4.14 [19, Corollary 4.5] Tan,exp,log (resp. Tan,exp) admits elimina-
tion of quantifiers in Lan,E,log.

Consequently to Fact 2.4.14, R 4 R((t))LE as Lan,E,log-structures.
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Chapter 3

Preliminaries

In this Chapter we recall a few analytic and algebraic results linked to
the topological notions of completeness, definable completeness, or spher-
ical completeness: the Implicit Function Theorem, Newton-Kantorovich
Theorem, and Hensel’s Lemmas. We also set a complete context in which
we will work later on: (K[[xZ]], |.|), where K is a field of characteristic
0 endowed with the trivial topology, (xZ, .) a multiplicative copy of the
additive group (Z,+), and K[[xZ]] the valuation ring of the valued field
of Hahn series (K((xZ)), |.|). Then, starting from a topological E-field
(K,E,V) we construct a topological L-extension the domain of which
contains K((xZ)).

3.1 Implicit function Theorem

Let K be a field and (V, ||.||V ), (W, ||.||W ) be normed K-vector spaces.
Let L(V,W ) denote the set of (continuous) linear applications from V to
W . Recall that if f ∈ L(V,W ), then

||f || := sup
u∈V

||f(u)||W
||u||V

defines a norm on L(V,W ).

Definition 3.1.1 Let U ⊆ V open. A mapping f : U → W is said
to be Fréchet differentiable at ā ∈ U if there is a bounded linear map

45
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A : V → W such that:

lim
h→0

||f(ā+ h̄)− f(ā)− Ah̄||W
||h̄||V

= 0

In that case, A is usually denoted by Dfā.

The mapping f is said to be Fréchet differentiable on U if it is differen-
tiable on all ā ∈ U . This defines a mapping

Df :
U → L(V,W )
ā 7→ Dfā

Definition 3.1.2 Let r ∈ N. Let U ⊆ V open. A mapping f : U → W
is said to be of class C0 if f is continuous. If r ≥ 1, it is said to
be of class Cr if it is Fréchet differentiable on U and if the mapping
Df : U → L(V,W ) is of class Cr−1. It is said to be of class C∞, if it is
of class Cr for all r ≥ 1.

The Fréchet derivative in finite dimensional spaces is the usual derivative.

Let Jfā be them×nmatrix whose rows are the vectors∇f1(ā), · · · ,∇fm(ā)
(the Jacobian matrix of f at ā). If ā = x̄ȳ, let J(0̄,ȳ)fā be the submatrix

of Jfā of partial derivatives ( ∂fi
∂xj

(ā)), i = 1, · · · ,m, j = |x̄|+ 1, · · · , |x̄ȳ|.

If A is a squared invertible matrix, let A−1 denote its inverse. We first
recall the Implicit function Theorem for Banach spaces:

Definition 3.1.3 [8, p.9] Let (K, |.|) be (R, |.|), (C, |.|), or a commuta-
tive characteristic 0 complete non-discrete valued field with an ultramet-
ric absolute value |.| : K → R≥0. We call a complete normed K-vector
space a Banach space.

Fact 3.1.4 (Implicit Function Theorem) [8, instance of 5.6.7] Let
(K, |.|) be (R, |.|), (C, |.|), or a commutative characteristic 0 complete
non-discrete valued field with an ultrametric absolute value |.| : K → R≥0;
and (V, ||.||V ), (W, ||.||W ) and (Z, ||.||Z) be Banach spaces on K. Let
m,n, p ∈ N \ {0} and suppose dimV = n, dimW = m, dimZ = p as K-
vector spaces. Let the mapping f = (f1, · · · , fm) : V ×W → Z be of class
Cr for r ≥ 1. If (x̄0, ȳ0) ∈ V ×W, f(x̄0, ȳ0) = 0, and y 7→ J(0̄,ȳ)fx̄0ȳ0 is an
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isomorphism from W onto Z, then there exist neighborhoods O of x̄0 and
O′ of ȳ0 and a class Cr function g : O → O′ such that f(x̄0, g(x̄0)) = 0̄
and such that for all (x̄, ȳ) ∈ O×O′, f(x̄, ȳ) = 0̄ if and only if ȳ = g(x̄).
Furthermore, for x̄ ∈ O, det J(0̄,ȳ)fx̄,g(x̄) 6= 0 and

Jgx̄ = −(J(0̄,ȳ)fx̄,g(x̄))
−1Jfx̄,g(x̄)

Remark 3.1.5 If such neighborhoods O and O′–that can be chosen as
box neighborhoods– are fixed and the topology is definable, then the unique-
ness given by the fact that

for all (x̄, ȳ) ∈ O ×O′ f(x̄, ȳ) = 0̄ iff ȳ = g(x̄)

gives us the definability of g (see for example [65, 4.1-4.3 p.1063], where
it is shown that Fact 3.1.4 is true in any model of TR,exp; this also applies
to our unordered context). Consequently in the above conditions a valued
field that is elementary equivalent to a complete valued field holds an
implicit function theorem.

Fact 3.1.4 is also true in the context of definably complete structures [60,
Theorem 2.2.8 p.19]:

Definition 3.1.6 [61, Definition 1] Let L ⊇ Lrings ∪ {<}. A definably
complete structure R (in the language L) is an L-expansion of an or-
dered field, such that every definable subset of the domain of R which is
bounded from above, has a least upper bound.

Note that definable completeness is first-order expressible [60, p.12]:

for every L-formula φ(x̄, y) in n+ 1 variables, n ∈ N,

∀x̄ ( ∃z∀y (φ(x̄, y)→ y ≤ z)

→ ∃z( ∀y(φ(x̄, y)→ y ≤ z) ∧ ∀t∀y(φ(x̄, y)→ y ≤ t)→ z ≤ t ) )

and that it is a weak version of Dedekind completeness.

For example, given L ⊇ Lrings∪{<}, any L-expansion of the ordered field
of reals (by Dedekind completeness) and its elementary L-extensions;
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hence any Lor,E-structure (K,E,<) |= TR,exp is definably complete. Nev-
ertheless, the class of definably complete structures strictly contains the
class of o-minimal expansions of the ordered field of reals (see [60]).

Note that if K is a definably complete L-structure, then, as an expansion
of an ordered field, K can be equipped with an absolute value: define
|.| : K → K≥0;x 7→ −x if x < 0, x 7→ x otherwise. Then K is a topolog-
ical Lrings-field for the topology of the absolute value.
Moreover, recall that for n ∈ N \ {0}, and V = Kn,

||.||V := ||.||∞ : x̄ = x1, · · · , xn 7→
n

max
i=1
|xi|

defines a norm on the K-vector space Kn (the ’maximum’ norm). Then
let n,m, p ∈ N\{0}, V = Kn, W = Km, Z = Kp and consider (V, ||.||V ),
(W, ||.||W ) and (Z, ||.||Z) in the hypotheses of Fact 3.1.4.

In order to encompass all these situations, we define Hypotheses D′ and
Im:

Definition 3.1.7 Let L ⊇ Lrings and (K,V) be a topological L-structure.
We say that (K,V) satisfies Hypothesis D′ if V is given by an absolute
value |.| → R≥0 or an exponential valuation |.| → G ∪ {0}, where G is
an ordered abelian group.

Recall that a function f is said to be analytic, if f is infinitely differen-
tiable and for all x in the domain of f , the Taylor series of f at x does
converge to f in a neighborhood of x.

Definition 3.1.8 Let L ⊇ Lrings ∪ {E}. Let (K,R,E,V) be a topo-
logical L-partial-E-field that satisfies Hypothesis D′. We will say that
it satisfies Hypothesis Im if, given n,m, p ∈ N \ {0}, and normed K-
vector spaces (Kn, ||.||∞), (Km, ||.||∞), and (Kp, ||.||∞), and a mapping
f = (f1, · · · , fp) : Kn × Km → Kp where for i = 1, · · · , p, fi ∈
K[X̄]⊗R[X̄] R[X̄]E;
if there is U ⊆ Kn×Km open such that f : U → Kp is of class C∞ (resp.
analytic), and (x̄0, ȳ0) ∈ U such that f(x̄0, ȳ0) = 0, and y 7→ J(0̄,ȳ)fx̄0ȳ0 is
a K-vector space isomorphism from Km onto Kp, then

1. there exist open neighborhoods O ⊆ Kn of x̄0 and O′ ⊆ Km of ȳ0

such that O ×O′ ⊆ U ,



49

2. there is a function g : O → O′ such that f(x̄0, g(x̄0)) = 0̄ and such
that for all (x̄, ȳ) ∈ O × O′, f(x̄, ȳ) = 0̄ if and only if ȳ = g(x̄).
Furthermore, det J(0̄,ȳ)fx̄,g(x̄) 6= 0.

3. The function g is of class C∞ (resp. analytic), and for x̄ ∈ O,

Jgx̄ = −(J(0̄,ȳ)fx̄,g(x̄))
−1Jfx̄,g(x̄)

3.1.0.1 Examples

• The topological exponential field (C, exp, |.|), by Fact 3.1.4.

• If L ⊇ Lrings ∪{<,E}, and (K,R,E,V) is a definably complete L-
structure, and a topological partial E-field the topology of which is
the order topology. Then by [60, Theorem 2.2.8 p.19], (K,R,E,V)
satisfies Hypothesis Im. Moreover, one can choose O, O′ definable,
and obtain that the function g : O → O′ is definable. In particular,
any Lor,E-structure (K,E,<) |= TR,exp satisfies Hypothesis Im.

• The LE,p,C-structure (Qp,Zp, Ep,Vp)
(resp. the L|,E-structure (Cp,Op, Ep,Vp)), where Vp is a base of
neighborhoods of 0 in Qp (resp. in Cp) for the valuation |.|p, and
Ep is analytic on Zp (resp. on Op), satisfies Hypothesis Im by Fact
3.1.4 applied to the Banach spaces (Kn, ||.||∞), (Km, ||.||∞), and
(Kp, ||.||∞) over (Qp, |.|p) (resp. over (Cp, |.|p)). Here again, one can
choose O, O′ definable, and obtain that the function g : O → O′ is
definable.

• Let L ⊇ Lrings ∪ {E}. Let (K,R,E,V) be a topological L-partial-
E-field that satisfies Hypotheses D and D′, and such that K is the
field of fractions of R.
If L = LE,p,C and (R,E) |= TZp,Ep (resp. if L = L|,E and (R,E) |=
TOp,Ep), and if we are given an open definable set U and f : U ⊆
Kn × Km → Kp analytic (for example f ⊆ K[X̄] ⊗R[X̄] R[X̄]E)
and (x̄0, ȳ0) ∈ U such that f(x̄0, ȳ0) = 0, and y 7→ J(0̄,ȳ)fx̄0ȳ0 is an
isomorphism from Km onto Kp); then, as the topology is definable,
by Remark 3.1.5 and the above item, the obtained definable func-
tion g : O → O′ is continuously differentiable on O, hence by the
formula giving Jg it is analytic. Consequently (K,R,E,V) satisfies
Hypothesis Im.
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In the conditions of Hypothesis Im, let us denote:

̂: C0(O ×O′, Z) → C0(O,Z)

f 7→ f̂ : x̄ 7→ f(x̄, g(x̄))

Where C0(., Z) denote the continuous functions from . to Z.

In particular for i = 1, · · · , p, f̂i ≡ 0, hence for j = 1, · · · , |x̄|, ∂f̂i
∂xj
≡ 0.

Fact 3.1.9 Let h be a continuously differentiable scalar function de-
fined on O × O′ such that h(x̄0, ȳ0) = 0, and with m = |ȳ0|. Then
∇f1(x̄0, ȳ0), · · · , ∇fm(x̄0, ȳ0),∇h(x̄0, ȳ0) are linearly independent if and

only if Dĥx̄0 6≡ 0.

Proof. The proof is word to word the same than in [65, Lemma 4.7
p.1065]. Let fm+1 := h and suppose that

∑m+1
i=1 ai.∇fi(x̄0, ȳ0) = 0 and

that there is i such that ai 6= 0. If am+1 = 0 then
∑m

i=1 ai.∇fi(x̄0, ȳ0) =
0 hence all ai’s are zeros as ∇f1(x̄0, ȳ0), · · · , ∇fm(x̄0, ȳ0) are linearly
independent as Df(x̄0,ȳ0) is surjective. Consequently am+1 6= 0. Let us
write g′ : x̄ 7→ (x̄, g(x̄)). By derivation we have that

∂f̂i
∂xj

(x0) =

|x̄0|+|ȳ0|∑
k=1

∂fi
∂xk

(x̄0, ȳ0).
∂g′k
∂xj

(x̄0) (D)

for j = 1, · · · , |x̄0| and i = 1, · · · ,m+1. Furthermore, for j = 1, · · · , |x̄0|,

∂f̂m+1

∂xj
(x̄0) = a−1

m+1.
m+1∑
i=1

ai
∂f̂i
∂xj

(x̄0) as for i = 1, · · · ,m, ∂f̂i
∂xj

(x̄0) = 0

= a−1
m+1.

|x̄0|+|ȳ0|∑
k=1

(
∂g′k
∂xj

(x̄0)
m+1∑
i=1

ai
∂fi
∂xk

(x̄0, ȳ0)

)
= 0

as
∑m+1

i=1 ai
∂fi
∂xk

(x̄0, ȳ0) = 0 by hypothesis. Therefore Dĥx̄0 ≡ 0.

Conversely, suppose that ∇f1(x̄0, ȳ0), · · · ,∇fm(x̄0, ȳ0),∇fm+1(x̄0, ȳ0) are
linearly independent. Let A be the (|x̄0| + |ȳ0|) × (m + 1) matrix with
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columns ∇fi, for 1 ≤ i ≤ m+ 1. By linear independence of the columns,
rank A = m+1 so ker A is of dimension |x̄0|+|ȳ0|−(m+1) = |x̄0|−1. By

the derivation chain rule (D) and because for i = 1, · · · ,m, ∂f̂i
∂xj

(x̄0) = 0,

one obtains:(
∂g′1
∂xj

(x̄0), · · · ,
∂g′|x̄0|+|ȳ0|

∂xj
(x̄0)

)
A =

(
0, · · · , 0, ∂f̂m+1

∂xj
(x̄0)

)

for j = 1, · · · , |x̄0|. As
∂g′i
∂xj

= δij for 1 ≤ i, j ≤ |x̄0|, the vectors(
∂g′1
∂xj

(x̄0), · · · ,
∂g′|x̄0|+|ȳ0|

∂xj
(x̄0)

)

for j = 1, · · · , |x̄0| are linearly independent hence they cannot all be in

ker A. Consequently there is some j in {1, · · · , |x̄0|} for which ∂f̂m+1

∂xj
(x̄0) 6=

0.

3.1.0.2 Desingularization of E-polynomial functions

This subsubsection will be used only in Section 6.3.

Let K be a field endowed with a definable topology, and let σn be a
non-empty collection of non-empty definable open subsets of Kn which
is closed under finite intersection. Denote by D(n)(σn) the set of equiva-
lence classes, or germs, of pairs [f, U ] where U ∈ σn and f : U → K is
the restriction to U of an E-polynomial function defined on K (thus is
infinitely differentiable): [f1, U1] and [f2, U2] are said to be equivalent if
there exists U ∈ σn, U ⊆ U1 ∩ U2, and for all x ∈ U , f1(x) = f2(x).
It is a ring when equipped with the natural operations of addition and
multiplication.

Fact 3.1.10 [’Lack of flat functions’] Let L = Lrings ∪ {<,E}, and
(K,R,E,V) be a definably complete L-structure, and a topological par-
tial E-field the topology of which is the order topology. (resp. L = LE,p,C
and (R,E) |= TZp,Ep and (K,R,E,V) is a topological partial E-field)
(resp. L = L|,E and (R,E) |= TOp,Ep and (K,R,E,V) is a topological
partial E-field).
Let M be a Noetherian subring of D(n)(σn) closed under differentiation.
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Let I ⊆M be an ideal also closed under differentiation. Then V (I) = ∅
or V (I) = Kn.

The proof is in [65, proof of Theorem 4.9], (resp. uses the fact that the
functions are analytic, as it is done in [44, proof of Proposition 5.1.4]:
indeed, if I is closed under differentiation and V (I) 6= ∅, let [g, U ] ∈ I
where g is analytic and ā ∈ V (I). Then all the partial derivatives of g
vanish at ā so by analyticity g ≡ 0 on a neighborhood of ā, hence on
V (I), and then I = {0} so V (I) = Kn.)

Let (K,R,E,V) be a topological partial E-field.
Let P (X̄) ∈ K[X̄] ⊗R[X̄] R[X̄]E. The E-polynomial P corresponds to a
term t of the language Lrings ∪ {E}. This term has been constructed by
induction after a finite number of steps. Let us slightly abuse notation
and call subterms of ’P ’ the terms appearing in this iterative construc-
tion.
Now let P = (P1, · · · , Pp) ⊆ K[X̄]⊗R[X̄]R[X̄]E. By Fact 2.1.9, endowing
R[x̄]E with the usual partial derivations, there is an isomorphism be-
tween E-polynomials and E-polynomial functions. Let U ∈ V , where V
is a base of neighborhoods of 0 in K such that (K,R,E,V) is a topolog-
ical partial E-field. The ring M of germs [f, U ] generated by functions
associated to subterms of P1, · · · , Pp is finitely generated and closed by
differentiation.

• Let (K,E,<) |= TR,exp, P = (P1, · · · , Pp) ⊆ K[X̄]E, ā ∈ V (P ) ⊆
K |X̄|. Let U be a neighborhood of ā for the order topology, and
F := {exp}, or

• Let (K,R,E,V) |= Th(Qp,Zp, Ep, |.|p)
(resp. (K,R,E,V) |= Th(Cp,Op, Ep, |.|p)).
Let P = (P1, · · · , Pp) ⊆ K[X̄]⊗R[X̄] R[X̄]E, ā ∈ V (P ) ⊆ K |X̄|. Let
U be a neighborhood of ā, and F := {Ep}.

Then, as seen above, the ring M of germs [f, U ] generated by functions
associated to subterms of P1, · · · , Pp on U is finitely generated and closed
by differentiation.
Consequently Proofs of [44, Proposition 5.1.4] and [65, Theorem 4.9] go
through, we write it for completeness:
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If ā ∈ V (f1, · · · , fm) and ∇f1(ā), · · · ,∇fm(ā) are linearly independent,
we say that ā ∈ V reg(f1, · · · , fm).

Fact 3.1.11 Let (K,R,E,V) be a topological L-partial E-field satisfy-
ing Hypothesis Im and ’Lack of flat functions’ (3.1.10). Let F be a
family of E-polynomial functions Kn → K, n ∈ N \ {0}.
Let ā ∈ Kn and M a Noetherian subring of the ring D(n)(σn) generated
by germs associated to F on an open neighborhood U of ā such that M
is closed under differentiation. Let m ∈ N and [f1, U1], · · · , [f1, U1] be
germs in M . Suppose ā ∈ V (f1, · · · , fm) and the gradients of f1, · · · , fm
at ā, ∇f1(ā), · · · , ∇fm(ā), are linearly independent. Then, exactly one
of the following is true:

1. n = m; or

2. m < n and for all [h,W ] ∈ M such that h(ā) = 0, h vanishes on
U ∩ V reg(f1, · · · , fm) for some open neighborhood U of ā.

3. m < n and for some [h,W ] ∈M , h(ā) = 0 and∇f1(ā), · · · ,∇fm(ā),
∇h(ā), are linearly independent.

Proof. Suppose m < n and let d = n −m. The gradients ∇f1(ā), · · · ,
∇fm(ā), are linearly independent, so we can suppose without loss of gen-
erality that J(0̄d,ȳm)fā is invertible, where |0̄d| = d and ȳm = y1, · · · , ym.
Let λ : x̄ 7→ det J(0̄d,ȳm)fx̄. There is a neighborhood U of ā on which λ is

invertible, and Λ := [λ, U ] ∈ D(n)(σn) is invertible.
Let M∗ := M [Λ−1]; denote ādām := ā, where ād := a1, · · · ad and

ām := ad+1, · · · , an. Consider M̂∗, where ̂ is the map defined in the

conditions of Hypothesis Im. Note that M̂∗ is a Noetherian subring of
D(d)(σd).
By Hypothesis Im, we have that:

Jgx̄d = −(J(0̄d,ȳm)fx̄d,g(x̄d))
−1Jfx̄d,g(x̄d)

= −λ−1 tcom(J(0̄d,ȳm)fx̄d,g(x̄d))Jfx̄d,g(x̄d)

Consequently the partial derivatives of g belong to M∗, and then by the
chain rule of derivations, M̂∗ is closed under differentiation.

Then let I := {g ∈ M̂∗ : g(ād) = 0}.
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• If I = {0}. Let g = [h,W ] ∈ M , such that h(ā) = 0. Then
ĝ(ād) = 0, hence ĝ ∈ I, hence ĝ = 0. The latter meaning that h
vanishes on U ∩V reg(f1, · · · , fm) for some open neighborhood U of
ā.

• If I 6= {0}. By Fact 3.1.10, I is not closed under differentiation,
thus there is g ∈ M∗ and 1 ≤ i ≤ d such that ĝ ∈ I and ∂ĝ

∂xi
/∈ I.

Nevertheless, there is a power of Λ, say Λk, such that Λk.g ∈ M .
Let h = Λk.g. Then h(ā) = 0 and

∂ĥ

∂xi
(ād) =

(
kΛ̂k−1(ād)

∂Λ̂

∂xi
ĝ(ād)

)
+

(
Λ̂k(ād)

∂ĝ

∂xi
(ād)

)
6= 0

Consequently Dĥā 6≡ 0, thus by Fact 3.1.9, ∇f1(ā), · · · ,∇fm(ā),
∇h(ā), are linearly independent.

3.2 Newton-Kantorovich’s theorem

Fact 3.2.1 (Newton-Kantorovich’s Theorem) [22, Theorem p.10],
[60, Theorem 1.4.1, p.13] Let (V, ||.||V ), (W, ||.||W ) (Z, ||.||Z) be either
Banach spaces over (R, |.|), or of the form (Kn, ||.||∞), (Km, ||.||∞), and
(Kp, ||.||∞), where K is a definably complete L-structure, for L ⊇ Lrings∪
{<,E}, m,n, p ∈ N \ {0}. Let U be an open convex subset of V . Let
f : U → W be Fréchet differentiable on U with

||Dfx −Dfy|| = sup
u∈V

||Dfx(u)−Dfy(u)||W
||u||V

≤ λ||x− y||V (∗)

for some λ > 0 and for x, y ∈ U . Assume that x0 ∈ U is such that:

1. Df−1
x0

: W → V exists

2. there is ξ > 0, ||Df−1
x0
|| ≤ ξ

3. there is ε > 0, ||Df−1
x0
f(x0)|| ≤ ε

4. h = 2ξλε < 1
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5. B(x0, t
∗) := {x : ||x− x0||V < t∗} ⊆ U , where t∗ := 2

h
(1−
√

1− h)ε

In the case where K is a definably complete L-structure, assume also that
f is definable.

Then

1. there is x∗ = such that f(x∗) = 0 and x∗ ∈ B̄(x0, t
∗)

2. x∗ is the only solution of f(x) = 0 in the set B(x0, t
′) ∩ U , where

t′ := 2
h
(1 +

√
1− h)ε

Lemma 3.2.2 Let L := R, C or R((t))LE, and let W be a base of
neighborhoods of 0 in L for the topology of the absolute value |.|. Let
(K, exp) ( (L, exp) be an E-subfield such that Q ⊆ K and let V be the
base of neighborhoods of 0 in K induced by W.

Let Q(X̄) = (Q1(X̄), · · · , Qm(X̄)), where for i = 1, · · · ,m,
Qi(X̄) ∈ K[X̄]E. Let ā ∈ Kn be a regular zero of Q.

Then there is t∗ ∈ R, t∗ > 0 and a neighborhood W ∈ W, such that
for any elements t1, · · · , td in W ecl-independent over K, where d ∈ N
and d+m ≤ n, letting

ā0 := a1 + t1, · · · , ad + td, ad+1, · · · , an

then there is a zero of Q in eclL(K(t1, · · · , td)) ∩B(ā0, t
∗) ⊆ L.

Proof. Let t̄d := t1, · · · , td ⊆ B(0, 1) ⊆ L be an ecl-independent tuple
over K, r := n− d−m, and let ād := a1, · · · , ad, ār := ad+1, · · · , ar, and
ā′ := ar+1, · · · , an.

Consider

Q′(X̄ ′) := (Q1(ād, ār, X̄
′), · · · , Q2n−d−r(ād, ār, X̄

′))

Q′t(X̄ ′) := (Q1(ād + t̄d, ār, X̄
′), · · · , Q2n−d−r(ād + t̄d, ār, X̄

′))

where X̄ ′ := Xr+1, · · · , Xn.

Let U = B(ā′, 1) ⊆ L2n−d−r = Lm.
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1. Because ā is a regular zero of Q, we have that det DQ′ā′ 6= 0. By
continuity, there is 0 < δ1 ≤ 1

2
such that ||t̄d||Ld < δ1 implies

det DQ′tā′ 6= 0. Hence DQ′tā′ is invertible.

2. ||[DQ′ā′ ]−1|| := sup
u∈L2n−d−r

||[DQ′ā′ ]−1(u)||
||u||

By continuity there is 0 < δ2 ≤ δ1 such that ||t̄d||Ld < δ2 implies

||[DQ′tā′ ]−1|| < 2||[DQ′ā′ ]−1||

Let ξ := max{1, 2||[DQ′ā′ ]−1||}.

3. DQ′ is a continuous linear operator, hence is Lipschitz continuous–
equivalently satisfies assumption (∗) of Fact 3.2.1–. Let λ1 be the
Lipschitz constant for DQ′ on Ū . By continuity , there is 0 <
δ3 ≤ δ2 such that ||t̄d||Ld < δ3 implies that DQ′t satisfies (∗) for the
Lipschitz constant 2λ1, hence

sup
x̄′ 6=ū′∈Ū

||DQ′tx̄′ −DQ′tū′ ||
||x̄′ − ū′||

≤ 2λ1

Let λ := max{1, 2λ1}.

4. Let ε := δ1
2λξ

. Recall that t̄d do not appear in Q′ which is defined

on K. By continuity there is 0 < δ4 ≤ δ3 such that ||t̄d||Ld < δ4

implies
||Q′t(ā′)[DQ′tā′ ]−1 −Q′(ā′)[DQ′ā′ ]−1|| < ε

5. Take t̄d ⊆ B(0̄, δ4) Then h = 2.ξ.λ.ε = δ1 ≤ 1
2
.

6.

t∗ =
2

h
(1−

√
1− h)ε

=
2

δ1

(1−
√

1− δ1)
δ1

2λξ

We have that −
√

1− δ1 ≤ −(1− δ1) and then that t∗ ≤ δ1
λξ
≤ δ1.

Consequently the hypotheses of the theorem are satisfied and we can let
W := B(0̄, δ4). Using Newton-Kantorovich Theorem 3.2.1, we then find
a point ā′∗ such that Q′t(ā′∗) = 0, hence the point (ād + t̄d, ār, ā

′∗) is in
A.
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3.3 Hensel’s Lemma in Laurent series

3.3.1 Laurent series

Let (K,E,V) be a topological E-field, and let (xZ, .) be a multiplicative
copy of the additive abelian group (Z,+).

Set t := x−1 and K((t)) := K((xZ)), field of Hahn series as constructed
in Subsection 2.3.2. Hence for s =

∑
skt
−k =

∑
skx

k ∈ K((xZ)),

Supp s = {xk ∈ xZ : sk 6= 0}

Lm(s) = max Supp s

Lc(s) = sk0 where xk0 = Lm(s)

Then one constructs a topological partialE-field (K((t)) := K((xZ)), E,W),
where W is defined as in subsection 2.3.2:

WV,0 := {s ∈ K((xZ)) : Lm(s) ≤ 1 and if Lm(s) = 1, then Lc(s) ∈ V }
Wxk := {s ∈ K((xZ)) : Lm(s) ≤ xk}

W(K) := {WV,0 : V ∈ V}
W :=W(K) ∪ {Wxk : xk ∈ xZ}

Recall that if V is not discrete then W(K) satisfies Comp(K), which
induces an equivalence relation ∼W(K) on K((t)) with in particular:

t ∼W(K) 0

When V is the discrete topology on K, thenW corresponds to the topol-
ogy given by the canonic ultrametric absolute value of K((t)):

|.| :
{
K((xZ)) → xZ ∪ {0}

s 7→ |s| = Lm(s)

With valuation ring

K[[xZ]] = {s : Lm(s) ≤ 1}

and maximal ideal

m(K[[xZ]]) = {s : Lm(s) < 1}
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Equivalently

v :

{
K((t)) → Z ∪ {∞}

s =
∑

i kit
i 7→ v(s) = min{i : ki 6= 0}

With valuation ring K[[t]] = {s =
∑
kit

i : i ≥ 0} and maximal ideal
m(K[[t]]) = {s =

∑
kit

i : i > 0}.

We will abuse notation and denote also v by |.|.

For k, l ∈ K((t)), set k ∼K l iff |k− l| < 1 that is k− l ∈m(K[[t]]). Note
that t ∼K 0 in K((t)).

Remark 3.3.1 Starting from a topological field (K,V), let us consider
both defined topologies on K((t)): the one given by W and the one given
by |.| that is trivial on K. Let s ∈ K((t)). Then

s ∼K 0 iff s ∼W(K) 0

Indeed if s ∼K 0, trivially s ∈ V for all V ∈ W(K). The converse
holds too because we have supposed the topology given by V on K to be
Hausdorff.
We will use this equivalence mainly in Section 7.

Endow xZ1 × · · · × xZn with the antilexicographic order and consider

K((xZ1 )) · · · ((xZn)) ∼= K((xZ1 × · · · × xZn))

First notice that one can define a topology on K((xZ1 )) · · · ((xZn)) by recur-
rence, considering, for i = 2, · · · , n, K((xZ1 )) · · · ((xZi )) as a field of Hahn
series over K((xZ1 )) · · · ((xZi−1)) and endowing it by Wi, with W0 := V
and W1 constructed as W above, thus

Lmi : K((xZ1 )) · · · ((xZi ))→ K((xZ1 )) · · · ((xZi−1))

For s ∈ K((xZ1 )) · · · ((xZn)), let

Lm(s) := (Lm1 (Lc2 (· · · (Lcn(s)))) , · · · , Lmn−1(Lcn(s)), Lmn(s))

Wn,V,0 := {s ∈ K((xZ1 )) · · · ((xZn)) :Lm(s) ≤ 1̄ and if

Lm(s) = 1̄, then Lc(s) ∈ V }
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Wn,x̄k̄ := {s ∈ K((xZ1 )) · · · ((xZn)) : Lm(s) ≤ (xk1
1 , · · · , xknn )}

Wn(K) := {Wn,V,0 : V ∈ V}

Wn :=Wn(K) ∪ {Wn,x̄k̄ : x̄k̄ ∈ xZ1 × · · · × xZn}

where x̄k̄ = (xk1
1 , · · · , xknn ).

Now let us denote K((t̄)) := K((t1)) · · · ((tn))
(resp. K[[t̄]] := K[[t1]] · · · [[tn]]).

Let ī := (i1, · · · , in), t̄ := (t1, · · · , tn), kī := kin,··· ,i1 , and

∑
ī

kīt̄
ī :=

∑
in

∑
in−1

(
· · ·
∑
i1

kin,··· ,i1t
i1
1 · · ·

)
n−1

t
in−1

n−1


n

tinn

=
∑
in

· · ·
∑
i1

kin,··· ,i1t
i1
1 · · · tinn

If V is trivial on K, one can similarly define an absolute value |.| on
K((t1)) · · · ((tn)) by recurrence, considering, for i = 2, · · · , n,
K((t1)) · · · ((ti)) as a field of Hahn series over K((t1)) · · · ((ti−1)) and
endowing it by |.|i:

|.| :
{
K((xZ1 )) · · · ((xZn)) → (xZ1 × · · · × xZn) ∪ {0}

s 7→ (|Lc2 (· · · (Lcn(s)))|1 , · · · , |Lcn(s)|n−1, |s|n)

Or equivalently by |.| : K((t1)) · · · ((tn))→ (Z× · · · × Z) ∪ {∞}.

Lemma 3.3.2 (K[[t̄]], |.|), is complete.

Proof. Let (sp :=
∑

ī kp,̄it̄
ī) be a Cauchy sequence. For h ∈ N, sp+h− sp

converges to 0 in K[[t̄]] when p → ∞, hence for each ī, kp+h,̄i − kp,̄i
converges to 0 in K[[t̄]]. As each kp,̄i ∈ K, for each ī there is Nī such
that if p ≥ Nī, kp+h,̄i − kp,̄i = 0. In other words, the sequence (kp,̄i)p is
stationnary after a finite number of steps, thus converges to some kī ∈ K.

Let s :=
∑

ī kīt̄
ī, and let r ∈ N.

sp − s =
∑
ī

(kp,̄i − kī)t̄ī =
r∑

i1,··· ,in=0

(kp,̄i − kī)t̄ī +
∑

i1,··· ,in≥r+1

(kp,̄i − kī)t̄ī
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Hence

|sp − s| ≥ min

{∣∣∣∣∣
r∑

i1,··· ,in=0

(kp,̄i − kī)t̄ī
∣∣∣∣∣ , |t̄r+1|

}
where t̄r+1 := (tr+1

1 , · · · , tr+1
n ).

Let Nr := max0≤i1,··· ,in≤rNī. For p ≥ Nr,∣∣∣∣∣
r∑

i1,··· ,in=0

(kp,̄i − kī)t̄ī
∣∣∣∣∣ = |0̄| =∞

hence |sp − s| ≥ (r + 1, · · · , r + 1) > (r, · · · , r). Consequently,

∀r∃N, p ≥ N → |sp − s| > r̄

Thus (sp) converges to s in K[[t̄]].

From now on we will work with the exponential valuation.

Now let m ∈ N\{0}, and x̄ ∈ K[[t̄]]m. Define ||x̄|| := maxmi=1 |xi|, and for
A = (aij)i,j=1,··· ,m, where each ai,j ∈ K[[t̄]], ||A|| := maxmi,j=1 |aij|. This
makes K[[t̄]]m and Mm,m(K[[t̄]]), the set of m×m matrices with coeffi-
cients in K[[t̄]] equipped with the addition of matrices, complete normed
vector spaces over K[[t̄]]. If K is equipped with an exponential E, let us
denote, for k̄ := k1, · · · , km ∈ K[[t̄]]m, E(k̄) := (E(k1), · · · , E(km)), and
in the particular case where k̄ ∈m(K[[t̄]])m, by Remark 2.3.2,

exp(k̄) =
∑
i

k̄i

i!
= (
∑
i

ki1
i!
, · · · ,

∑
i

kim
i!

)

Lemma 3.3.3 Let m := |X̄| ∈ N \ {0}, and HH defined by

H(X̄) := (H1(X̄), · · · , Hm(X̄)) ∈ K[[t̄]][X̄]E

be a Hovanskii system. Then for ā, h̄ ∈ K[[t̄]]m, h̄ ∼K 0̄, and H(ā) ∼K 0̄,

||H(ā+ h̄)−H(ā)− h̄.JHā|| ≤ ||h̄||2
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Proof. First note that if ā := ā0 + ā1, where ā1, h̄ ∈ m(K[[t̄]]m) and

ā0 ∈ Km, then E(ā+ h̄) = E(ā0)E(ā1 + h̄) = E(ā0)
∑

k
(ā1+h̄)k

k!
. Then by

[12, Remark 4.5.2 & Proposition 4.5.3], for i = 1, · · · ,m, Hi is analytic
as an iteration of compositions of E and polynomial functions. Hence

|Hi(ā+ h̄)−Hi(ā)− hi.∇Hi(ā)| ≤ |hi|2

Therefore:

||H(ā+ h̄)−H(ā)− h̄.JHā|| ≤ ||h̄||2

3.3.2 Hensel’s lemma

Proposition 3.3.4 Let (K,R,E) be a partial E-field, and
H ⊆ K[[t̄]][X̄]⊗R[[t̄]][X̄]R[[t̄]][X̄]E defining a n×n Hovanskii system. Let
ā ∈ K[[t̄]]n such that H(ā) ∼K 0̄ and det JHā �K 0. Then there is
b̄ ∈ K[[t̄]]n such that H(b̄) = 0̄, b̄ ∼K ā, and det JHb̄ �K 0.

Proof. Let ā0 := ā, and consider the order one Taylor development of
H at ā, namely:

TH,ā,1(h̄) := H(ā) + JHā.h̄

Then TH,ā,1(h̄) = 0̄ is a linear system of equations in h̄, solvable as
det JHā 6= 0:

∂H1

∂x1
(ā) · · · ∂H1

∂xn
(ā)

...
. . .

...
∂Hn
∂x1

(ā) · · · ∂Hn
∂xn

(ā)

 .

 −h1
...
−hn

 =

 H1(ā)
...

Hn(ā)


We call b̄1 its solution:

b̄1 = −(JHā)
−1H(ā)

=
1

det JHā

tcom(JHā)H(ā)

where tcom(JHā) := (ci,j) is the tranpose of the cofactor matrix of JHā.
For each i, j = 1, · · · , n, |ci,j| = 1 as ci,j is a minor of det JHā, hence
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||b̄1|| ≤ ||H(ā)||, as | det JHā| = 1:

|b1,i| = |(det JHā)
−1|.

∣∣∣∣∣∑
j

ci,j.Hj(ā)

∣∣∣∣∣
≤ 1.max

j
|ci,j|.|Hj(ā)|

= max
j
|Hj(ā)|

= ||H(ā)|| < 1

Consequently b̄1 ∼K 0̄. Let ā1 := ā0 + b̄1. By continuity, H(ā1) ∼K 0̄
and det JHā1 �K 0. Therefore we can reiterate and find a solution of
TH,ā1,1(h̄) = 0̄ which we call b̄2. By Lemma 3.3.3, as H(ā) = −JHā.b̄1,
we have

|Hi(ā1)| = |Hi(ā1)−Hi(ā) +∇Hi(ā).b1,i| ≤ |b1,i|2 ≤ ||b̄1||2 < 1

And ||H(ā1)|| = maxi |Hi(ā1)| ≤ ||b̄1||2.

Then for k ∈ N, let āk+1 := āk + b̄k+1. Following the induction pro-
cess, one obtains for each i = 1, · · · , n and k ∈ N:

|ak+1,i − ak,i| = |bk+1,i| ≤ ||H(āk)|| ≤ ||b̄k||2 ≤ ||b̄1||2
k ≤ ||H(ā)||2k

The sequences (||b̄k||)k and (||H(āk)||)k converge to 0̄, hence the sequences
(b̄k)k and (H(āk))k converge to 0̄ too. Moreover, the sequences (ak,i)k are
Cauchy sequences: indeed,

ak+h,i − ak,i = ak+h,i − ak+h−1,i + ak+h−1,i − ak+h−2,i + · · · − ak,i

hence

|ak+h,i − ak,i| ≤
h

max
j=1
{|ak+j,i − ak+j−1,i|} = |ak+1,i − ak,i| ≤ ||H(ā)||2k

By completeness of K[[t̄]], (ak,i)k≥1 converges to some ci in K[[t̄]]. Then,
one gets that |ci − ai| ≤ 1, and furthermore that ci ∼K ai. As each Hi

is continuous, the sequence (H(āk))k converges to H(c̄), so H(c̄) = 0̄.
Furthermore as c̄ − ā ∼K 0̄, we have that det JHc̄ �K 0 by continuity
(otherwise det JHā ∼K 0) hence it is different from 0.



63

3.3.3 An E-field containing Laurent series

In this section we construct a topological unordered E-field of under-
lying set K((t))E–hence which contains Laurent series K((t))–starting
from a topological unordered E-field (K,E,V). We follow and adapt the
’exponential part’ of the iterative construction of the field R((t))LE in
[18]. Note that it is then possible to iterate the construction to obtain an
E-field K((t̄))E := ((K((t1))E) · · · )((tn))E containing K((t1)) · · · ((tn)).

3.3.3.1 Orderable groups and Hahn series

We begin by recalling that as K is a field of characteristic 0, its additive
group, being abelian and torsion-free, is orderable by Fact 2.2.11, and
that we can choose the order with 0 < 1.

Definition 3.3.5 LetK be a field of characteristic 0 such that (K,+, <K

) is an ordered additive group, let (G, ., <G) be an ordered abelian group
and consider the field of generalized seriesK((G)). For a, b ∈ (K((G)),+),
set a < b iff Lc(b− a) >K 0.

Remark 3.3.6 The order < on K((G)) is implicitly defined from <G

as well as from <K, as for s ∈ K((G)), Lc(s) is determined by |s| =
Lm(s) = maxSupp(s) ∈ G.

Lemma 3.3.7 The order < on (K((G)),+) of Definition 3.3.5 is a
well-defined order which is compatible with the group law and which
extends both <K and <G. Furthermore (K((G≤1)),+, <) is convex in
(K((G)),+, <).

Proof. It is obvious that < defines an order on K((G)) compatible with
the group law (the set S = {s : s > 0} satisfies Items 1, 2, and 3 of Fact
2.2.10), and that this order extends <K . To see that < extends <G, first
note that for g ∈ G, Lc(g) = 1. Hence for g1, g2 ∈ G, Lc(g2 − g1) = 1
iff g2 >G g1, Lc(g2 − g1) = −1 iff g2 <G g1, and Lc(g2 − g1) = 0 iff
g2 = g1. In other words we have that g1 < g2 iff Lc(g2 − g1) >K 0 iff
Lc(g2 − g1) = 1 iff g1 <G g2.

Next we show that (K((G≤1)),+, <) is convex in (K((G)),+, <):
Consider a, b two elements in K((G≤1)), and c ∈ K((G)) such that
a < c < b. Suppose by way of contradiction that c /∈ K((G≤1)). Then
|c| > 1 but |a|, |b| ≤ 1. Hence |c| > |a| and |c| > |b|, thus:
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1. Lc(c− a) = Lc(c) > 0 because a < c.

2. Lc(b − c) = Lc(−c) = −Lc(c) because |b| < |c| and −Lc(c) > 0
because c < b.

which is a contradiction –if c 6= 0– so c ∈ K((G≤1)).

We adapt the notion of ’pre-exponential’ ordered field defined by L.van
den Dries, A.Macintyre and D.Marker in [18] to:

Definition 3.3.8 We define a quintuple (F,A,O, E,V), where F is a
field of characteristic 0 equipped with a base V of neighborhoods of 0
making it a topological field, and where (F,+, <) is an ordered group, to
be a pre-exponential topological field if

1. (A,+, <) and (O,+, <) are ordered subgroups of (F,+, <) and O
is convex in (F,+, <),

2. F = A⊕O, and

3. E : (O,+, 0) → (F×, ., 1) is a homomorphism of abelian groups,
continuous for the topology induced by V on O.

Note that E is asked to be continuous for the topology V of F , and not
especially for the order topology of the additive group.

3.3.3.2 Iterative construction of K((t))E as a union of Hahn
fields

Starting from a topological E-field (K,E,V), we follow the construction
of [18] that we adapt to our topological unordered context.
To begin let K−1 := K, V−1 := V , and order the additive group (K,+)
by < by Fact 2.2.11: indeed, K is torsion free as the underlying additive
group of a characteristic 0 field. Let K0 := K((xK));

O0 := K((xK
≤1

)) = {s ∈ K0 : |s| ≤ 1}

A0 := K((xK
>1

)) = {s ∈ K0 : Supp s > 1}
By Lemma 3.3.7, (O0,+, <) is convex in (K0,+, <). Define V0 as in
Subsection 2.3.2 on Hahn series.

WV,0 := {s ∈ K((xK)) : Lm(s) ≤ 1 and if Lm(s) = 1, then Lc(s) ∈ V }
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Wxk := {s ∈ K((xK)) : Lm(s) ≤ xk}

V0(K) := {WV,0 : V ∈ V−1}

V0 :=W(K) ∪ {Wxk : xk ∈ xK}

As seen in Subsection 2.3.2 on Hahn series it is possible to extend E to
a homomorphism E0 : O0 → K×0 :

E0 :

{
O0 = K−1 ⊕K((xK

<1
)) → K×0

k + ε 7→ E(k).
∑∞

n=0
εn

n!

K0 is a topological Lrings ∪ {E}-extension of K−1 by Corollary 2.3.8,
Im E0 ⊆ O0, and E0 is continuous on O0 by Lemma 2.3.7, consequently:

Remark 3.3.9 (K0, A0,O0, E0,V0) is a pre-exponential topological field.

Remark 3.3.10 Notice that, as K ⊇ Q,

K((xK)) =: K0 ⊇ K((xZ))

Hence K((t)) is a subfield of K((xK)).
Moreover, if k ∈ K, then |k| = |k.x0| < |x|, and likewise |k| > |x−1| = |t|.
In other words, x is infinitely large relatively to the elements of K, while
t is infinitely small relatively to the elements of K.

Now suppose n ≥ 0 and that we have a pre-exponential topological field
(Kn = K((Gn)), An,On, En,Vn). We take a multiplicative copy xAn of
An, and set xk >xAn 1 iff k >An 0. Let Mn : An → xAn be an order
preserving isomorphism. We then consider Kn+1 := Kn((xAn)), and we
set:

• An+1 := {s ∈ Kn((xAn)) : Supp s >xAn 1}

• On+1 := {s ∈ Kn((xAn)) : |s| ≤xAn 1}, that is the valuation ring
of Kn((xAn))

• Gn+1 := Gn
←−×xAn as a direct product, on which we put an antilex-

icographic order.
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We denote (K((Gn))) ((xAn)) simply by K((Gn))((xAn)).
Notice that Gn is a convex ordered subgroup of Gn+1. Consequently
there is an isomorphism of K((Gn))-algebras between K((Gn+1)) and
K((Gn))((xAn)):

∑
gn+1∈Gn+1

cgn+1gn+1 7→
∑

gA∈xAn

( ∑
gn∈Gn

cgA,gngn

)
gA

Hence the notions of ’leading monomial’ and ’leading coefficient’ are well-
defined for an element in K((Gn+1)): in particular the exponential abso-
lute value at step n+ 1,

|.|n+1 : K((Gn+1))→ Gn+1 = Gn
←−×xAn

can be constructed from Lm(.) : K((Gn+1))→ Gn+1 = Gn
←−×xAn ,

or from
|.| : K((Gn))((xAn))→ xAn , Lc(.) : K((Gn))((xAn))→ K((Gn)),
and |.|n : K((Gn))→ Gn:

|s|n+1 := Lm(s) = (|Lc(s)|n, |s|)

One can easily check that |.|n+1 is an exponential absolute value with
value group Gn+1 and valuation ring K((G≤1

n+1)).

Fact 3.3.11 [18, Lemma 2.2 p.9]

Gn = xK
←−×xA0

←−× · · ·←−×xAn−1

= xK
←−×xA0⊕···⊕An−1

with xK ∩ xA0⊕···⊕An−1 = {1}

By Lemma 3.3.7, one extends the order of Kn by setting, for a, b ∈
(Kn+1,+):

b >Kn+1 a iff Lc(b− a) >Kn 0

This makes On+1 convex in Kn+1.
Then Kn+1 = An+1 ⊕On+1 and

On+1 = Kn ⊕m(On+1) = An ⊕On ⊕m(On+1)
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We use the multiplicative copy of An to extend the exponential to the
’infinitely large’ elements of An:

En+1 :

{
An ⊕On ⊕m(On+1) → K×n+1

s = a+ o+ ε 7→ En+1(s) = Mn(a)En(o)
∑∞

n=0
εn

n!

We extend the topology as in Subsection 2.3.2 by setting as neighbor-
hoods of 0 in Kn((xAn)):

WV,0 := {s ∈ Kn((xAn)) : |s| ≤ 1 and if |s| = Lm(s) = 1, then Lc(s) ∈ V }

WM(a) := {s ∈ Kn((xAn)) : |s| ≤M(a)}

TVn := {WV,0 : V ∈ Vn}

Vn+1 := TVn ∪ {WM(a) : a ∈ An}

Lemma 3.3.12 The application sending An to its mutiplicative copy
xAn,

M : An ⊆ Kn((xAn))→ xAn ⊆ Kn((xAn)), a 7→ s = M(a)

is continuous on An.

Proof. Actually, to be precise we should write:

M :
An.1 ⊆ Kn((xAn)) → Kn((xAn))

a = Lc(a).1 7→ s = 1.|s| = 1.M (Lc(a))

and consider the continuity of M at a point

a0 ∈ An.1 ⊆ Kn.1 ⊆ Kn((xAn))

that is a0 = Lc(a0).1, with Supp(Lc(a0)) >Kn 1 in Kn. As this makes
the notations quite heavy, we do it only for the proof. Let U ∈ Vn+1

and s0 = 1.M(Lc(a0)). Then s0 + U is an open neighborhood of s0 in
Kn((xAn)). By Fact 2.0.2, item (TM1), there is O ∈ Vn+1 such that
s0O ⊆ U , that is s0(1 +O) ⊆ s0 + U .
Then, as (s0 + s0O) ∩ xAn = {s0}, one obtains

M−1
(
(s0 + s0O) ∩ xAn

)
= {a0} = {Lc(a0).1}
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Furthermore, {a0} is open for the induced topology on An.1. Indeed,
Supp (Lc(a0)) > 1, hence let V ∈ Vn be such that An ∩ V = {0}. Then
WV,0 ∩An.1 = {0}, and (a0 +WV,0)∩An.1 = {a0} which is well the trace
of an open set of Kn+1.

ImEn+1 ⊆ K×n+1, and En+1 is continuous on On+1 by Lemma 2.3.7 and
Lemma 3.3.12. This makes Kn+1 is a topological Lrings ∪ {E}-extension
of Kn by Corollary 2.3.8, and more generally of Ki, for −1 ≤ i ≤ n.

Finally, we let K((t))E := ∪nKn and E the common extension of the
En. We have a topology on K((t))E [23, p.576] given by the following
set W of neighborhoods of 0:{ ⋃

β≤α≤ω

Wα : Wβ ∈ Vβ andWα+1 ∈ TVα withWα+1 ∩Kα = Wα

}

which endow K((t))E with the structure of a topological field, and by [23,
Lemma 2.16], it is then a topological Lrings-extension of each (Kn,Vn),
n ≥ 0. Moreover E is continuous on K((t))E hence (K((t))E, E,W)
is a topological Lrings ∪ {E}-extension of (K,E,V)–the latter being a
topological E-field, contrary to the (Kn,On, En,Vn), n ≥ 1, that are
only topological partial E-fields–.

Remark 3.3.13 In this section, starting from a characteristic 0 un-
ordered topological field K, we have arbitrarily ordered its underlying
additive group (K,+). Note that one only needs to order the latter so
that all the (Kn,+) are ordered. Independently, one can also consider as
valued groups the underlying additive groups of the Hahn fields appearing
in the construction:
(K((xk)),+, Lm(.)), (Kn((xAn)),+, Lm(.)), (K((Gn)),+, Lm(.)).
Still independently, we have constructed (K((t))E, E,W) a topological
Lrings ∪ {E}-extension of (K,E,V), where W is neither the order topol-
ogy nor the valuation topology.



Chapter 4

E-algebraicity and
E-derivations

Derivations over a ring are used in the study of transcendental extensions
in field theory. The use of E-derivations over an E-ring (R,E) in the
study of E-transcendental extensions has been investigated by J.Kirby
in [28]. Recall that when K is an E-field, there is a closure operator on
K, eclK , introduced by A.Macintyre (Definition 2.1.13).

In [66], A.Wilkie shows for K = C or K = R, using analysis techniques
and o-minimality, that eclK is equal to another closure operator on K
defined by derivations, which implies that eclK is a pregeometry, that is
a closure operator with finite character satisfying the Steinitz exchange
property; that is, for any subsets C,B of K and a, b ∈ K, we have the
following:

1. C ⊆ eclK(C)

2. B ⊆ C ⇒ eclK(B) ⊆ eclK(C)

3. eclK(eclK(C)) = eclK(C)

4. eclK(C) =
⋃
{eclK(C0)|C0 is a finite subset ofC}

5. ”Exchange” a ∈ eclK(C ∪ {b}) \ eclK(C)⇒ b ∈ eclK(C ∪ {a})

J.Kirby then proves that for any E-field K of characteristic 0, the E-
algebraic closure operator eclK is a pregeometry, with the important
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consequence that there is a good notion of dimension associated to E-
algebraicity. His proof also works by showing that this pregeometry cor-
responds in fact to a pregeometry defined using derivations, therefore
generalizing the work of A.Wilkie; but to extend derivations on partial
E-field extensions, he uses techniques from algebra together with a re-
sult of J.Ax [3] (Fact 4.3.1) and the technique of amalgamation of strong
extensions created by E.Hrushovski in [24].

Let (K,R,E) ⊆ (L,R′, E) be an inclusion of partial E-fields. Let B ⊆ L,
let Der(L/B) denote the set of all derivations on L which vanish on B,
and EDer(L/B) the subset of Der(L/B) composed by E-derivations
(with respect to R′). Note that Der(L/B) and EDer(L/B) are L-vector
spaces.

Fact 4.0.1 [28, Propositions 4.7 and 7.1] Let a ∈ L. Then a ∈ eclL(B)
iff for every D ∈ EDer(L/B), Da = 0.

Definition 4.0.2 Let ā := a1, · · · , an ∈ Ln. The eclL-dimension of ā
over K, eclL−dimK ā, is the maximum cardinality of an eclL-independent
subset of {a1, · · · , an} over K.

Suppose there is an E-derivation D on (K,R,E). In this chapter we
show how to extend it on (L,R′, E) using the two characterizations of E-
algebraicity as well as other results of J.Kirby on strong extensions. On
our way we show links between ecl-dimension of some tuples of elements
and linear dimensions of associated spaces of E-derivations; we then use
these results in Chapter 6 when constructing points in E-varieties that
are ’maximally’ ecl-independent.

4.1 Linear dimension of spaces of

E-derivations and ecl-dimension

Throughout this section, let (K,R,E) ⊆ (L,R′, E) be an inclusion of
partial E-fields. Fact 4.0.1 implies that:

Lemma 4.1.1 Let a1, · · · , an ∈ L be eclL-independent over K. There
are D1, · · · , Dn in EDer(L/K) such that Di(aj) = δij; in other words,
there are n E-derivations of EDer(L/K) that are L-linear independent.
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Proof. Suppose that a1, · · · , an are eclL-independent over K. Then for
1 ≤ i ≤ n, ai /∈ eclL(K ∪ {a1, · · · , an} \ {ai}), hence by Fact 4.0.1, there
is Di ∈ EDer(L/K(a1, · · · , ai−1, ai+1, · · · , an)) such that Di(ai) 6= 0 and
Di(x) = 0 for x ∈ eclL(K ∪ {a1, · · · , an} \ {ai}). Consequently it is
possible to construct n E-derivations D′i such that D′i is trivial on K and
D′i(aj) = δij, by setting:

D′i :=
1

Di(ai)
Di

Let a1, · · · , an ∈ L be eclL-independent over K. Let L0 := K(ā, E(ā))
and L1 := eclL(K(ā)). Then K ⊆ L0 ⊆ L1 ⊆ L as fields. The free
family D1, · · · , Dn of EDer(L/K) from Lemma 4.1.1, seen as a family
of EDer(L0/K), also generates the latter as a L0-vector space:

Lemma 4.1.2 Let a1, · · · , an ∈ L be eclL-independent over K; D1, · · · , Dn

in EDer(L/K) such that Di(aj) = δij, and let D′i := Di|L0 for 1 ≤ i ≤ n.
Then D′1, · · · , D′n generates EDer(L0/K) as a L0-vector space.

Proof. Let D ∈ EDer(L0/K), and for 1 ≤ i ≤ n, let αi := Dai. To
simplify notations, let us identify Di and Di|L0 . Then for 1 ≤ j ≤ n,
(D −

∑n
i=1 αiDi)(aj) = αj − αj = 0.

Corollary 4.1.3 If b̄ ∈ R′ ⊆ L, the linear dimension of
EDer(K(b̄, E(b̄))/K) over K(b̄, E(b̄)) is eclL − dimK(b̄).

Proof. Let n := |b̄|, and d := eclL−dimK(b̄). Suppose w.l.o.g. b1, · · · , bd
are eclL-independent over K and set b̄d := b1, · · · , bd. Let D, D1, · · · , Dd

in EDer(K(b̄, E(b̄))/K) such that for 1 ≤ i, j ≤ d, Di(bj) = δij, which
is possible by Lemma 4.1.1, and let αi := D(bi). Simple calculations
show that (D −

∑d
i=1 αiDi) ∈ EDer(K(b̄, E(b̄))/K(b̄d)), and thus for

d + 1 ≤ k ≤ n, (D −
∑d

i=1 αiDi)(bk) = 0 by Fact 4.0.1 because bk ∈
eclL(K(b̄d)) = eclL(K(b̄)).

Corollary 4.1.4 Let (K,R,E,V) be a topological partial E-field where
V is a definable topology.
Let L ⊇ Lrings ∪ {E} and assume that (K,R,E,V) is a topological L-
partial-E-field.
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For all d ∈ N, there is a topological elementary L-extension (L,R′, E,V ′)
of (K,R,E,V) that contains K ∪ {t1, · · · , td}, where t1, · · · , td are
eclK((t1))···((td))-independent over K, and for i = 1, · · · , d, ti ∼K 0.
Moreover for all 1 ≤ i ≤ d, and V ∈ V ′(K), ti ∈ V , where V ′(K) satisfies
Comp(K).

Proof. By Fact A.0.8, one can construct iteratively, starting fromM0 :=
(K,R,E,V) a chain (Mi)0≤i≤d, whereMi+1 is a topological κ+

i -saturated
elementary L-extension ofMi, for κi ≥ |Mi|. Let 0 ≤ i ≤ d. By Remark
2.2.7, there is ti+1 ∈Mi+1 such that for all V ∈ Vi+1(Mi), ti+1 ∈ V , that
is ti+1 ∼Vi+1(Mi) 0 in L. Consequently, by Remark 3.3.1, ti+1 is also in all
neighborhoods of 0 of K((t1))...((ti)). By Corollary 4.1.3, to prove the re-
sult it suffices to construct d E-derivations of EDer(K((t1)) · · · ((td))/K)
that are linearly independent. Let i, j = 1, · · · , d. For commodity, let us
denote

Ki := K((t1))...((ti)) = Ki−1((ti))

Let us define Dj by Dj(ti) = δij, and Dj�Kj−1
= 0.

For i ≥ j, suppose Dj�Ki−1
has been defined and let si :=

∑
akt

k
i ∈

Ki−1((ti)), where ak ∈ Ki−1. We construct a derivation–that commutes
with infinite sums– by setting:

Dj(si) :=
∑
k

Dj(akt
k
i ) =

∑
k

kakDj(ti)t
k−1
i +

∑
k

Dj(ak)t
k
i

Consequently Dj(si) =
∑
kakt

k−1
i for i = j and Dj(si) =

∑
Dj(ak)t

k
i for

i > j. Therefore Dj defines a derivation, as additivity and Leibniz rules
are satisfied: indeed, if ri =

∑
bkt

k and vi =
∑

(
∑

l+j=k albj)t
k, then by

construction,

Dj(vi) = Dj(si)ri + siDj(ri)

Recall that there is an exponential defined by the series on Ki−1[[ti]], the
valuation ring of Ki for the canonical absolute value. To check that Dj

defines an E-derivation on Ki for i ≥ j, let εi =
∑
akt

k
i ∈ Ki−1[[ti]].
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Dj(ε
n
i ) = nDj(εi)ε

n−1
i . If i ≥ j,

Dj(E(εi)) = Dj(
∑
n≥0

εni
n!

)

=
∑ n

n!
Dj(εi)ε

n−1
i

= Dj(εi)
∑
n≥1

εn−1
i

(n− 1)!

= Dj(εi)
∑
n≥0

εni
n!

= E(εi)Dj(εi).

If i < j, Dj(εi) = 0 hence

Dj(E(εi)) = Dj

(∑
n≥0

εni
n!

)
=
∑
n≥0

n

n!
Dj(εi)ε

n−1
i = 0 = E(εi)Dj(εi)

Hence we have constructed d E-derivations of EDer(Kd/K) that are
linearly independent over Kd.

4.2 Extensions of E-derivations on

E-algebraic elements

We extend here a result of S. Lang on solutions of Hovanskii systems of
algebraic polynomials [37, Theorem 3 p.185]. Our generalization consists
in replacing algebraic polynomials by E-polynomials.

Proposition 4.2.1 Let (K,R,E) ⊆ (L,R′, E) be partial E-fields, where
(K,R,E) is endowed with an E-derivation D. Let a ∈ eclL(K). Then
there is a unique E-derivation extending D on K(a,E(a)), where K(a,E(a))
is the field generated by K, a and E(a).

Proof. There exist n ∈ N, a1, . . . , an ∈ L and h1, . . . , hn ∈ K[X̄] ⊗R[X̄]

R[X̄]E such that a = a1 and (a1, . . . , an) is a solution to the Hovanskii
system HH given by H = (h1, · · · , hn):

hi(a1, . . . , an) = 0 for i = 1, . . . , n



74

and ∣∣∣∣∣∣∣
∂h1

∂X1
· · · ∂h1

∂Xn
...

. . .
...

∂hn
∂X1

· · · ∂hn
∂Xn

∣∣∣∣∣∣∣ (a1, . . . , an) 6= 0

Without loss of generality one can suppose there is 0 ≤ p ≤ n, ai ∈ R′
iff i ≤ p. Let us construct another Hovanskii system HG, where G =
(g1, · · · , gn+p), by letting, for i = 1, · · · , n, i′ = 1, · · · , p:

gi(X1, · · · , Xn, Xn+1, · · · , Xn+p) := hi(X1, · · · , Xn)

gn+i′ := Xn+i′ − E(Xi′)

Let ¯̄X := (X1, · · · , Xn+p). Then for i = 1, · · · , n, i′ = 1, · · · , p and
j = 1, · · · , n+ p

∂gi
∂Xj

( ¯̄X) =
∂hi
∂Xj

(X̄)

and,
∂gn+i′

∂Xj

( ¯̄X) = δn+i′,j − δi′,jE(Xi′)

Let πi : Ln → L be the projection on the ith coordinate. The Jacobian
matrix of G, JG, is now:

JG =



∂h1

∂X1
· · · · · · ∂h1

∂Xn
0 · · · · · · 0

...
. . . . . .

...
...

. . . . . .
...

∂hn
∂X1

· · · · · · ∂hn
∂Xn

0 · · · · · · 0

−E ◦ π1 0 · · · 0 1 0 · · · 0

0
. . .

... 0
. . .

...
...

...
...

...
...

. . . 0
...

. . . 0
0 · · · 0 −E ◦ πp 0 · · · 0 1


As 0 6= det JHa1···an = det JGa1···anE(a1)···E(ap),
(a1, · · · , an, E(a1), · · · , E(ap)) is a regular solution of the system G. By
Lemma 2.1.8, we have an E-derivation on E-polynomials, thus we can
write, for i = 1, · · · , n+ p,

Dgi(
¯̄X) = gDi ( ¯̄X) +

| ¯̄X|∑
i=1

∂gi
∂Xi

( ¯̄X)DXi
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And an E-derivation on ai should satisfy

Dgi(¯̄a) = gDi (¯̄a) +

|¯̄a|∑
i=1

∂gi
∂ai

(¯̄a)Dai

Hence we obtain the linear system S with unknowns Y1, · · · , Yn+p:

∑n
i=1

∂h1

∂Xi
(ā)Yi = −hD1 (a1, · · · , an)

...
...

...∑n
i=1

∂hn
∂Xi

(ā)Yi = −hDn (a1, · · · , an)

Yn+1 − E(a1)Y1 = 0
...

...
...

Yn+p − E(ap)Yp = 0

The determinant of which is different from 0 as ¯̄a is a regular solu-
tion of G. Hence S admits a unique solution b1, · · · , bn+p. Let us set
Da1 := b1, · · · , Dan := bn, D(E(a1)) := bn+1, · · · , D(E(ap)) := bn+p;
then D is an E-derivation on a1, · · · , an, and it is uniquely determined.

Now, in order to see that this is well defined, suppose that a is a coordi-
nate of two different tuples ā and ā′ solutions of two different Hovanskii
systems H and H ′, giving rise to Da1 and D′a1. Then Da1 − D′a1 =
(D − D′)a1, with D − D′ = 0 on K hence D − D′ ∈ EDer(K(āā′)/K)
so as a1 ∈ eclK(āā′)(K),then (D −D′)a1 = 0 hence Da1 = D′a1.

Remark 4.2.2 • If a is a zero of an E-polynomial P (X), then if
∂P
∂X

(a) 6= 0, we have a Hovanskii system. If ∂P
∂X

(a) = 0, then
PD(a) = 0, and the equation DP (a) = 0 does not define Da.

• The field K(a,E(a)) is neither an E-field nor defines a partial E-
field in the sense of Definition 2.1.1.

Let b̄ ⊆ L, d := eclL − dimK(b̄). Suppose w.l.o.g. b1, · · · , bd are
eclL-independent over K. Proposition 4.2.1 shows an E-derivation on
eclL(K(b̄)) is uniquely determined by a given E-derivation on K(b̄d),
hence the free family D1, · · · , Dd of Corollary 4.1.3, seen as a family of
EDer(eclL(K(b̄))/K), also generates the latter as a eclL(K(b̄))-vector
space:
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Corollary 4.2.3 Let b̄ ⊆ L, d := eclL − dimK(b̄). Suppose w.l.o.g.
b1, · · · , bd are eclL-independent over K.

• Let D1, · · · , Dd in EDer(K(b̄, E(b̄))/K) such that for 1 ≤ i, j ≤ d,
Di(bj) = δij. Then D1, · · · , Dd generates EDer(eclL(K(b̄))/K) as
a eclL(K(b̄))-vector space.

• If b̄ ∈ R′ ⊆ L, the linear dimension of EDer(eclL(K(b̄))/K)
over eclL(K(b̄)) (resp. of EDer(K(b̄, E(b̄))/K) over K(b̄, E(b̄)))
is eclL − dimK(b̄).

4.2.0.1 ecl is closed under D

Proof of Proposition 4.2.1 already shows that if ā ∈ eclL(K), then
Dā ∈ eclL(K): indeed E-polynomials with coefficients in K evaluated at
ā are in K[ā]E and its field of fractions

〈
K[ā]E

〉
⊆ eclL(K(ā)) = eclL(K)

as ā ∈ eclL(K). Nevertheless, in this section, we show it again by simulta-
neous use of the two definitions of E-algebraicity proved to be equivalent
by J.Kirby. Consequently this section is not necessary to the following
chapters and can be skipped by the reader.

Suppose there is an E-derivation on L such that

(K,R,E,D) ⊆ (L,R′, E,D)

is a differential partial E-fields extension. We first want to show that
if a ∈ eclL(K), then Da ∈ eclL(K); hence (eclL(K), D) is a differential
field.

We have a ∈ eclL(K) iff a = a1 and ā = (a1, · · · , an) ⊆ L is a solu-
tion of a Hovanskii system H = (h1(X̄), · · · , hn(X̄)) over K iff for every
d ∈ EDer(L/K), da = 0. (note that we in fact have dai = 0 for all
i = 1, · · · , n.)

Lemma 4.2.4 Let a ∈ eclL(K), d ∈ EDer(L/K) and
P (X̄) ∈ K[X̄]⊗R[X̄] R[X̄]E, |X̄| = n. Then

dDP (ā) =
n∑
i=1

∂P

∂Xi

(ā).dDai
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Proof. By Lemma 2.1.8,

DP (X̄) = PD(X̄) +
n∑
i=1

∂P

∂Xi

(X̄).DXi

As D|K is a ring morphism, the coefficients of PD(X̄) are in K hence
(PD)d(X̄) = 0. Similarly, for each i, ∂P

∂Xi
(X̄) has coefficients in K, hence(

∂P
∂Xi

)d
(X̄) = 0, thus

dDP (X̄) =
n∑
i=1

∂PD

∂Xi

(X̄)dXi +
n∑
i=1

∂P

∂Xi

(X̄).dDXi

+
n∑
j=1

n∑
i=1

∂2P

∂Xj∂Xi

(X̄).DXidXj

As dai = 0, we finally get:

dDP (ā) =
n∑
i=1

∂P

∂Xi

(ā).dDai

Proposition 4.2.5 Let a ∈ eclL(K). Then Da ∈ eclL(K).

Proof. There exist n ∈ N, a1, . . . , an ∈ L and h1, . . . , hn ∈ K[X̄] ⊗R[X̄]

R[X̄]E such that a = a1 and (a1, . . . , an) is a solution to the Hovanskii
system H given by the hi’s:

hi(a1, . . . , an) = 0 for i = 1, . . . , n

and ∣∣∣∣∣∣∣
∂h1

∂X1
· · · ∂h1

∂Xn
...

. . .
...

∂hn
∂X1

· · · ∂hn
∂Xn

∣∣∣∣∣∣∣ (a1, . . . , an) 6= 0

Furthermore if d ∈ EDer(L/K) then dai = 0. Let ā = (a1, · · · , an). By
Lemma 4.2.4, for each i = 1, · · · , n,

0 = dDhi(ā) =
n∑
i=1

∂hi
∂Xi

(ā).dDai
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We thus get a linear system in the dDai’s, namely:
∑n

i=1
∂h1

∂Xi
(ā).dDai = 0

...∑n
i=1

∂hn
∂Xi

(ā).dDai = 0

the determinant of which is different from 0, as ā is a solution of H.
Finally we get that for all i = 1, · · · , n, for all d ∈ EDer(L/K), dDai = 0,
hence Dai ∈ eclL(K).

4.3 Strong extensions

Recall that the transcendence degree td of a field extension L/K, or
dimension of L over K as fields, is the greatest cardinality of an alge-
braically independent subset of L over K. Such a subset is called a
transcendence base of L over K. If ā ⊆ L, let td(ā/K) := td(K(ā)/K).
If B, x̄ ⊆ L, ldimQ(x̄/B) is the linear dimension of the quotient

〈B, x̄〉Q
〈B〉Q

where 〈B, x̄〉Q is the Q-vector space generated by B ∪ x̄ and 〈B〉Q is the
Q-vector space generated by B.

Recall that Schanuels’s conjecture for C states that if λ1, . . . , λn ∈ C are
linearly independent over Q, then Q(λ1, . . . , λn, e

λ1 , . . . , eλn) has tran-
scendence degree at least n over Q.

Schanuel’s conjecture allows to avoid hidden exponential-algebraic re-
lations. When x̄ is algebraic (over Q), Schanuel’s conjecture is the Lin-
demann Weierstrass Theorem, stating that:

td(ex̄/Q) ≥ ldimQ(x̄)

where td(ex̄/Q) is the transcendence degree of the field extensionQ(ex̄)/Q.
When x̄ is eclC-independent over Q, the following theorem can be used:

Fact 4.3.1 [3, Th.3] Let F be a field of characteristic 0, let ∆ be a set of
derivations on F and let C =

⋂
∂∈∆ ker ∂ be the field of constants. Sup-

pose x1, · · · , xn, y1, · · · , yn ∈ F satisfy ∂yi = yi∂xi for each i = 1, · · · , n
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and each ∂ ∈ ∆. Then

td(x̄ȳ/C) ≥ ldimQ(x̄/C) + rk(∂xi)∂∈∆,i=1,··· ,n

where rk(.) is the rank of the matrix.

Fact 4.3.1, together with Lindemann Weierstrass’ Theorem, reduces Scha-
nuel’s conjecture to elements in eclC(Q) that are not algebraic over Q.
Indeed, let ∆ := EDer(C/Q). Then the field of constants is C = eclC(Q)
and by Fact 4.0.1 of J.Kirby and Lemma 4.1.1, rk(∂xi)∂∈∆,i=1,··· ,n = n if
x̄ ⊆ C \ C is such that x1, · · · , xn are eclC-independent over C. In that
case, td(x̄, ex̄) ≥ td(x̄, ex̄/C) ≥ 2n.
Now let 〈K,A(K), E〉 be a partial E-field in the sense of Definition 2.1.3–
in particular A(K) is considered as a Q-vector space and not especially
as endowed with a ring structure–. If C ⊆ K, set E(C) := E(C∩A(K)).
The above proof for complex numbers is actually an instance of the proof
of the following fact:

Fact 4.3.2 [28, Corollary 5.2] Suppose C ⊆ K is such that eclK(C) = C,
and let ā := a1, · · · , an ∈ K. Then

td(ā, E(ā)/C,E(C))− ldimQ(ā/C) ≥ eclK − dimC ā

Corollary 4.3.3 Let (K,R,E) ⊆ (L,R′, E) be an extension of partial
E-fields, and let ā := a1, · · · , an ∈ L eclL-independent over K. Then

td(ā, E(ā)/eclL(K)) ≥ 2n

In [24], E.Hrushovski has introduced a notion of predimension, while
creating the technique of ’amalgamation of strong extensions’:

Let x̄ ⊆ R and B ⊆ R. The predimension of x̄ over B is:

δ(x̄/B) := td(x̄, E(x̄)/B,E(B))− ldimQ(x̄/B)

In the context of partial E-domains (as in Definition 2.1.3), J.Kirby has
defined a notion of strong extensions:

Definition 4.3.4 [28, Definition 5.3 p.8] An embedding 〈R1, A(R1), E〉 ⊆
〈R2, A(R2), E〉 of partial E-domains is said to be strong iff for every tuple
x̄ from A(R2), we have δ(x̄/A(R1)) ≥ 0.
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As we want to use his results to extend E-derivations, but as our defi-
nition of partial E-fields is different (Definition 2.1.1), we state an inter-
mediate definition that we will use only in this section:

Definition 4.3.5 A partial E-Domain is a two-sorted structure

〈K,R; +K , .K ,+R, α, ER〉

where 〈K,+K , .K〉 is an integral domain, namely a commutative ring with
no non-zero zero divisors, 〈R,+R〉 is a subgroup of 〈K,+K〉,

α : 〈R,+R〉 → 〈K,+K〉

is an injective homomorphism of additive groups and

ER : 〈R,+R〉 → 〈K \ {0}, .K〉

is a group morphism. R is identified with its image under α, .K is written
. and +R and +K are both written +.

We will denote partial E-Domains 〈K,R; +K , .K ,+R, , α, ER〉 by

〈K,A(K), E〉

where by A(K) we mean the domain of definition of ER; we will call
them ’partial E-Domains’ with a ’D’ instead of the ’d’ of J.Kirby’s par-
tial E-domains.

We will consider extensions of partial E-Domains

〈R1, A(R1), E〉 ⊆ 〈R2, A(R2), E〉

for which A(R1) is a pure subgroup of A(R2), namely for which, for all
n ∈ Z,

nA(R1) = A(R1) ∩ nA(R2)

(whenever an element of A(R1) has an nth root in A(R2), it also has one
in A(R1))
instead of asking for A(R1) and A(R2) to be both endowed with a Q-
vector space structure, and adapt J.Kirby’s results to that setting [52].
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Definition 4.3.6 Let 〈K,A(K), E〉 be a partial E-domain (resp. a
partial E-Domain) such that K is a field. The field K is said to be
exponential-graph-generated iff K is generated as a field by A(K) ∪
E(A(K)).

Remark 4.3.7 Let (K,R,E) be a partial E-field–this time in the sense
of Definition 2.1.1–such that K is the field of fractions of R. Let A(K) be
the additive underlying group of R, then K is exponential-graph-generated
as a field by A(K) ∪ E(A(K)).

Let us recall some results of J.Kirby.

Fact 4.3.8 [28, Lemma 5.5]For ordinals α, let Rα be partial E-domains.
Then the following conditions hold:

1. The identity R1 ↪→ R1 is strong.

2. The composite of strong extensions is strong.

3. Suppose λ is an ordinal, (Rα)α<λ is a λ-chain of strong extensions
(that is, for each α ≤ β < λ there is a strong extension fα,β of Rα

into Rβ and for all α ≤ β ≤ γ, we have fβ,γ ◦ fα,β = fα,γ and fα,α
is the identity on Rα), and R is the union of the chain. Then the
embedding Rα ⊆ R is strong for each α.

4. Suppose (Rα)α<λ is a λ-chain of strong extensions with union R,
and the embedding Rα ⊆ S is strong for each α. Then the embed-
ding R ⊆ S is strong.

Fact 4.3.9 [28, Proposition 5.6] Let 〈F0, A(F0), E〉 ⊆ 〈F,A(F ), E〉 be a
strong embedding of partial E-domains, suppose F0 and F are fields and
exponential-graph-generated. Then for some ordinal λ there is a chain
(Fα)α≤λ of partial E-domains such that , for all ordinals 0 ≤ α ≤ β ≤ λ,
the following conditions hold:

1. F = Fλ,

2. Fα is exponential-graph-generated,

3. for an ordinal limit β, Fβ = ∪α<βFα,

4. td(Fβ+1/Fβ) is finite,
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5. the embedding Fα ⊆ Fβ is strong.

Proof. We write J.Kirby’s proof for completeness. Let λ be the smallest
ordinal of cardinality |A(F )|, and enumerate A(F ) as (rα)α<λ. Let us
construct by induction Fβ satisfying 1-5 and such that rβ ∈ Fβ+1 and the
embedding Fβ ⊆ F is strong.
For ordinal limit β, let A(Fβ) :=

⋃
α<β A(Fα). Let Fβ be the partial

E-subfield of F generated by A(Fβ), in order that 2 and 3 hold. Item 5
holds by Item 3 of Fact 4.3.8, and the embedding Fβ ⊆ F is strong by
Item 4 of Fact 4.3.8.
Given β < λ, if rβ ∈ A(Fβ), let Fβ+1 := Fβ. Otherwise, by induction
the embedding Fβ ⊆ F is strong hence for any finite tuple x̄ from A(F ),
we have δ(x̄/Fβ) ≥ 0. Choose a tuple x̄ containing rβ and such that
δ(x̄/Fβ) is minimal. Let A(Fβ+1) := 〈A(Fβ), x̄〉Q a Q-subspace of A(F ),
and let Fβ+1 be the partial E-subfield of F generated by A(Fβ+1). By
the minimality of δ(x̄/Fβ), the embedding Fβ+1 ⊆ F is strong. For any
α ≤ β, because the embedding Fα ⊆ F is strong, one obtains that the
embedding Fα ⊆ Fβ+1 is strong. Furthermore td(Fβ+1/Fβ) ≤ 2|x̄|, which
is finite, hence Item 4 holds. Eventually,

⋃
α<λA(Fα) = A(F ) and then

F = Fλ.

Fact 4.3.10 [52] Let 〈F0, A(F0), E〉 ⊆ 〈F,A(F ), E〉 be a strong embed-
ding of partial E-Domains, suppose F0 and F are fields and exponential-
graph-generated. Then for some ordinal λ there is a chain (Fα)α≤λ of
partial E-Domains such that , for all ordinals 0 ≤ α ≤ β ≤ λ, the
following conditions hold:

1. F = Fλ,

2. Fα is exponential-graph-generated,

3. for an ordinal limit β, Fβ = ∪α<βFα,

4. td(Fβ+1/Fβ) is finite,

5. the embedding Fα ⊆ Fβ is strong.

Proof. To extend Fact 4.3.9 to the setting of partial E-Domains, one
needs in the proof to assume by induction that A(Fβ) is a pure subgroup
of A(F ). Then one sets A(Fβ+1) to be the divisible hull in A(F ) of the
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subgroup generated by A(Fβ) and x̄, where rβ belongs to x̄ and δ(x̄/Fβ)
is minimal.

Let F0 ⊆ F be an extension of fields, ∂ ∈ Der(F0), and

Ω(F ) = 〈db : b ∈ F 〉

I :=
〈∑

aidbi|ai, bi ∈ F0,
∑

ai∂bi = 0
〉

Then I is a sub-F -module of Ω(F ), let Ω(F/∂) denote the quotient
Ω(F )/I. We naturally have a quotient map :

Ω(F )� Ω(F/∂)

Now let J :=
〈
db|b ∈ F0

〉
⊆ Ω(F/∂). J is a sub-F -module of Ω(F/∂),

and the quotient Ω(F/∂)/J is isomorphic to Ω(F/F0), the quotient of
Ω(F ) by the relations relations dc = 0 for each c ∈ F0. We naturally
have the two quotient maps :

Ω(F )� Ω(F/∂)� Ω(F/F0)

Let Der(F/∂) := {η ∈ Der(F )|(∃λ ∈ F )η�F0 = λ∂}.

Fact 4.3.11 [28, Lemma 6.2] Der(F/∂) is the dual space of Ω(F/∂),
that is the set of linear maps f from Ω(F/∂) to F .

Fact 4.3.12 [28, Theorem 6.3] Let 〈F0, A(F0), E〉 ⊆ 〈F,A(F ), E〉 be a
strong embedding of partial E-domains, suppose F0 and F are fields and
exponential-graph-generated. Then every E-derivation on F0 extends to
F .

Proof. We write J.Kirby’s proof for completeness, and we detail some
parts. Let F ′ be the partial E-subfield of F generated by the graph
of exponentiation of F , that is F ′ := 〈A(F ) ∪ exp(A(F ))〉. Then ev-
ery E-derivation on F ′ extends to F , as only the field operations must
be respected and the characteristic is zero. Consequently we assume
F = F ′. By Fact 4.3.9, it is enough to prove the theorem for strong em-
beddings of exponential-graph-generated partial E-fields F1 ⊆ F2 such
that td(F2/F1) is finite. Let ∂ be an E-derivation on F1, and let

EDer(F2/∂) := Der(F2/∂) ∩ EDer(F2)
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The embedding F1 ⊆ F2 is strong hence td(F2/F1) ≥ ldimQ(A(F2)/A(F1)),
thus as td(F2/F1) is finite, so is ldimQ(A(F2)/A(F1)). It is then possible
to consider a Q-basis a1, . . . , an for A(F2) over A(F1). Then let

wi := deai/eai − dai ∈ Ω(F2)

Now let Λ be the F2-subspace of Ω(F2) generated by ω1, . . . , ωn. Recall
that by the universal property, for each derivation ∂ ∈ Der(F2), there is
a unique F2-linear map ∂∗ : Ω(F2)→ F2, da 7→ ∂a such that the following
diagram commutes:

F2 Ω(F2)

F2

d

∂∗
∂

Moreover by Fact 4.3.11, the space of derivations Der(F2) is the dual
space of Ω(F2), hence we can consider the annihilator of Λ in it:

Ann(Λ) = {∂∗ : Ω(F2)→ F2|∀f ∈ Λ = 〈ω1, . . . , ωn〉F2
, ∂∗f = 0}

= {∂ ∈ Der(F2)|∀f ∈ Λ, ∂∗f = 0}

Note that by definition of Λ, we have EDer(F2/F1) = Der(F2/F1) ∩
Ann(Λ) and EDer(F2/∂) = Der(F2/∂) ∩ Ann(Λ).
Indeed, let ∂ ∈ Der(F2/F1) ∩ Ann(Λ). Then for each i = 1, . . . , n,

∂∗(
deai

eai
− dai) = 0 meaning that

(
∂eai

eai
− ∂ai) = 0 as ∂∗ is F2-linear

that is ∂ ∈ EDer(F2/F1). The converse is clear as the relations of E-
derivations are verified in EDer(F2/F1) and the proof for EDer(F2/∂)
is similar.

We now want to get information about the dimension of EDer(F2/F1)
(resp. of EDer(F2/∂)) relatively to Der(F2/F1) (resp. to Der(F2/∂)),
through the codimension of Ann(Λ) in them.

For this, first let ω̂i be the image of ωi under the natural quotient map
Ω(F2)� Ω(F2/F1).
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Fact 4.3.13 [28, Fact 6.4] If the differentials ω̂1, . . . , ω̂n are F2-linearly
dependant in Ω(F2/F1), then there is a non-zero Z-linear combination
b =

∑n
i=1miai such that b and eb are both algebraic over F1. (F1, F2

exponential-graph-generated fields and Ω(F2/F1), as a module over the
field F2, is an F2-vector space).

For a proof of the claim, see an intermediate step in the proof of Ax’s
theorem, or [29, Proposition 3.7], where the group S is Gm.
By Fact 4.3.13, if the ω̂i are F2-linearly dependant, then, for some such
b, we have :

δ(b/F1) = td(b, eb/A(F1) ∪ exp(A(F1)))− ldimQ(b/A(F1))

= td(b, eb/F1)− ldimQ(b/A(F1))

= 0− 1 < 0

This contradicts the fact that the embedding F1 ⊆ F2 is strong, hence
the ω̂i are F2-linearly independant in Ω(F2/F1).
We have thus seen that the image of the subspace Λ has dimension n in
Ω(F2/F1), consequently it has also dimension n in the intermediate space
Ω(F2/∂).
The subspaces Der(F2/F1) and Der(F2/∂) of Der(F2) are dual to the
quotients Ω(F2/F1) and Ω(F2/∂) of Ω(F2), hence Ann(Λ) has codimen-
sion n in Der(F2/F1) and also in Der(F2/∂) (Indeed, recall that for
vector spaces V , W , there is an isomorphism between the dual of the
quotient W/V and Ann(V ) (hence the codimension of Ann(V ) in W is
the dimension of V )).

We are now ready to use the information about the dimension of
EDer(F2/F1) (resp. of EDer(F2/∂)) relatively to Der(F2/F1) (resp. to
Der(F2/∂)), through the codimension of Ann(Λ) in them: if ∂ = 0, then
the result is trivial. Otherwise,

dim Der(F2/∂) = dim Der(F2/F1) + 1

Hence, because of the previous paragraph,

dim EDer(F2/∂) = dim EDer(F2/F1) + 1

Thus there is η ∈ EDer(F2/∂) \EDer(F2/F1). Then η�F1 = λ∂ for some
non-zero λ. Let η′ = λ−1η. Then η′ extends ∂ to F2.
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Note that J.Kirby’s proof uses Fact 4.3.1 of J.Ax.

Fact 4.3.14 [52] Let 〈F0, A(F0), E〉 ⊆ 〈F,A(F ), E〉 be a strong embed-
ding of partial E-Domains, suppose F0 and F are fields and exponential-
graph-generated. Then every E-derivation on F0 extends to F .

Proof. To extend Fact 4.3.12 to the setting of partial E-Domains, one
needs to assume that A(F0) is pure in A(F ). Then in the proof, instead
of choosing a Q-linear base a1, · · · , an of A(F2) over A(F1), one chooses
a1, · · · , an ∈ A(F2) \A(F1) maximal Z-independent over A(F1) and gen-
erating A(F2) over A(F1) in the following way:
for any b ∈ A(F2), there are z1, · · · , zn ∈ Z, u ∈ A(F1) and k ∈ N \ {0}
such that

kb =
n∑
i=1

ziai + u

Note that if
∑n

i=1 ziai ∈ 〈A(F1)〉Q, then
∑n

i=1 ziai ∈ A(F1):
indeed if

∑n
i=1 ziai ∈ 〈A(F1)〉Q, then for some k ∈ N \ {0}, k

∑n
i=1 ziai ∈

A(F1). Hence, because A(F1) is pure in A(F2) and
∑n

i=1 ziai ∈ A(F2),
one obtains that

∑n
i=1 ziai ∈ A(F1).

Consequently in the intermediate claim of the proof [28, Fact 6.4], b /∈
〈A(F1)〉Q, hence ldimQ(b/A(F1)) = 1 thus δ(b/F1) < 0.

We are now ready to deal with extensions of partial E-fields (K,R,E) ⊆
(L,R′, E), where (K,R,E), (L,R′, E) are as defined in Definition 2.1.1.

Fact 4.3.15 [52] Let (K,R,E) ⊆ (L,R′, E) be an extension of partial E-
fields, such that there is an E-derivation D on eclL(K). Then D extends
to an E-derivation D∗ on L.

Proof. Let us consider the partial E-Domain 〈L,A(L), E〉, where A(L)
is the additive underlying group of R′. Let F1 be the subfield generated
by (A(L) ∩ eclL(K)) ∪ E(A(L) ∩ eclL(K)). Note that F1 ⊆ eclL(K) is
a partial E-subfield of L. We will show that the embedding of partial
E-Domains

〈F1, A(F1), E〉 ⊆ 〈L,A(L), E〉

is strong, so that we can apply Fact 4.3.14.
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Let ā ∈ A(L). By Fact 4.3.2 (equivalently by Fact 4.3.1 and Corollary
4.1.3),

td(ā, E(ā)/eclL(K) ≥ eclL − dimeclL(K)(ā) + ldimQ(ā/eclL(K))

Then note that:

eclL − dimeclL(K)(ā) = eclL − dimK(ā) = eclL − dimF1(ā)

Furthermore, td(ā, E(ā)/A(F1) ∪ E(A(F1))) ≥ td(ā, E(ā)/eclL(K)).

Then suppose we have a Q-linear combination u of elements of ā belong-
ing to eclL(K). There is n ∈ N \ {0}, nu ∈ A(L). Hence nu ∈ A(L) ∩
eclL(K) and so nu ∈ F1∩A(L) = A(F1). Therefore, ldimQ(ā/eclL(K)) =
ldimQ(ā/A(F1)), hence eventually δ(ā/F1) ≥ 0.

Corollary 4.3.16 Let (K,R,E) ⊆ (L,R′, E) an extension of partial E-
fields, such that there is an E-derivation D on K. Then D extends to
an E-derivation D∗ on L.

Proof. By Proposition 4.2.1, D extends as an E-derivation on K0 :=
eclL(K). Then by Fact 4.3.15, it extends to L.



88



Chapter 5

Nullstellensätze

This chapter is a joint work with Françoise Point [53] and is independent
from the Preliminaries Chapter. We show here a version of Strong and
Weak Nullstellensätze for partial E-fields (K,R,E). In this setting, we
deal with the fact that the E-ring R[X̄]E is not a Hilbert–or Jacobson–
ring, that is any prime ideal is not an intersection of maximal ideals.
Furthermore the notion of ecl-closure involves tuples of elements, which
is not the case of algebraic closure. In the algebraic versions of the
Nullstellensätze, these two properties are involved: for a field K and
M ⊆ K[X] a maximal ideal, the field K[X]/M is algebraic over K.
By induction on n ∈ N \ {0}, for M ⊆ K[X1, · · · , Xn] a maximal ideal,
K[X1, · · · , Xn]/M is algebraic over K (∗).
From this, and given K algebraically closed the ”Strong Nullstellensatz”
follows:

there is a 1-1 correspondance between points in the n-dimensional
affine space over K and maximal ideals of K[X̄], given by

Φ : (a1, · · · , an) 7→ (X1 − a1, · · · , Xn − an)

thus if I ⊆ K[X̄] and Q ∈ K[X̄] vanishes on V (I), then Q(X̄) is in every
maximal ideal that contains I.

Hence as K[X̄] is a Hilbert ring, Q ∈
√
I, the radical of I, which is

the set of polynomials P ∈ K[X̄] such that there exists n ∈ N \ {0} with
P n ∈ I, and it is the intersection of prime ideals containing I.

Fact 5.0.1 • Weak Nullstellensatz If I is proper then V (I) 6= ∅
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• Strong Nullstellensatz IV I =
√
I

Furthermore, recall that K needs to be algebraically closed: indeed
M := 〈X2 + 1〉 ⊆ R[X] is maximal as R[X]/M ∼= C is a field but X2 + 1
has no root in R.

Now let (K,R,E) be a partial E-field such that K is algebraically closed,
P1, · · · , Pm ∈ R[X̄]E, I := 〈P1, · · · , Pm〉 ⊆ R[X̄]E the ideal generated by
P1, · · · , Pm, and V (I) ⊆ Kn.

• Does V (I) 6= ∅ iff I is proper?

• Does G ∈ IV I imply G ∈
√
I?

The first question is not true in general. Let C1 be the subset of C[Z]E

with maximum one iteration of E. Let

F (Z) := E(Z)− c ∈ C1, and G(Z) := E(iZ)− 1

where c is not a power of eπ, and let I := 〈F (Z), G(Z)〉 ⊆ C1. P.
D’Aquino, G. Terzo, A. Fornasiero, and A. Macintyre show that

∅ = V (I) ⊆ C but I 6= C1

(Indeed let (C,E) ⊇ (C, E) be an E-field extension and let a ∈ VC(I),
the set of zeros of I that belong to C. Suppose towards a contradiction
that the kernel of E in C, kerC(E), is not bigger than the kernel of E in
C, kerC(E):

kerC(E) = kerC(E)

Then as E(ia) = 1, ia ∈ kerC(E) = kerC(E), hence a ∈ 2πZ; E(2πz) = c
for some z ∈ Z; E(π)2z = c, which contradicts the fact that c is not a
power of eπ.)

Here we first show a version of (∗):

Proposition 5.0.2 Let (F,E) be an E-field, and let M ⊆ F [X]E an
ideal. Suppose that M is both an E-ideal and a maximal ideal, and let
(L,E) be an E-field extension of (F,E) containing the E-field
(F [X]E/M,E).
Then F [X]E/M ⊆ eclL(F ).
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Proof. Let u = X + M ∈ F [X]E/M . We have P (u) = 0, hence by
Corollary 2.1.21, u ∈ eclL(F ).

Proposition 5.0.2 raises the questions:

• If I is maximal as an E-ideal, is it maximal as an ideal?

• If I is maximal as an ideal, is it an E-ideal?

• Is it possible to construct an ideal that is both an E-ideal and a
maximal ideal?

Let (R,E) be an E-ring and let I ⊆ R[X̄]E be a proper ideal. For I to
be embeddable in an E-ideal J ⊆ R[X̄]E, I must satisfy, as a set:⋃

P∈I
E(P )−1/∈I

L/∈I

{L (E(P )− 1)} ∩ (U + I) = ∅

where U is the set of invertible elements of R[X̄]E. But this is not pos-
sible if I is a maximal ideal, unless I is already an E-ideal.

Then let n ∈ N, and let Rn be the ring of E-polynomials with coeffi-
cients in R and maximum n iterations of E the construction of which
has been recalled in Subsection 2.1.2. Let In ⊆ Rn be a proper ideal
of Rn. For In to be embeddable in an ideal Jn+1 of Rn+1 that contains
E(In)− 1, In must satisfy:⋃

P∈In
E(P )−1/∈In.Rn+1

L/∈In.Rn+1

{L (E(P )− 1)} ∩ (Un+1 + In.Rn+1) = ∅

where Un+1 is the set of invertible elements of Rn+1, and In.Rn+1 is the
ideal generated by In in Rn+1. Suppose In.Rn+1 ∪ (E(In)− 1) is proper,
and let

Jn+1 ⊇ In.Rn+1 ∪ (E(In)− 1)

Then Jn+1∩Rn ⊇ In, thus if In is maximal, Jn+1∩Rn equals either In or
Rn+1. But if Jn+1 is proper, it cannot contain Rn thus the intersection
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with Rn equals In. Hence it satisfies⋃
P∈Jn+1∩Rn
E(P )−1/∈Jn+1

L/∈Jn+1

{L (E(P )− 1)} ∩ (Un+1 + Jn+1) = ∅

Consequently we would like to construct a sequence (In ⊆ Rn)n of max-
imal ideals that are ’semi E-ideals’:{

P ∈ In−1 ⇒ E(P )− 1 ∈ In (†n)
In ∩Rn−1 = In−1 (††n)

Note that for n ∈ N, if In is a proper ideal of Rn, then In ∩ R−1 = {0},
as Un ⊇ R−1 = R by Fact 2.1.4.

Example 5.0.3 Let I ⊆ Rn be an ideal and suppose there is an extension
(R′, E) of (R,E) and a tuple ā ⊆ R′ such that ā ∈ V (I). Then let

Iā := {P ∈ Rn : P (ā) = 0}

By definition Iā is a prime ideal containing I and such that for all Q ∈
Rn−1 ∩ I, then E(Q)− 1 ∈ Iā.

Example 5.0.4 Let K be a field, and consider (X), the ideal generated
by X in K[X]. It is a maximal ideal. Let K1 be the group ring

(K[X]) [exp (XK[X])]

and J the ideal generated in K1 by X and E(XK[X])− 1. Let us show
that J is a maximal ideal of K1: let P ∈ K1 \ J , we show that P + J is
invertible:

P =
l∑

i=1

Pi(X) exp(XkiKi(X))

where Pi, Ki ∈ K[X] and ki ∈ N. Because P /∈ J ,

P 6=
l∑

i=1

XniQi(x) + Pi(X)(exp(XkiKi(X))− 1)



93

where Qi, Pi, Ki ∈ K[X], and ni, ki ∈ N are such that
∑l

i=1X
niQi(x) 6=

0.

P + J =
l∑

i=1

Pi(X) exp(XkiKi(X)) + J

= −
l∑

i=1

Pi(X) + J

=
l∑

i=1

ai +XP ′i (X) + J

=
l∑

i=1

ai

where XP ′i (X) + ai = −Pi(X), and where
∑l

i=1 ai ∈ K \ {0} as P /∈ J .

Hence
∑l

i=1 ai = k ∈ K \ {0} and P + J is invertible.
The ideal J thus satisfies (†1) and (††1).

We will show:

Proposition 5.0.5 Let P1, · · · , Pm, Q ∈ Rn, n ∈ N and

I := 〈P1, · · · , Pm〉 ⊆ Rn

be such that P ∈ I ∩Rn−1 ⇒ E(P )− 1 ∈ I.

• ”Weak Nullstellensatz” P1, · · · , Pm have a common zero in an
E-field extending (R,E) iff the ideal I is proper.

• ”Strong Nullstellensatz” Assume the ideal I is proper and Q
vanishes at each common zero of I in any partial exponential field
containing (R,E). Then Q ∈

√
I.

5.1 Hilbert rings and rings of E-polynomials

As written above in the introduction, a Hilbert–or Jacobson–ring is a
ring in which every prime ideal is an intersection of maximal ideals. A
ring R is Hilbert [31, Theorem 1] iff R[X] is Hilbert iff for every maximal
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ideal M of R[X], M ∩R is a maximal ideal of R iff for any ideal I of R,√
I = J(I), where

√
I := {u ∈ R : un ∈ I for some n ∈ ω}

and J(I) is the Jacobson radical of I, namely the intersection of all
maximal ideals of R containing I.

J(I) := {u ∈ R : ∀z∃y(1 + u.z).y − 1 ∈ I}

As seen in the introduction, because
√
I = J(I) in a Hilbert ring, Hilbert

Nullstellensätz holds.

The Rabinowitsch Spectrum of R can also be defined: Spec(R) is the
set of prime ideals of R of the form R ∩M , where M is a maximal ideal
of R[Y ]. Then ([27, Proposition 1.11]) for an ideal I ⊆ R, where R is a
Hilbert ring: √

I =
⋂

P∈Spec(R),I⊆P

P

Let G be an abelian group. Recall that a subset {gα} ⊆ G is linearly
independent if for any finite sum of elements of {gα} with coefficients
nα ∈ Z, ∑

nβgβ = 0⇒ ∀β, nβ = 0

and that the torsion-free rank of G is the cardinality of a maximal linearly
independent subset of G, equivalently the dimension of the Q-vector
space G⊗Q.

Example 5.1.1 Let (R,E) be an E-ring, n ∈ N\{0}, X̄ := X1, · · · , Xn,
R0 = R[X̄], A0 = X̄R[X̄], G0 = exp(A0) and R1 = R0[G0], as seen in
the construction of R[X̄]E in Subsection 2.1.2. Then the torsion-free rank
of G0 is |A0| = |R[X̄]|.

Let us say that a domain R has field rank α (denoted by fr(R) = α)
if its field of fractions Frac(R) has a set of generators of cardinality α
as a R-algebra and has no generating set of smaller cardinality (equiva-
lently the field rank of R is the smallest cardinality of a set S ⊆ R \ {0}
such that the localization of R by S is a field). Note that R is a field iff
fr(R) = 0.
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One can show [31, Theorem 2] that if F is a field and G a group of
torsion-free rank α ≥ ω, then the group ring F [G] is a Hilbert ring iff
|F | > α. Recall that a ring is said to be prime if the zero ideal {0} is a
prime ideal. When F is not especially a field, we have the following:

Fact 5.1.2 [31, Theorem 4] Let G be a torsion free abelian group, of
torsion-free rank α, and let R be a ring. Then the group ring R[G] is a
Hilbert ring iff the following conditions are satisfied:

1. All homomorphic images of R have cardinality strictly exceeding α.

2. For any prime homomorphic image A of R such that fr(A) ≤ α
and for any ring B such that A ⊆ B ⊆ Frac(A), where Frac(A)
is the field of fractions of A, then fr(B) 6= 1.

Facts 5.1.2 together with Example 5.1.1 show that neither

R[X̄]E = R[X̄][exp(A0⊕· · ·⊕An⊕· · · )] nor Rn = R[X̄][exp(A0⊕· · ·⊕An−1)]

are Hilbert rings.

5.2 Group rings and augmentation ideals

Let S0 be a ring of characteristic 0, G a torsion free abelian group and
consider the group ring S1 := S0[G].

Let φ : S1 → S0,
∑

i rigi 7→
∑

i ri (gi ∈ G, ri ∈ S0)

The kernel of φ is called the augmentation ideal of S1. It is generated by
elements of the form g−1, g ∈ G. (write

∑
i rigi as

∑
i ri(gi−1)+

∑
i ri)

Then let I ⊆ S0 an ideal and let φI = π ◦ φ be the composition of φ
with the quotient map π : S0 → S0/I.

Denote by I1 the kernel of φI .

Lemma 5.2.1 • The kernel I1 of φI is an ideal of S1 containing I.

• I1 ∩ S0 = I
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• I prime ⇒ I1 prime

• I maximal ⇒ I1 maximal

Proof.

• Let h ∈ S1 and f ∈ I1, then f.h ∈ I1: indeed, φ(f.h) = φ(f).φ(h).
As f ∈ I1, φ(f) ∈ I ideal, hence φ(f).φ(h) ∈ I. Consequently
φI(f.h) = 0, that is f.h ∈ I1.

• Let r ∈ S0 such that φI(r) = 0. Then φ(r) = r+I = I hence r ∈ I.

• Let f.h ∈ I1. Then φ(f).φ(h) ∈ I, therefore one of them belongs
to I, as I is prime, hence φI(f) = 0 or φI(h) = 0.

• If I maximal, then S0/I is a field. Let us show that S1/I1 is a field:

– Consider f =
∑

i rigi ∈ S1 \ I1.

– Since f /∈ I1, φ(f) + I is invertible in S0/I hence there is
s ∈ S0 s.t. (

∑
i ri + I).(s+ I) = 1 + I.

– (f + I1).(s + I1) = (
∑

i ri(gi − 1) +
∑

i ri + I1).(s + I1) =
(
∑

i ri + I1).(s+ I1) = 1 + I1

Some similar problems have been investigated by K.Manders [43].

Let n ∈ N and In ⊆ Rn a proper ideal. Suppose we want to embed
In in a proper ideal In+1 of Rn+1 = Rn[exp(An)] using the ”augmenta-
tion ideal tool” so that In+1 ⊇ E(In)−1. As In ⊆ Rn−1⊕An, we assume
the following:

P ∈ In ∩Rn−1 ⇒ E(P )− 1 ∈ In
and then ”separate” In in two parts in order to construct In+1 such that
In+1 ⊇ E(In)− 1.

As a divisible abelian group of the abelian group In, In ∩ Rn−1 has a
direct summand Ĩn in In. First note that the projection of Ĩn on An is
injective:
let u, v ∈ Ĩn, and write u = u0 + u1, v = v0 + v1, with u0, v0 ∈ Rn−1 and
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u1, v1 ∈ An. Suppose u1 = v1, then u−v = u0−v0 ∈ Rn−1∩In∩ Ĩn = {0},
consequently u = v.
Let Ãn be a direct summand of the projection Ĩn�An of Ĩn in An.

Lemma 5.2.2 Let u ∈ Rn[exp(An)]. Then u can be rewritten in a
unique way as

l∑
i=1

riE(ui)

where ri ∈ Rn, ui ∈ Ĩn ⊕ Ãn, and for 1 ≤ i, j ≤ l, i 6= j ⇒ ui 6= uj.

Proof. Let u =
∑l

i=1 ri.E(ai) ∈ Rn[exp(An)], where ri ∈ Rn and ai ∈
An. Write ai as

ai0 + ai1 ∈ Ĩn�An ⊕ Ãn
Recall that Ĩn ⊆ In ⊆ Rn = Rn−1 ⊕ An. Because the projection of Ĩn on
An is injective as seen above, there is a unique fi ∈ Ĩn such that ai0 is
the projection of fi, that is there is fi0 ∈ Rn−1 such that fi = fi0 + ai0.
Then we have

E(fi) = E(fi0).E(ai0) and E(ai) = E(ai0).E(ai1) = E(−fi0).E(fi).E(ai1)

where E(−fi0) ∈ E(Rn−1) ⊆ Rn if E(−fi0) 6= 1, E(fi) ∈ Ĩn, E(ai1) ∈ Ãn.

Conversely, let u =
∑l

i=1 ri.E(ui) ∈ Rn[E(Ĩn ⊕ Ãn)], where ri ∈ Rn

and ui ∈ Ĩn ⊕ Ãn ⊆ Rn−1 ⊕ An. Then, E(ui) = E(ui0). exp(ai) for some
ai ∈ An and ui0 ∈ Rn−1. Hence u belongs to Rn[exp(An)].

The expression is unique by injectivity of the projection of Ĩn on An:
if f 6= g ∈ Ĩn, their respective projections in An are different.

Lemma 5.2.3 Let In ⊆ Rn be a proper ideal such that P ∈ In∩Rn−1 ⇒
E(P ) − 1 ∈ In. Let φIn be the composition of the projection map π :
Rn → Rn/In with the augmentation map Rn[E(Ĩn ⊕ Ãn)] → Rn. Then
kerφIn ⊇ E(In)− 1.

Proof. Let f ∈ In; write f as f0 + f1, with f0 ∈ In ∩ In−1 and f1 ∈ Ĩn.
Then

E(f)− 1 = (E(f1)− 1) .E(f0) + (E(f0)− 1)

By hypothesis, E(f0) − 1 ∈ In, and by Lemma 5.2.1, In ⊆ kerφIn . Fur-
thermore, E(f1) − 1 is in the kernel of the augmentation map, hence in
kerφIn . So finally E(f)− 1 ∈ kerφIn .
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Lemma 5.2.4 Let n ∈ N, In ⊆ Rn be a proper (resp. prime, maximal)
ideal with the property (†n). Then In embeds in a proper (resp. prime,
maximal) ideal In+1 of Rn+1 with properties (†n+1) and (††n+1).

Proof. By Lemmas 5.2.1 and 5.2.3, setting In+1 := kerφIn .

Proposition 5.2.5 Let n0 ∈ N and M ⊆ Rn0 be a proper (resp. prime,
maximal) ideal with property (†n0). Then it embeds into an E-ideal ME ⊆
R[X̄]E which is a proper (resp. maximal) ideal.

Proof. Let M0 := M . Lemma 5.2.4 allows to construct a proper (resp.
prime, maximal) ideal M1 of Rn0+1 containing E(M0)− 1 and satisfying
(††n0+1), therefore we can reiterate the construction. Then let ME :=⋃
nMn. It is an E-ideal by construction, and it is proper because for

all i ∈ N, ME ∩ Rn0+i = Mi. It is prime by construction if M is prime.
Suppose towards a contradiction that M is maximal but ME is not. Then
it would be properly contained in a proper ideal N of R[X̄]E, hence for
some i ≥ 0 we would have Mi ( N ∩ Rn0+i, a contradiction by Lemma
5.2.4.

5.3 Rabinowitsch’s trick

Recall that Rabinowitsch’s trick corresponds to the introduction of an ex-
tra variable, in order to prove the algebraic strong Nullstellensatz from
the weak one by considering, given P1(X̄), · · · , Pm(X̄) and another Q(X̄)
vanishing on all their common zeroes, the introduction of a new variable
Y and

P1, · · · , Pm, 1− Y.Q which do not have any common zeroes.

Then one expresses by an equality that 1 belongs to 〈P1, · · · , Pm, 1− Y.Q〉,
the ideal generated by P1, · · · , Pm and 1 − Y.Q. After that, one substi-
tutes Y by Q−1 in the equality, and clears denominators.

To mimick Rabinowitsch’s trick, we need a ”non-E” variable:

Let (K,R,E) be a partial E-field, and let

Sn := Rn ⊗R K[Y ]
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S =
⋃
n

Sn ⊇ R[X̄]E

and for G an abelian group we denote by Sn[G] the tensor product of the
group ring Rn[G] with K[Y ]:

Sn[G] := Rn[G]⊗R K[Y ]

For Jn an ideal of Sn such that Jn∩Rn = In an ideal of Rn, define φJn to
be the composition of the projection πn : Sn → Sn/Jn with φn : Sn[G] :=
Rn[G]⊗RK[Y ]→ Sn := Rn⊗RK[Y ], (

∑
i rigi, P (Y )) 7→ (

∑
i ri, P (Y )).

Lemma 5.3.1 Let Jn ⊆ Sn be a proper (resp. prime, maximal) ideal
and let In := Jn ∩ Rn. Suppose that Jn contains E(In ∩ Rn−1) − 1 (†′n).
Then Jn embeds into a proper (resp. prime, maximal) ideal Jn+1 of Sn+1

which contains E(In)− 1 (†′n+1) and such that Jn+1 ∩Rn = In (††′n+1).

Proof. We follow the lines of Lemma 5.2.4’s proof. Let In−1 := In∩Rn−1,
it has a direct summand Ĩn in In. Let Ãn be a direct summand in An of
the projection of Ĩn on An.
Then kerφJn is an ideal of Sn+1 containing E(In)−1 and kerφJn∩Sn = Jn.

Corollary 5.3.2 Let n ≥ 0, and M ⊆ Sn be a maximal (resp. prime)
ideal. Suppose E(M ∩Rn−1)− 1 ⊆M . Then M embeds into a maximal
ideal ME of S such that ME ∩R[X̄]E is an E-ideal and ME ∩ Sn = M .

Proof. Let us iterate the construction of Lemma 5.3.1’s proof, the same
way we followed Lemma 5.2.4 in Proposition 5.2.5’s proof.

5.4 Statements

Corollary 5.4.1 ”Weak Nullstellensatz” Let (R,E) be an E-ring
and P1, · · · , Pm ∈ R[X̄]E. Let n ∈ N be chosen minimal such that
P1, · · · , Pm ∈ Rn. Assume the ideal I generated by P1, · · · , Pm is proper
and that there is a maximal ideal M of Rn containing I and such that
M ⊇ E(M ∩ Rn−1) − 1 (†n). Then P1, · · · , Pm have a common zero in
an E-field extending (R,E).

Proof. By Proposition 5.2.5, M embeds into an E-ideal ME of R[X̄]E

which is a maximal ideal; we take the quotient R[X̄]E/ME; it is an E-field
in which X̄ +ME ∈ V (I).
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Proposition 5.4.2 ”Strong Nullstellensatz” Let (K,R,E) be a par-
tial E-field, P1, · · · , Pm, Q ∈ R[X̄]E and let n ∈ N be chosen mini-
mal such that P1, · · · , Pm, Q ∈ Rn. Assume the ideal I generated by
P1, · · · , Pm in Rn is proper and that there is a maximal ideal M of Rn

containing I and such that M ⊇ E(M ∩Rn−1)− 1 (†n) and that Q van-
ishes at each common zero of P1, · · · , Pm in any partial E-field containing
(R,E). Then Q belongs to M , and a power of Q belongs to I.

Proof. Consider the ideal J of Sn generated by M and 1 − Y.Q. Note
that J ∩ Rn = M . Assume that J is proper, so one can embed it in
a maximal ideal of Sn, and then in a maximal ideal JE of S which is
an E-ideal by Corollary 5.3.2. Since JE ∩ R[X̄]E is a prime ideal, the
quotient

R[X̄]E/(JE ∩R[X̄]E)

is an E-domain containing (R,E) which embeds in the partial E-field

(S/JE, R[X̄]E/(JE ∩R[X̄]E), E)

and where P1, · · · , Pm, Q would have a common zero, a contradiction.
Consequently:

1 =
∑
i

ti(X̄, Y ).Pi(X̄) + (1− Y.Q).r(X̄, Y )

with ti(X̄, Y ), r(X̄, Y ) ∈ Sn ∼= R[X̄][exp(A0⊕· · ·⊕An−1)]⊗K[Y ]. Then
let us substitute Y by Q−1 and multiply each ti(X̄,Q

−1) by a power d of
Q big enough to obtain an element of Sn. We get:

Qd =
∑
i

ti(X̄,Q
−1).Qd.Pi(X̄) ∈ Rn

since ti(X̄,Q
−1).Qd ∈ Rn. Therefore Qd ∈ I ⊆ M , hence Q ∈ M as M

is maximal.

5.5 Real Nullstellensatz

We now want to see if we can have similar results in ordered E-fields.
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Definition 5.5.1 [36, p.279] A ring (R,+, .,−, 0, 1) is formally real if
there exists an order < on R such that (R,+, .,−, 0, 1, <) is an ordered
ring, that is < is a total ordering such that for a, b, c ∈ R,

a < b⇒ a+ c < b+ c and 0 < a, 0 < b⇒ 0 < ab

Fact 5.5.2 [36, Theorem 17.11] A ring R is formally real iff −1 is not
a sum of squares of R.

Definition 5.5.3 Let R be a ring. An ideal I of R is said to be real
if for any u1, · · · , un ∈ R such that

∑n
i=1 u

2
i ∈ I, then ui ∈ I for all

i = 1, · · · , n. The real radical of I is:

R(I) := {f ∈ R : f 2m+s ∈ I for some m ∈ N and s a sum of squares of R}

Fact 5.5.4 [5, Lemmas 4.1.5, 4.1.6 and Proposition 4.1.7] Let R be a
ring, and I an ideal of R.

• Suppose I is prime. Then I is real iff the fraction field of R/I is
formally real.

• The real radical of I is the smallest real ideal containing I.

• If I is real, then I is radical.

Fact 5.5.5 [35, Lemma 1.2 & Remark 1.3] Let R be a commutative
formally real ring, and let Σ be the set of sums of squares in R. Let
I ⊆ R be an ideal, maximal with respect to the property that I is disjoint
from 1 + Σ. Then I is a prime real ideal.

Let S0 be a ring of characteristic 0, G a torsion free abelian group and
consider the group ring S1 := S0[G].

Let φ : S1 → S0,
∑

i rigi 7→
∑

i ri (gi ∈ G, ri ∈ S0)

Then let I ⊆ S0 an ideal and let φI be the composition of φ with the
quotient map π : S0 → S0/I.

Denote by I1 the kernel of φI .

Lemma 5.5.6 If I is prime and real then I1 is prime and real.



102

Proof. We have already shown in Lemma 5.2.1 that I prime implies I1

prime. Suppose
∑
u2
i ∈ I1, where forall i, ui ∈ S1. Then φ(

∑
u2
i ) =

0 + I =
∑
φ(ui)

2. Because I is real, forall i, φ(ui) ∈ I, hence φI(ui) = 0,
that is ui ∈ I1, which shows that I1 is real.

Lemma 5.5.7 Let n ∈ N, In ⊆ Rn be a prime real ideal with the property
(†n). Then In embeds in a prime real ideal In+1 of Rn+1 with properties
(†n+1) and (††n+1).

Proof. By Lemmas 5.2.4 and 5.5.6.

Corollary 5.5.8 Let P1,· · · ,Pm ∈ R[X̄]E and let n ∈ N be chosen min-
imal such that P1, · · · , Pm ∈ Rn. Let Σ be the set of sums of squares in
Rn. Assume the ideal I generated by P1, · · · , Pm is disjoint from the set
1 + Σ and let M ⊆ Rn be an ideal that is maximal for the properties of
containing I and being disjoint from 1 + Σ. Suppose M can be chosen
such that M ⊇ E(M ∩Rn−1)− 1 (†n). Then P1, · · · , Pm have a common
zero in an ordered E-field extending (R,E).

Proof. By 5.5.5, M is a prime real ideal. By Proposition 5.2.5 and
Lemma 5.5.7, M embeds in a prime real ideal ME of R[X̄]E that is an E-
ideal. The quotient R[X̄]E/ME is an orderable E-field where P1, · · · , Pm
have a common zero.



Chapter 6

E-varieties and E-torsors

In this chapter we want to adapt the notions of variety, generic point,
and torsor as a tool to extend E-derivations in the E-algebraic case.
The notions of E-variety, generic point of an E-variety, regular variety
and desingularisation of a variety have already been developped (see for
example [25] in the setting of definably complete expansions of real closed
fields–and Section 3.1), and we extend results on torsors from [51] to
results on ’E-torsors’. Given a regular E-variety V defined over a partial
E-field (K,R,E), we show how to construct a generic point of it, lying in
some power of K((t̄)), field of Laurent series over K, or in an elementary
extension.
Assuming moreover that Th(K) satisfies an implicit function theorem in
Section 6.3, we construct a generic point of V in an elementary extension
of (K,R,E).
We will work with the results of Chapter 4.

6.1 Generic points of regular E-varieties

In the algebraic case one can define a notion of generic point, and show a
correspondence between generic points, prime ideals and irreducible vari-
eties. In subsubsection 2.1.5.1 of the setting, we have seen that, although
it is weaker, we still have a correspondance between prime ideals and ir-
reducible varieties in the (non-Noetherian, non-Hilbertian) E-algebraic
setting. Nevertheless, the definition of E-algebraicity involves inequali-
ties as well as equalities, and other coordinates, consequently we cannot
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use a definition of generic point of a variety based on an ideal or E-
ideal of E-polynomials vanishing at it. We focus on the notion of regular
E-variety instead of irreducible E-variety, as it enables us to construct
generic points using Hensel’s Lemma.

Let (K,R,E) ⊆ (L,R′, E) be partial E-fields, n,m ∈ N \ {0}, n := |X̄|,
P = (P1, · · · , Pm) ⊆ K[X̄]⊗R[X̄] R[X̄]E.

Definition 6.1.1 Let us denote by V reg(P ) ⊆ Ln the set of points ā of
L such that there is a m-tuple ȳ for which, after possible renumerotation
of the columns, JPā has a non-singular submatrix J(0,ȳ)Pā, that is to say
det J(0,ȳ)Pā 6= 0. If V (P ) = V reg(P ), V (P ) is called a regular variety,
and the system P (X̄) = 0̄ a regular system, while the elements of V (P )
are called regular zeros.

Recall that ā ∈ V reg(P ) iff∇P1(ā), · · · ,∇Pm(ā) are linearly independent.

If A = V (P ), we denote Areg := V reg(P ).

Remark 6.1.2 If m = n, and we are given a squared m × m system
P (X̄) = 0̄ that is regular, that is a Hovanskii system, then the coor-
dinates of elements of V reg(P1, · · · , Pm) are E-algebraic over the set of
coefficients of P1, · · · , Pm.

Remark 6.1.3 We implicitly consider varieties associated to a particu-
lar presentation. Indeed, V (P1, · · · , Pm) = V (P 2

1 , · · · , P 2
m), but

V reg(P 2
1 , · · · , P 2

m) is always empty even if V reg(P1, · · · , Pm) is not.

Recall that there is a good notion of dimension associated to ecl by Fact
4.0.1–see Definition 4.0.2–.

Definition 6.1.4 Let A ⊆ Ln be a set defined over K, and dimK A :=
sup{eclL − dimK ā : ā ∈ A} be the dimension of A over K.
Let V ⊆ Ln be an E-variety defined over K. If ā ∈ V is such that
dimK V = eclL − dimK ā, then ā is called a generic point of V over K.

Remark 6.1.5 Let P = (P1, · · · , Pm) ⊆ K[X̄]⊗R[X̄] R[X̄]E,
ā := a1, · · · , an ∈ V reg(P ) ⊆ Ln. Then:
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• There are m coordinates ai1 , · · · , aim of ā that form a tuple solution
of a m × m Hovanskii system defined over K ∪ {aim+1 , · · · , ain},
where aim+1 , · · · , ain are the n−m other coordinates of ā.

• eclL − dimK ā ≤ n−m. In particular, if V (P ) = V reg(P ), then V
has dimension over K smaller than n−m.

Proof. Let ā ∈ V (P ) = V reg(P ). By regularity JPā admits a m×m non-
zero minor. Without loss of generality suppose it is det J(0̄n−m,ȳm)Pā, that
is the determinant of the submatrix formed by the m right columns. Let
ān−m := a1, · · · , an−m, and ā′ := an−m+1, · · · , an, X̄ ′ := Xn−m+1, · · · , Xn.
Then, for i = 1, · · · ,m, let

P ′i (X̄
′) := Pi(ān−m, X̄

′)

This shows ā′ ∈ V reg(P ′1, · · · , P ′m) and, in other words, that ā′ is a
solution of the Hovanskii system formed by the P ′i ’s, with det JP ′ā′ =
det J(0̄n−m,ȳm)Pā 6= 0, that is an−m+1, · · · , an ∈ eclL(K(a1, · · · , an−m)).
Consequently eclL − dimK ā ≤ n−m.

From now on, let L ⊇ Lrings ∪ {E}, and let V be a definable base of
neighborhoods of 0 in K, such that (K,R,E,V) is a topological L-partial-
E-field.

Proposition 6.1.6 Let Q = (Q1, · · · , Qm) ⊆ K[X̄] ⊗R[X̄] R[X̄]E. Sup-
pose that there is ā ∈ V reg(Q) ∩Kn.
Then there is a topological elementary L-extension (K1, R1, E,V1) of
(K,R,E,V) such that K1 contains K and some elements t1, · · · , tn−m
with:
for i = 1, · · · , n−m, ti ∼K 0 and
there is ḡ ∈ V reg(Q) ⊆ K((t1)) · · · ((tn−m))n with ḡ − ā ∼K 0̄
(and hence ḡ − ā ∼V1(K) 0̄, for V1(K) |= CompK), and
eclK((t1))···((tn−m)) − dimK(ḡ) = n−m.

Furthermore, if V (Q) = V reg(Q), then ḡ is a generic point of V (Q).

Proof. By Corollary 4.1.4, let (K1, R1, E,V1) be a topological elemen-
tary L-extension of (K,R,E,V) such thatK1 containsK∪{t1, · · · , tn−m},
where t1, · · · , tn−m are eclK((t1))···((tn−m))-independent over K and such
that each ti ∼K 0.
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Without loss of generality suppose det J(0̄n−m,ȳm)Qā 6= 0.
Let ān−m := a1, · · · , an−m, ā′ := an−m+1, · · · , an, X̄ ′ := Xn−m+1, · · · , Xn,
and Q′(X̄ ′) := Q(ān−m, X̄

′). Then Q′ defines a (m ×m) Hovanskii sys-
tem. Let Q′t̄(X̄ ′) := Q(ān−m + t̄n−m, X̄

′). It also defines a Hovanskii
system and one gets Q′t̄(ā′) ∼K 0̄ and det JQ′t̄ā′ �K 0 by continuity.
By Hensel’s Lemma 3.3.4 in K[[t1]] · · · [[tn−m]], one finds a regular zero c̄′

of Q′t̄. Consequently ān−m + t̄n−m, c̄
′ ∈ V (Q) and has eclK((t1))···((tn−m))-

dimension n−m over K.

6.2 E-Torsors and extensions of

E-derivations

Let (K,R,E) ⊆ (L,R′, E) be partial E-fields, n ∈ N, n := |X̄|.

Definition 6.2.1 Let V := V (Q) ⊆ Ln be an E-variety defined over
K, and I(V ) ⊆ K[X̄] ⊗R[X̄] R[X̄]E be the ideal of E-polynomials with
coefficients in K which vanish on V . Let

τ(V ) := {(ā, b̄) : ā ∈ V and
n∑
i=1

∂P

∂Xi

(ā).bi+P
D(ā) = 0 for allP (X̄) ∈ I(V )}

the torsor of V .

Let ā ∈ V ⊆ Ln. The fibre of the torsor at ā is set as:

τā(V ) := {b̄ :
n∑
i=1

∂P

∂Xi

(ā).bi + PD(ā) = 0 for allP (X̄) ∈ I(V )}

And the tangent space of V at ā is:

Tā(V ) := {b̄ :
n∑
i=1

∂P

∂Xi

(ā).bi = 0 for allP (X̄) ∈ I(V )}

For ā ∈ Ln, recall that I(ā) denote the ideal of E-polynomials of
K[X̄] ⊗R[X̄] R[X̄]E which vanish at ā. In what follows, let dim denote
the linear dimension of eclL(K(ā))-vector spaces.
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Lemma 6.2.2 Let Q := (Q1, · · · , Qm) ⊆ K[X̄] ⊗R[X̄] R[X̄]E. Let V :=
V (Q). Suppose that there is ā ∈ V reg(Q) ⊆ Ln such that eclL−dimK ā =
n−m. Let

T ′ā(V ) := {b̄ :
n∑
i=1

∂f

∂Xi

(ā).bi = 0 for all f ∈ I(ā)}

and

ker JQā := {b̄ :
n∑
i=1

∂Qj

∂Xi

(ā).bi = 0 for j = 1, · · · ,m}

1. T ′ā(V ) ⊆ Tā(V ) ⊆ ker JQā

2. dimT ′ā(V ) ≥ eclL − dimK ā = n−m.

3. dim(ker JQā) = dimT ′ā(V ) = dimTā(V ) = eclL− dimK ā = n−m.

Proof. Let ān−m := a1, · · · , an−m and suppose without loss of generality
that a1, · · · , an−m are eclL-independent over K. Let L0 := K(ā, E(ā)) ⊆
L1 := eclL(K(ān−m)).

1. Let J := 〈Q1, · · · , Qm〉E, the E-ideal of K[X̄] ⊗R[X̄] R[X̄]E gener-
ated by Q1, · · · , Qm.
We have I(ā) ⊇ I(V (J)) ⊇ J , hence

T ′ā(V ) ⊆ Tā(V ) ⊆ ker JQā

2. By Lemma 4.2.3, we have that the L1-linear dimension ofEDer(L1/K)
is eclL − dimK(ā) = n − m. We use the base D1, · · · , Dn−m
of Lemma 4.1.2 to construct a L1-linear independent family of
T ′ā(V ). For i = 1, · · · , n, j = 1, · · · , n − m, let bji := Dj(ai),
and b̄j := (bj1, · · · , bjn), so b̄1 := D1(ā), · · · , b̄n−m := Dn−m(ā). For
α1, · · · , αn−m ∈ L1, we do have

n−m∑
i=1

αib̄i = 0̄⇒ α1 = 0, · · · , αn−m = 0

Thus it remains to verify that each b̄j = Dj(ā) ∈ T ′ā(V ): let f ∈
I(ā). Then in EDer(L1/K),

Dj(f(ā)) = 0 =
n∑
i=1

∂f

∂Xi

(ā)Dj(ai) =
n∑
i=1

∂f

∂Xi

(ā).bji
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3. By regularity, ∇Q1(ā), · · · ,∇Qm(ā) are L1-linearly independent,
so rank JQā = m, hence dim(ker JQā) = n−m.

Then as T ′ā(V ) ⊆ Tā(V ) ⊆ ker JQā as L1-vector spaces, and as the
L1-linear dimension of T ′ā(V ) ≥ n−m and the L1-linear dimension
of ker JQā is n − m, we have equality between our three vector
spaces.

Let m ∈ N, P = (P1, · · · , Pm) ⊆ K[X̄] ⊗R[X̄] R[X̄]E. Let V = V (P ),
and let ā ∈ V reg(P ) ⊆ Ln be a point of maximal eclL-dimension over K,
n−m. Let

τā(P ) := {b̄ :
n∑
i=1

∂Pj
∂Xi

(ā).bi + PD
j (ā) = 0 for j = 1, · · · ,m}

By Lemma 6.2.2, τā(P ) = τā(V ): indeed let c̄ ∈ τā(P ) and c̄′ ∈ τā(V ).
Then c̄− c̄′ ∈ Tā(V ) = ker JQā. Hence c̄ ∈ c̄′+ Tā(V ) = τā(V ) ⊆ τā(P ).

Remark 6.2.3 Let m ∈ N, P = (P1, · · · , Pm) ⊆ K[X̄]⊗R[X̄]R[X̄]E. Let
ā ∈ V reg(P ) ⊆ Ln be a point of maximal eclL-dimension over K, n −
m. Without loss of generality suppose a1, · · · , an−m are eclL-independent
over K and that an−m+1, · · · , an ∈ eclL(K(a1, · · · , an−m)). As seen with
Remark 6.1.5, there is then a Hovanskii system expressing that an−m+1,
· · · , an ∈ eclL(K(a1, · · · , an−m)), without involving other elements of L.
This kind of play the role, in the ”V reg(P )-context” of the minimal poly-
nomial in the algebraic case, which allow us to extend to the E-algebraic
case a theorem of S.Lang [37, Th.1 p.184] which is a main tool for ex-
tending derivations in the algebraic case:

Lemma 6.2.4 Let (K,R,E) ⊆ (L,R′, E) be partial E-fields, and let D
be an E-derivation on K. Let H = (H1, · · · , Hm) ⊆ K[X̄]⊗R[X̄] R[X̄]E.
Suppose that there are ā := a1, · · · , an, b̄ := b1, · · · , bn ∈ Ln such that
ā ∈ V reg(H) ⊆ Ln and eclL − dimK(ā) = n−m, and

b̄ ∈ τā(H)

Then there is a unique E-derivation D∗ on eclL(K(ā, E(ā))) extending
D and such that for i = 1, · · · , n, D∗(ai) = bi.
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Proof. Without loss of generality, let d := n−m = eclL−dimK(ā), and
assume a1, · · · , ad are eclL-independent. By Remark 2.1.21, as a1, · · · , ad
are eclL-independent, a1, · · · , ad do not satisfy ’relations’ over K: there
is no p ∈ N, c1, · · · , cp ∈ K and P ∈ Z[X̄Ȳ ]E \ {0} such that P (āc̄) = 0.
Define a mapping D∗ on K(ād, E(ād)) by:

D∗(ai) := bi; D
∗(E(ai)) := E(ai)D

∗(ai) for i = 1, · · · , d

D∗(P (ād)) :=
d∑
i=1

∂P

∂Xi

(ād).bi + PD(ād)

D∗((P ◦ E)(ād)) :=
d∑
i=1

∂P

∂Xi

(ād).E(ai)bi + PD(E(ād))

D∗(P (ād)/Q(ād)) :=
P (ād)D

∗(Q(ād))−Q(ād)D
∗(P (ād))

Q(ād)2

for all P (X̄), Q(X̄) in K[X̄] (Q(ād) 6= 0). The mapping D∗ is a well-
defined E-derivation. By construction, it is unique as a mapping satis-
fying D∗(ai) = bi for i = 1, · · · , d on K(ād, E(ād)).

Then as in the proof of Proposition 4.2.1, by derivation of the m ×
m Hovanskii system HH defined over K(ād) by H(ād, X̄

′) = 0̄ and
det J(0̄,ȳm)HādX̄′ 6= 0, where X̄ ′ := Xd+1, · · · , Xn, one obtains that for
i = d+ 1, · · · , n, D∗ extends uniquely on ai by D∗(ai) := bi: indeed, for
i = 1, · · · ,m, let

H ′i(X̄
′) := Hi(ād, X̄

′)

Then, by derivation of HH , we obtain, as was done in the proof of Propo-
sition 4.2.1, a squared linear system S in the Daj’s:
for i = 1, · · · ,m,

n∑
j=d+1

∂H ′i
∂Xj

(ā′).Daj +H
′D
i (ā′) = 0

the determinant of which is non-zero:

det JH ′ā′ = det J(0̄d,ȳm)Hādā′ 6= 0
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hence the system S admits a unique solution. Furthermore,

n∑
j=d+1

∂H ′i
∂Xj

(ā′).Daj +H
′D
i (ā′) =

n∑
j=d+1

∂H ′i
∂Xj

(ā′).Daj +

d∑
k=1

∂Hi

∂Xk
(ā).bk +HD

i (ā)

=

d∑
j=1

∂Hi

∂Xj
(ā).bj +

n∑
j=d+1

∂Hi

∂Xj
(ā).Daj +HD

i (ā)

Consequently b̄′ := bd+1, · · · , bn is a solution of S, because b̄ ∈ τā(V ), and

therefore it is the unique solution.

Although we will not use them later, we show how to adapt Lemmas
1.3 and 1.6 of [51].

In Lemmas 6.2.5, 6.2.6, and Corollary 6.2.7, we make the following as-
sumptions:

Let Q := (Q1, · · · , Qm) ⊆ K[X̄]⊗R[X̄] R[X̄]E, and H := (H1, · · · , Hp) ⊆
K[X̄Ȳ ]⊗R[X̄Ȳ ] R[X̄Ȳ ]E, where |Ȳ | = |X̄|.
Let V := V (Q) ⊆ Ln, W := V (H) ⊆ L2n.
Let ā, b̄ be n-tuples from L such that āb̄ ∈ W reg ∩ τ(V ), ā ∈ V reg,
eclL − dimK(āb̄) = 2n− p, and eclL − dimK(ā) = n−m.

Lemma 6.2.5 Let π be the projection map from τāb̄(W ) onto the first n
coordinates.
Then π is onto τā(V ).

Proof. We first want to show that π(τāb̄(W )) ⊆ τā(V ).
Notice that π(τāb̄(W )) ⊆ τā(V ).
Then, the corresponding projection on tangent spaces maps Tāb̄(W ) onto
Tā(V ), because by Lemma 6.2.2, as eclL(K(ā))-vector spaces, dimTāb̄(W )
= eclL − dimK āb̄, and dimTā(V ) = eclL − dimK ā, hence the rank of the
projection is maximal, so it is onto.
Consequently, as all the maps and actions commute, one obtains that π
maps τāb̄(W ) onto τā(V ).

Corollary 1.7 of [51], page 111, stays true in the E-algebraic case–the
statements are the same, replacing varieties by E-varieties and torsors
by torsors involving E-polynomials–
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Lemma 6.2.6 There is c̄ ⊆ eclL(K(āb̄)) such that b̄c̄ ∈ τāb̄(W ).

Proof. Word to word the proof from [51], that goes through in the
E-algebraic case too. By Lemma 6.2.5, {w̄ ∈ Ln : b̄w̄ ∈ τāb̄(W )} is
nonempty. But this set is defined as a finite set of linear equations over
eclL(K(āb̄)), so has a solution in eclL(K(āb̄)).

Corollary 6.2.7 An E-derivation on K uniquely extends on eclL(K(āb̄))
in such a way that b̄ = D(ā).

Proof. By Lemmas 6.2.6 and 6.2.4

6.3 Hypothesis Im and regular E-varieties

In this section, considering (K,R,E,V) ⊆ (L,R′, E,W) topological par-
tial E-fields satisfying Hypothesis Im, we state a few more results. We
will not use these results later on, except Proposition 6.3.4.

Recall that if ā is a generic point of an algebraic variety V , and b̄ ∈ V ,
then I(ā) = I(V ) ⊆ I(b̄).

Let (K,R,E) ⊆ (L,R′, E) be partial E-fields. Let X̄ := X1, · · · , Xn,
n ∈ N \ {0}.

Note that by Lemma 3.1.11, if a topological partial E-field (K,R,E,V)
satisfies Hypothesis Im and ’Lack of flat functions’ (Fact 3.1.10) then

whenever G = (g1, · · · , gm) ⊆ K[X̄] ⊗R[X̄] R[X̄]E and x̄0 ∈ V reg(G),
then

• either there exists h ∈ K[X̄]⊗R[X̄]R[X̄]E such that x̄0 ∈ V reg(G, h),

• or for all h ∈ K[X̄] ⊗R[X̄] R[X̄]E, if h(x̄0) = 0, then h vanishes
on a neighborhood, for the induced topology on V reg(G), of x̄0 in
V reg(G).

If V (Q) = V reg(Q), this gives us a local counterpart of the classical
algebraic result on ideals of generic points of algebraic varieties recalled
above:
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Corollary 6.3.1 Let (K,R,E,V) ⊆ (L,R′, E,W) be topological par-
tial E-fields satisfying Hypothesis Im and ’Lack of flat functions’ (Fact
3.1.10). Let ā ∈ V reg(Q) ⊆ Ln, Q = (Q1, · · · , Qm) ⊆ K[X̄]⊗R[X̄] R[X̄]E

such that eclL − dimK(ā) = n−m.
Then there is O ∈ W(K) such that I(ā) ⊆ I(ā + O ∩ V reg(Q)), where
I(.) ⊆ K[X̄]⊗R[X̄] R[X̄]E.

Although we will not use the following result, we show how to reduce
problems involving E-varieties to problems dealing with regular E-varieties:

Lemma 6.3.2 Let (K,R,E,V) be a topological partial E-field satisfy-
ing Hypothesis Im and ’Lack of flat functions’(Fact 3.1.10), and let
P = (P1, · · · , Pp) ⊆ K[X̄]⊗R[X̄] R[X̄]E, ā ∈ V (P ) ⊆ K |X̄|.

Then there exists Q = (Q1, · · · , Qm) ⊆ K[X̄]⊗R[X̄]R[X̄]E and a definable

open subset S (for the induced topology on V reg(Q)) of V reg(Q) ⊆ K |X̄|

such that ā ∈ S ⊆ V (P ) ∩ V reg(Q) ⊆ K |X̄|.

Proof. Almost word to word the proof from [61, instance of Theorem
32 P.195].
By Lemma 2.1.22, there exists H such that ā ∈ V reg(H). Let k0(ā) :=
min{k|∃H := (H1, · · · , H|ā|−k) ∈ K[X̄] ⊗R[X̄] R[X̄]E, ā ∈ V reg(H)}, and
let Q = (Q1, · · · , Qm) such that m = |ā| − k0(ā) and ā ∈ V reg(Q).

As we have chosen V reg(Q) with |Q| maximal, Lemma 3.1.11–as noticed
above– gives us that every function h such that h(ā) = 0 also satisfies
h ≡ 0 on an open neighborhood S of ā within V reg(Q). Consequently, as
P (ā) = 0, P vanishes on some S, so there is a set S, open for the induced
topology on V reg(Q), such that ā ∈ S ⊆ V (P ) ∩ V reg(Q).

Note that proof of Lemma 6.3.2 constructs Q = (Q1, · · · , Qm) with m
maximal –as length of sequence of E-polynomials vanishing on some point
such that their gradients are linearly independent at this point–.

Remark 6.3.3 If we had supposed in the hypotheses of Proposition 6.1.6,
that Th(K) also satisfies Hypothesis Im, we could have alternatively con-
structed a generic point using the implicit function theorem instead of
Hensel’s Lemma:
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Proposition 6.3.4 Let L ⊇ Lrings∪{E}, and let (K,R,E,V) be a topo-
logical L-partial-E-field such that Th(K) satisfies Hypothesis Im and
D. Let Q = (Q1, · · · , Qp) ⊆ K[X̄] ⊗R[X̄] R[X̄]E. Suppose that there is
ā ∈ V reg(Q) ∩Kn.
Then there is a topological elementary L-extension (L,R′, E,W) of
(K,R,E,V) such that there is ā1 ∈ V reg(Q) ⊆ Ln with ā1 − ā ∼W(K) 0̄,
for W(K) |= CompK, and eclL − dimK(ā1) = n− p.

Furthermore, if V (Q) = V reg(Q), then ā1 is a generic point of V (Q).

Proof. Without loss of generality suppose {k1, · · · , kp} = {n − p +
1, · · · , n}. Let ān−p := a1, · · · , an−p and ā′ := an−p+1, · · · , an. By Hy-
pothesis Im, there are O ⊆ Kn−p, O′ ⊆ Kp open sets with ā ∈ O × O′,
and a continuous function g : O → O′ such that ā′ = g(ān−p) and such
that for all x̄n−p := x1, · · · , xn−p ⊆ O and x̄′ := xn−p+1, · · · , xn ⊆ O′,
x̄′ = g(x̄n−p) iff Q(x̄n−px̄

′) = 0̄.

By Fact A.0.8, there is a topological elementary L-extension (K1, R1, E,V1)
of (K,R,E,V) that contains K∪{t1}, where t1 is eclK1-independent over
K, and for all V ∈ V1(K), t1 ∈ V , where V1(K) satisfies Comp(K), hence
t1 ∼V1(K) 0.

By repeating use of Fact A.0.8, for i = 2, · · · , n−p, there is a topological
elementary L-extension (Ki, Ri, E,Vi) of (Ki−1, Ri−1, E,Vi−1), and thus
of (K,R,E,V) that contains Ki−1 ∪ {ti} ⊇ K ∪ {t1, · · · , ti}, where ti is
eclKi-independent over Ki−1, and ti ∼Vi(Ki−1) 0, where Vi(Ki−1) satisfies

Comp(Ki−1). Moreover by Fact 2.2.5 there is Ṽi(K) ⊆ Vi(Ki−1) satisfy-
ing Comp(K), hence ti ∼Ṽi(K) 0.

Let (L,R′, E,W) := (Kn−p, Rn−p, E,Vn−p).
Then t1, · · · , tn−p are eclL-independent over K, and for i = 1, · · · , n− p,
ti ∼W(K) 0, where W(K) satisfies Comp(K).

Let t̄n−p := t1, · · · , tn−p. We have that ā1 := ān−p + t̄n−p, g(ān−p + t̄n−p)
is a regular zero of Q of eclL-dimension n− p over K.
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Chapter 7

A differential lifting scheme

In this chapter, in order to generalize results of [23], we consider first-
order theories T of expansions of topological partial E-fields that are
model-complete and TD of their expansion to differential topological par-
tial E-fields. In an attempt of selecting the models that are existentially
closed in the class of models of TD, we give a geometric scheme satisfied
by this subclass.
We first state an hypothesis (I)E on the class C of models of T , which,
like Hypothesis (I) in [23], implies on elements K of C that there is an
extension of K in C that contains the field of Laurent series K((t̄)). Then
if T is model-complete, this implies that K, as a field, is large, that is
existentially closed in K((t̄)).

We then state a differential lifting scheme (DL)E, in the spirit of other
differential lifting schemes ([51], [48], [23]); it reduces an E-differential
problem to an E-algebraic one, then ’lifts’ the existence of solutions. We
show that if K̃ |= TD has a reduct K such that Th(K) satisfies either
Hypothesis (I)E or Hypothesis Im, then K̃ has an extension in the class
C̃ of models of TD, that satisfies a ’pre-scheme’ (DL)E.

As a corollary we get that for T := TR,exp and for T := TOp,Ep , the
models of TD that are existentially closed in TD satisfy (DL)E.

Finally we construct exponential derivations that satisfy scheme (DL)E
on (R, exp), (R((t))LE, exp) and on (C, exp).
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7.1 Hypothesis (I)E

Let (K,R,E,V) be a topological partial E-field; n,m ∈ N \ {0}.
LetK((t̄)) := K((t1)) · · · ((tn)). Consider the structure (K((t̄)), R[[t̄]],Wn),
where Wn is as defined in Section 3.3.1. Because V is not discrete then
Wn(K) satisfies Comp(K), which induces an equivalence relation ∼Wn(K)

on K((t̄)) and so on K((t̄))m with in particular:

t̄ ∼Wn(K) 0̄

This endows K((t̄)) with the structure of a topological field. By Remark
2.3.2, R[[t̄]] can be endowed with an exponential E making it an E-ring
extending (R,E).

Then consider (K((t̄)), |.|), where |.| is the canonical ultrametric absolute
value as set in Section 3.3.1 – for which the topology on K is trivial. It
has valuation ring K[[t̄]]. Recall that for k, l ∈ K((t̄)), we have k ∼K l iff
|k−l| > 0 that is k−l ∈m(K[[t̄]]) = t̄.K[[t̄]], so then in K((t̄))m, t̄ ∼K 0̄.

Recall that by Remark 3.3.1, for an element ā ∈ K((t̄))m, ā ∼K 0̄ iff
ā ∼Wn(K) 0̄. This will allow us to work in (K((t̄)), |.|) when we need
a Hensel’s lemma, and to be able to construct topological extensions of
(K,R,E,V) in which t̄ is in all neighborhoods of 0:

Let X̄ := X1, · · · , Xm.

Definition 7.1.1 Let L ⊇ Lrings ∪ {E}.
An inductive class C of topological partial E-fields satisfies Hypothesis
(I)E if for every element (K,R,E,V) of C, the following conditions are
verified:

Considering (K((t̄)), R[[t̄]], E,Wn) as a topological L-extension of
(K,R,E,V) and given G a tuple of E-polynomials in
K[[t̄]][X̄]⊗R[[t̄]] (R[[t̄]])[X̄]E;

if there is ā ⊆ K[[t̄]] such that G(ā) ∼K 0̄ and det JGā �K 0 in
(K[[t̄]], |.|), then there is a topological L-extension (L,R′, E,W) of
(K((t̄)), R[[t̄]], E,Wn) such that:
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1. (L,R′, E,W) is a topological elementary L-extension of (K,R,E,V)
(thus belongs to C).

2. There is a subset W(K) of W which satisfies Comp(K) and with
t̄ ∼W(K) 0̄.

3. There is b̄ ∈ L such that G(b̄) = 0̄, det JGb̄ �W(K) 0 and ā ∼W(K) b̄.

Remark 7.1.2 Note that if we want to encompass cases like

(K,R,E,V) = (Cp,Op, Ep, |.|p)

where Op is both the domain of definition of Ep and the valuation ring of
Cp for |.|p, we need to consider R⊕ t̄.K[[t̄]] instead of R[[t̄]]. Note that E
is well-defined on R⊕ t̄.K[[t̄]] by Remark 2.3.2, and that Op⊕ t̄.Cp[[t̄]] is
the valuation ring of Cp[[t̄]] for Wn in that case. Furthermore the results
using Hensel’s Lemma 3.3.4 go through, as the proofs stays the same,
replacing R[[t̄]] by R⊕ t̄.K[[t̄]].

7.1.1 Example

The languages, theories and structures we refer to in this paragraph are
detailed in Section 2.4.

Proposition 7.1.3 The class of models of the Lor,E-theory TR,exp that
can be endowed with a Lan-structure satisfies (I)E.

Proof. Let (K,E,<) |= TR,exp, such that K can be endowed with a Lan-
structure, and let V be a base of neighborhoods of 0 in K for the order
topology. Consider both structures (K((t̄)), E,Wn), and (K((t̄)), E, |.|).
By Lemma 3.3.2, (K[[t̄]], |.|) is complete; hence given G a regular sys-
tem with coefficients in K[[t̄]] such that G(ā) ∼K 0̄ and det JGā �K 0
for an ā ⊆ K[[t̄]], we find b̄ ∈ K[[t̄]] such that H(b̄) = 0̄, b̄ ∼K ā, and
det JHb̄ �K 0. Then b̄ ∼W(K) ā and (K((t̄)), E,Wn) ⊆ (K((t̄))LE, E, Tn),
where Tn is as recalled in Subsection 2.3.3.

Then note that if φ(x, k̄) is a formula of Lor,E with parameters k̄ ∈ K–
and which has a solution in (K((t̄))LE, E, Tn)–, the formula φ can be ex-
pressed as a formula of Lan,E with parameters in K, hence by Fact 2.4.11,
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K 4 K((t̄))LE as Lan,E-structures and consequently (K((t̄))LE, E, Tn) |=
TR,exp.

7.2 Generic points

Let L ⊇ Lrings ∪ {E}.

Proposition 7.2.1 Let (K,R,E,V) be a topological L-partial-E-field,
m,n ∈ N \ {0}, and Q = (Q1, · · · , Qm) ⊆ K[X̄] ⊗R[X̄] R[X̄]E, where
|X̄| = n. Suppose that there is ā ∈ V reg(Q) ∩Kn and that Th(K) satis-
fies Hypotheses (I)E and D.

Then there is a topological elementary L-extension (L,R′, E,W) of
(K,R,E,V), that contains K((t̄)) := K((t1)) · · · ((tn−m)) and such that
there is ḡ ∈ V reg(Q)∩Ln such that eclL−dimK ḡ = n−m and ḡ ∼W(K) ā.

Furthermore if V (Q) = V reg(Q) then ḡ is a generic point of V (Q).

Proof. By Proposition 6.1.6, there is an elementary L-extension (K1, R1,
E,V1) of (K,R,E,V) that contains K and some elements t1, · · · , tn−m
such that for i = 1, · · · , n − m, ti ∼K 0 and there is ḡ ∈ V reg(Q) ⊆
K((t1)) · · · ((tn−m))n with ḡ− ā ∼K 0̄, and eclK((t1))···((tn−m))−dimK(ḡ) =
n−m. By Hypothesis (I)E, there is a topological elementary L-extension
(L,R′, E,W) of (K,R,E,V) such that L ⊇ K((t1)) · · · ((tn−m)) and
ḡ ∼W(K) ā. To see that eclL − dimK ḡ = eclK((t1))···((tn−m)) − dimK ḡ =
n −m, consider the n −m K((t1)) · · · ((tn−m))-linearly independent E-
derivations Di constructed in the proof of Corollary 4.1.4. By Corollary
4.3.16, each Di extends to an E-derivation on L, and by construction,
the extensions of the Di’s are L-linearly independent, consequently by
Fact 4.0.1, eclL − dimK ḡ = n−m.

Definition 7.2.2 Let n, p ∈ N \ {0}, n = |X̄|, and let (K,R,E) be
a partial E field. Let P = (P1, · · · , Pp) ⊆ K[X̄] ⊗R[X̄] R[X̄]E, and let
ā ∈ V reg(P ) ∩Kn.
Let {k1, · · · , kp} ⊆ {1, · · · , n} be the set of the indexes of the columns in-
volved in a non-zero subminor of JPā. We will denote by Indk̄p(JPā) :=
{1, · · · , n} \ {k1, · · · , kp} the set of the indexes of the other columns.
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Definition 7.2.3 Let m,n, p ∈ N, m,n 6= 0, n = |X̄| = |Ȳ |, and let
(K,R,E) be a partial E-field, Q := (Q1, · · · , Qm) ⊆ K[X̄Ȳ ] ⊗R[X̄Ȳ ]

R[X̄Ȳ ]E, P = (P1, · · · , Pp) ⊆ K[X̄]⊗R[X̄]R[X̄]E, A = V (Q), B = V (P ).
Suppose there is a tuple āb̄ ∈ K2n ∩ Areg, with ā ∈ Breg.
We will say that āb̄ ∈ Areg virtually projects generically on B if we have
the following condition on A, B:

• n− p > 0 and there is a non-zero subminor of JQāb̄ involving a set
of columns indexed by {j1, · · · , jm} ⊆ {n+ 1, · · · , 2n}.

Example 7.2.4 Let H = (H1, · · · , Hn) ⊆ K[X̄]⊗R[X̄] R[X̄]E defining a
Hovanskii system HH .
Let P = (P1, · · · , Pn−1), where for i = 1, · · · , n− 1, Pi = Hi, and
let Q = (Q1, Q2) ⊆ K[X̄Ȳ ]⊗R[X̄Ȳ ]R[X̄Ȳ ]E, where Q1(X̄, Ȳ ) = Hn(X̄) +∑n−1

i=1 E(Yi) + c, and Q2(X̄, Ȳ ) = Hn(X̄) +E(Yn) + d, c, d ∈ R. Suppose
āb̄ ∈ V (Q) and ā ∈ V (P ).
Then ∇Pi(ā) are linearly independent, and the subminor of JQāb̄ indexed
by the two last columns has determinant E(bn−1)E(bn) 6= 0.

Lemma 7.2.5 Let m,n, p ∈ N, m,n 6= 0, n = |X̄| = |Ȳ |, and let
(K,R,E,V) be a topological L-partial-E-field, Q := (Q1, · · · , Qm) ⊆
K[X̄Ȳ ]⊗R[X̄Ȳ ] R[X̄Ȳ ]E, P = (P1, · · · , Pp) ⊆ K[X̄]⊗R[X̄] R[X̄]E.
Suppose Th(K) satisfies Hypotheses (I)E, and D.
Let āb̄ ∈ V reg(Q) ∩K2n, such that ā ∈ V reg(P ).
Suppose that āb̄ virtually projects generically on B.

Then there is a topological elementary L-extension (L,R′, E,W) of
(K,R,E,V) and ā1b̄1 ∈ V reg(Q) ⊆ L2n such that ā1b̄1 ∼W(K) āb̄, and
such that ā1 ∈ V reg(P ) has eclL-dimension n− p over K.

Furthermore if V reg(P ) = V (P ), then ā1 is a generic point of V (P ).

Proof. First, notice that there is k̄p, Indk̄p(JPā) ⊆ Indj̄m(JQāb̄). By
Proposition 7.2.1 there is a topological elementary L-extension (L,R′, E,W)
of (K,R,E,V), that contains K((t̄)) := K((t1)) · · · ((tn−p)) and such
that there is ā1 ∈ V reg(P ) ∩ Ln such that eclL − dimK ā1 = n − p and
ā1 ∼W(K) ā.

Then supppose without loss of generality that {j1, · · · , jm} = {2n −
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m + 1, · · · , 2n}, and let b̄n−m := b1, · · · , bn−m if n − m ≥ 1, and let
Ȳ ′ := Yn−m+1, · · · , Yn, b̄′ := bn−m+1, · · · , bn. Let

Q′(Ȳ ′) := Q(ā, b̄n−m, Ȳ
′)

Q′t(Ȳ ′) := Q(ā1, b̄n−m, Ȳ
′)

We have that J(0̄,ȳm)Q
′
b̄′

= J(0̄,ȳm)Qb̄′ , hence det J(0̄,ȳm)Q
′
b̄′

= det J(0̄,ȳm)Qb̄′ 6=
0. Note that ā1 ∈ K[[t1]] · · · [[tn−p]] as seen in the proof of Propo-
sition 6.1.6, hence Q′t has coefficients in K[[t1]] · · · [[tn−p]]. By conti-
nuity det J(0̄,ȳm)Q

′t
b̄′
6= 0 and Q′t(b̄′) ∼K 0̄. Consequently by Hensel’s

Lemma Proposition 3.3.4, there is c̄′ ∈ Lm such that Q′t(c̄′) = 0̄. Let-
ting b̄1 := b̄n−m, c̄

′, we have found ā1b̄1 ∈ V reg(Q) ⊆ L2n such that
ā1b̄1 ∼W(K) āb̄, and such that ā1 ∈ V reg(P ) has eclL-dimension n−p over
K.

Lemma 7.2.6 Let m,n, p ∈ N, m,n 6= 0, n = |X̄| = |Ȳ |, and let
(K,R,E,V) be a topological L-partial-E-field, Q := (Q1, · · · , Qm) ⊆
K[X̄Ȳ ]⊗R[X̄Ȳ ] R[X̄Ȳ ]E, P = (P1, · · · , Pp) ⊆ K[X̄]⊗R[X̄] R[X̄]E.
Suppose Th(K) satisfies Hypotheses Im, and D.
Let āb̄ ∈ V reg(Q) ∩K2n, such that ā ∈ V reg(P ).
Suppose that āb̄ virtually projects generically on B.

Then there is a topological elementary L-extension (L,R′, E,W) of
(K,R,E,V) and ā1b̄1 ∈ V reg(Q) ⊆ L2n such that ā1b̄1 ∼W(K) āb̄, and
such that ā1 ∈ V reg(P ) has eclL-dimension n− p over K.

Furthermore if V reg(P ) = V (P ), then ā1 is a generic point of V (P ).

Proof. The proof follows the same lines as the proof of Lemma 7.2.5
above, but we use Proposition 6.3.4 instead of Proposition 6.1.6, and
then instead of using Hensel’s Lemma we use Hypothesis Im.

First, notice that there is k̄p, Indk̄p(JPā) ⊆ Indj̄m(JQāb̄) and supppose
without loss of generality that {j1, · · · , jm} = {2n−m+ 1, · · · , 2n}.
Let b̄n−m := b1, · · · , bn−m if n −m ≥ 1, and let Ȳn−m := Y1, · · · , Yn−m,
Ȳ ′ := Yn−m+1, · · · , Yn, b̄′ := bn−m+1, · · · , bn.
By Hypothesis Im, there are O ⊆ K2n−m, O′ ⊆ Km open sets with āb̄ ∈
O × O′, and a continuous function g : O → O′ such that b̄′ = g(āb̄n−m)
and such that for all X̄Ȳn−m ⊆ O and Ȳ ′ ⊆ O′, Ȳ ′ = g(X̄Ȳn−m) iff
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Q(X̄Ȳn−mȲ
′) = 0̄.

By Proposition 6.3.4, there is a topological elementary L-extension
(L,R′, E,W) of (K,R,E,V) such that there is ā1 ∈ V reg(P ) ⊆ Ln with
ā1 − ā ∼W(K) 0̄, for W(K) |= CompK, and eclL − dimK(ā1) = n− p.
Let b̄1 := b̄n−mg(ā1b̄n−m).
Then ā1b̄1 ∈ V reg(Q) ⊆ L2n is such that ā1b̄1 ∼W(K) āb̄, and such that
ā1 ∈ V reg(P ) has eclL-dimension n− p over K.

7.3 Scheme (DL)E

Definition 7.3.1 Let (K,R,E,D,V) be a differential topological par-
tial E-field. We say that it satisfies the scheme (DL)E if:

for any U ∈ V ,
for any finitely generated E-varieties A ⊆ K2n, B ⊆ Kn defined over
K such that Areg ⊆ τ(B), if there is a tuple (ā, c̄) ∈ K2n ∩ Areg, with
ā ∈ Breg, that virtually projects generically on B, then

there is b̄ ∈ Kn such that (b̄, Db̄) ∈ Areg and

(ā, c̄)− (b̄, Db̄) ∈ U2n

Remark 7.3.2 If (K,R,E,D,V) satisfies (DL)E, then for any U ∈ V
and a ∈ K, there is b ∈ K, Db ∈ a+ U .

Theorem 7.3.3 Let (K,R,E,D,V) be a topological differential partial
E-field. Suppose that the theory Th(K) of the L-reduct (K,R,E,V) sat-
isfies Hypotheses D and either (I)E or Im.
Let m,n, p ∈ N, m,n 6= 0, n = |X̄| = |Ȳ |, and let Q := (Q1, · · · , Qm) ⊆
K[X̄Ȳ ] ⊗R[X̄Ȳ ] R[X̄Ȳ ]E, P = (P1, · · · , Pp) ⊆ K[X̄] ⊗R[X̄] R[X̄]E, A =
V (Q), B = V (P ).

Suppose that Areg ⊆ τ(B), and that there is (ā, c̄) ∈ K2n ∩ Areg, with
ā ∈ Breg, that virtually projects generically on B.
Let U ∈ V.

Then there is a L ∪ {D}-extension (L,R′, E,D,W) ⊇ (K,R,E,D,V)
such that (L,R′, E,W) is a topological elementary L-extension of
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(K,R,E,V), and there are b̄ ∈ Ln, and W ∈ W(K) with W ∩K = U ,
(b̄, D(b̄)) ∈ Areg and

(ā, c̄)− (b̄, D(b̄)) ∈ W 2n

Proof. By Lemma 7.2.5 or 7.2.6 there is a topological elementary L-
extension (L,R′, E,W) of (K,R,E,V) such that there is ā′c̄′ ∈ Areg ⊆
L2n such that ā′ ∈ Breg has eclL-dimension n− p over K, and ā′c̄′ ∼W(K)

āc̄, for W(K) |= Comp(K) hence ā′c̄′ ∈ āc̄ + W 2n, for W such that
W ∩K = U .

By Lemma 6.2.4 applied to ā′c̄′, D extends uniquely to an E-derivation on
eclL(K(ā′c̄′)) in such a way that c̄′ := Dā′. Therefore we let (b̄, D(b̄)) :=
(ā′, c̄′). Then, D extends to L by Corollary 4.3.16.

Remark 7.3.4 Note that if we were able to construct ā1b̄1 to be of max-
imal eclL-dimension 2n−m over K in Lemmas 7.2.5 and 7.2.6, then in
the proof above of Theorem 7.3.3 we could also have used Corollary 6.2.7
instead of Lemma 6.2.4.

7.3.1 Existentially closed differential expansions

Let L = Lrings∪{E}∪{Ri, i ∈ I}, where Ri, i ∈ I are relations symbols,
a first-order language, let T be a L-theory of topological partial E-fields
satisfying Hypotheses D.
Suppose that either models of T satisfy Im, or that κ-saturated models
of T satisfy (I)E for some κ, and let (K,R,E,V) |= T .

Then set LD := L ∪ {D}, and let TD be the LD-theory

T ∪ {D is an E-derivation}

Theorem 7.3.5 Under the above setting and hypotheses, the models of
the LD-theory TD that are existentially closed in TD satisfy (DL)E and
have a L-reduct that is existentially closed in the class of models of T .
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Proof. Let (L0, R0, E,D,V0) |= TD be existentially closed in TD.
Let (L1, R1, E,V1) |= T be a L-extension of (L0, R0, E,V0) (by Hypothe-
sis D and Fact 2.2.6, it is a topological L-extension). By Corollary 4.3.16,
D extends to an E-derivation on L1. By construction,

(L1, R1, E,D,V1) |= TD

hence we get that (L0, R0, E,V0) 4 (L1, R1, E,V1) as L-structures be-
cause (L0, R0, E,D,V0) 4 (L1, R1, E,D,V1) as LD-structures and L ⊆
LD.

Now let U ∈ V0, and A, B be finitely generated E-varieties defined
over L0 such that Areg ⊆ τ(B), and there is (ā, c̄) ∈ L2n

0 ∩ Areg, with
ā ∈ Breg, that virtually projects generically on B. By Fact A.0.8,
(L0, R0, E,D,V0) can be embedded in a κ-saturated elementary exten-
sion (L′0, R

′
0, E

′, D′,V ′0). Let U ′ ∈ V ′0 such that U ′∩L0 = U . By Theorem
7.3.3, there is (L2, R2, E,D,V2) |= TD a LD-extension of (L′0, R

′
0, E

′, D′,V ′0),
and thus of (L0, R0, E,D,V0) such that there is (ā′′, c̄′′) ∈ A ∩ L2n

2 and
W ∈ V2(L′0) with W ∩L0 = U and (ā′′, c̄′′)− (ā, c̄) ∈ W 2n and c̄′′ = Dā′′.
By existential closedness of (L0, R0, E,D,V0) in (L2, R2, E,D,V2) , there
is (ā′, c̄′) ∈ L2n

0 ∩ A such that (ā′, c̄′) − (ā, c̄) ∈ U2n, and c̄′ = Dā′ which
shows (L0, R0, E,D,V0) |= (DL)E.

The following L-theories T are model-complete by Facts 2.4.8 and 2.4.4,
and Hypotheses D, Im are satisfied by models of T . Furthermore, the
ℵ1-saturated models of TR,exp can be endowed with a Lan-structure, hence
satisfy (I)E.

Corollary 7.3.6 Let L := Lor,E, and T := TR,exp. Then the models of
the LD-theory TD that are existentially closed in TD satisfy (DL)E.

Corollary 7.3.7 Let L := L|,E, and T the L-theory Th(Cp,Op, Ep).
Then the models of the LD-theory TD that are existentially closed in TD
satisfy (DL)E.

7.3.2 Examples of structures satisfying (DL)E

In his PhD thesis [10] (2.5.2 p.32), Q.Brouette endows R with a deriva-
tion making it a model of CODF . He constructs by induction on α ∈ 2ℵ0
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a chain of subfields Kα of R that contains Q, and such that the transcen-
dence degree of R over Kα is 2ℵ0 . The iteration step is an adaptation of
a lemma of C.Michaux’s PhD thesis ([47], Chapter 2, Lemma 2.3.4) used
to show that the theory CODF has countable archimedean models, and
it is itself an adaptation of a lemma of M.Singer ([62], p.85) used to show
the existence of a model of CODF containing a given model of ODF .

In this section we extend Q. Brouette’s proof to show that R and R((t))LE,
and C can be endowed with an E-derivation making them models of
scheme (DL)E. We replace the iteration step by Theorem 7.3.9.

First note that eclR(Q) and eclC(Q) both have cardinality ℵ0, as the
Hovanskii systems with coefficients in Q can be enumerated and because
their solutions are isolated zeros. Moreover, in R, a given Hovanskii sys-
tem can only have a finite number of solutions because R is o-minimal
hence a definable set is a finite union of intervals and points so a count-
able definable set is finite.
Then notice that a Hovanskii system in R((t))LE has also countably many
solutions:
indeed letHH(X̄, ā) corresponds to equations h1(X̄, ā) = 0, · · · , hn(X̄, ā) =
0, together with inequation det J(x̄,0̄)HX̄,ā 6= 0, where H = (h1, · · · , hn) ⊆
Z[X̄Ȳ ]E, n = |X̄|, p = |ā|, ā ⊆ R((t))LE. Let

θ(x̄ȳ) ≡ H(x̄ȳ) = 0̄ ∧ det J(x̄,0̄)Hx̄,ȳ 6= 0

By Fact 2.4.9, there is N such that

∃≤N x̄∀ā θ(x̄, ā)

is true in R. By Fact 2.4.11, this is also true in R((t))LE. Consequently
eclR((t))LE(Q) also has cardinality ℵ0. Notice that R((t))LE has cardinal-
ity 2ℵ0 [18, Corollary p.13]

Now let L := R or C (resp. R((t))LE), and W be a base of neigh-
borhoods of 0 in L for the topology of the absolute value |.|. Let K ⊆ L
be such that ℵ0 = |K| < |L|.

Remark 7.3.8 |K| = |eclL(K)| < |L|
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Indeed, as shown above for Q ⊆ L, the number of Hovanskii systems with
parameters in K has also cardinality ℵ0, consequently |eclL(K)| = ℵ0.

Like in Quentin Brouette’s proof we consider for all k ∈ N the set

Tk := {r ∈ L :
1

k + 2
< |r| < 1

k + 1
}

We let
B := {bλ : λ ∈ 2ℵ0}

be an ecl-transcendence basis of L over eclL(K) such that for all k ∈ N,
|B ∩ Tk| = 2ℵ0 .

Suppose (K, exp,V) is a topological L-subfield of (L, exp,W), for L =
Lrings∪{E} if L = C, and L = Lor,E otherwise. Let D be an E-derivation
on K. Assume that the E-algebraic transcendence degree of L over K
is strictly greater than the cardinality of K. We want to construct a
topological L-extension of (K, exp,V) that is a topological L-subfield of
(L, exp,W), equiped with an E-derivation extending D and satisfying a
kind of ’pre-scheme’ (DL)E. We will then iterate this operation, thanks
to the fact that |eclL(K)| = |K| < |L|, and take the transfinite union of
all these differential topological E-fields. We begin by modifying slightly
Theorem 7.3.3:

Theorem 7.3.9 Given n,m, p ∈ N, n,m 6= 0, |X̄| = |Ȳ | = n, Q =
(Q1, · · · , Qm) ⊆ K[X̄Ȳ ]E, P = (P1, · · · , Pp) ⊆ K[X̄]E such that A =
V (Q) ⊆ L2n, B = V (P ) ⊆ Ln, and Areg ⊆ τ(B);

let U ∈ W and suppose that there is (ā, b̄) ∈ K2n ∩ Areg, with ā ∈ Breg,
that virtually projects generically on B,

Then there is a neighborhood W ∈ W, such that for any elements t1, · · · , ti,
s1, · · · , sj in W that are E-algebraic independent over K, where i = n−p,
j = n −m, there is (c̄, d̄) ∈ A such that eclL(K(c̄, d̄)) = eclL(K(t̄i, s̄j))
and

(ā, b̄)− (c̄, d̄) ∈ U2n

and such that it is possible to extend uniquely D to eclL(K(c̄, d̄)) by letting
Dc̄ := d̄.
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Proof. There is k̄p, Indk̄p(JPā) ⊆ Indj̄m(JQāb̄).

By Lemma 3.2.2, there is t∗ and a neighborhood O ∈ W , such that for
any elements t1, · · · , ti, in O that are E-algebraic independent, letting

ā0 := (a1 + t1, · · · , ad + td, ad+1, · · · , an)

then there is a regular zero ā∗ of P in eclL(K(t1, · · · , td)) ∩ B(ā0, t
∗) ⊆

ā0 + (U/2)n.

Then we reapply Lemma 3.2.2, to find t′∗ and a neighborhood O′ ∈ W ,
such that for any elements s1, · · · , sj in O′ that are E-algebraic indepen-
dent, letting

(ā∗, b̄0) := (a∗1, · · · , a∗n, b1 + s1, · · · , bj + sj, bj+1, · · · , bn)

then there is a regular zero ā∗b̄∗ of Q in

eclL(K(t1, · · · , td, s1, · · · , sj)) ∩B(ā∗, b̄0, t
′∗) ⊆ ā0b̄0 + U2n

By Lemma 6.2.4 applied to ā∗b̄∗, D extends uniquely to an E-derivation
on eclL(K(ā∗b̄∗)) in such a way that b̄∗ := Dā∗. Therefore we let (c̄, d) :=
(ā∗b̄∗). Then, D extends to L by Corollary 4.3.16.

Theorem 7.3.10 Let (R, exp) (resp. (R((t))LE, exp), (C, exp)) be the
field of real numbers (resp. of logarithmic-exponential series, resp. of
complex numbers) equipped with exponentiation. There exists a non-
trivial E-derivation D on R (resp. R((t))LE, C) such that

(R,+, .,−,−1 , exp, 0, 1, <,D) resp. (R((t))LE,+, .,−,−1 , exp, 0, 1, <,D)

is an ordered differential E-field satisfying scheme (DL)E. (resp.

(C,+, .,−,−1 , exp, 0, 1, |.|, D)

where |.| is the absolute value or module, a topological differential E-field
satisfying scheme (DL)E.

Proof. Notice that eclR(Q), eclR((t))LE(Q) are real closed while eclC(Q)
is algebraically closed. Let L := R, C or R((t))LE. Let us begin with
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eclL(Q), equipped with a trivial derivation D. Recall that we consider
we consider for all k ∈ N the set

Tk := {r ∈ L :
1

k + 2
< |r| < 1

k + 1
}

Let
B := {bλ : λ ∈ 2ℵ0}

be an ecl-transcendence basis of L over eclL(Q) such that for all k ∈ N,
|B ∩ Tk| = 2ℵ0 .

Let us now construct a chain of subfields Fα of L by induction on
α ∈ 2ℵ0 .

• Let α ∈ 2ℵ0 . If bα ∈ Fα, let Fα+1 := Fα. Otherwise let

Fα,0 := eclL(Fα(bα))

and Dbα = 0 . Notice that it would be possible to let Dbα = 1.)
Recall that D extends to eclL(Fα(bα)) by Proposition 4.2.1. Then
we enumerate all systems generating E-varieties Aδ, Bδ, δ ∈ |Fα|,
defined on Fα,0 such that Aregδ ⊆ τ(Bδ) and such that:
there is a point in Aregδ the coordinates of which stand in Fα,0, which
projects on a point in Breg

δ , and which virtually projects generically
on Bδ.

– Let δ ∈ |Fα|. Pick t̄d, s̄r ∈ (B ∩ Tk) \ Fα for k big enough.
Elements t̄d, s̄r can be chosen ecl-independent because |(B ∩
Tk) \Fα| = 2ℵ0 . By Theorem 7.3.9, we get a point (b̄δ, Db̄δ) ⊆
eclL(Fα,δ(t̄d, s̄r)), close enough to our starting point. Let

Fα,δ+1 := eclL(Fα,δ(b̄δ, Db̄δ))

Then let
Fα+1 := eclL(

⋃
δ∈|Fα|

Fα,δ)

– If δ ∈ |Fα| is a limit ordinal, let Fα,δ :=
⋃
γ∈δ Fα,γ

• If α ∈ 2ℵ0 is a limit ordinal, let Fα :=
⋃
β∈α Fβ. By construction,

Fα is real closed (resp. algebraically closed).
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At the end, let F :=
⋃
α∈2ℵ0 Fα. If L = R or R((t))LE, F is real closed

and as B ⊆ F ⊆ L, F = L. By construction F is a model of scheme
(DL)E.
(resp. if L = C, F is algebraically closed and as B ⊆ F ⊆ C, F = C. By
construction F is a model of scheme (DL)E.)



Appendix A

Model theory

In this appendix we recall a few model-theoretic notions, namely elemen-
tary extensions, saturated models, existentially closed models, model-
complete theories, quantifier elimination.

Let L be a language. We use a distinct notation for a L-structure and
its underlying domain in this appendix but not elsewhere.

Definition A.0.1 Let M and N be L-structures. An L-embedding j :
M→N is called an elementary embedding if, whenever a1, . . . , an ∈M ,
and φ(v1, . . . , vn) is an L-formula, then

M � φ(a1, . . . , an)⇔ N � φ(j(a1), . . . , j(an))

IfM is a substructure ofN we then say that it is an elementary substruc-
ture, or that N is an elementary extension of M, and write M 4 N .

Definition A.0.2 A L-substructureM of a L-structure N is said to be
existentially closed in N if for every quantifier free L-formula
φ(x1, · · · , xm, y1, · · · , yn) and all elements b1, · · · , bn of M such that

N |= φ(x1, · · · , xm, b1, · · · , bn)

then M |= φ(x1, · · · , xm, b1, · · · , bn)

A modelM of a given L-theory T is called existentially closed in T if it
is existentially closed in every L-extension N that is itself a model of T .
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Definition A.0.3 A L-theory T is said to be model-complete if it satis-
fies one of the following equivalent conditions:

• every embedding of models is elementary

• all models of T are existentially closed in T

• every (first-order) formula is equivalent to a universal formula

• every (first-order) formula is equivalent to an existential formula

Definition A.0.4 A L-theory T is said to admit quantifier elimination
if for every L-formula φ there is a quantifier free L-formula ψ such that

T |= ∀v̄(φ(v̄)↔ ψ(v̄))

A L-theory T that admit quantifier elimination is model-complete.

Definition A.0.5 A class C of models of a L-theory T is said to be
inductive if it is closed by union of chains.

Fact A.0.6 [11, 4.3.13 p.208](Frayne’s Theorem) Let A, B be two
L-structures such that A is elementarily equivalent to B. Then there is
a set I and an ultrafilter U on I such that B embeds elementarily in the
ultrapower ΠUA.

We now recall the model-theoretic notion of saturation. Let T be a sat-
isfiable L-theory, and let Lx := L ∪ {x1, . . . , xn} ; x1, . . . , xn being new
constant symbols, denoted like variables by commodity. Let Sn(T ) be
the set of complete Lx-theories containing T . An element of Sn(T ) is
called a complete n-type. A set of L-formulas with n free variables is a
n-type if it can be completed in a complete n-type.

Let M � T and A ⊆ M . Given LA obtained from L by adding one
new constant symbol for each element of A, we let ThA(M) denote the
theory of M in the language LA; and SMn (A) := Sn(ThA(M)).

Let c ∈ Mn. The set of LA-formulas φ(v1, . . . , vn) for which M � φ(c)
is denoted tpMA (c) or pMA (c). For every type p(x) ∈ Sn(T ), there exists
M � T and a ∈Mn such that tpM(a) is equivalent to p(x).
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Definition A.0.7 Let κ be an infinite cardinal, L a language such that
|L| < κ, T a satisfiable L-theory, and M � T .
We say that M is κ-saturated if, whenever A ⊆ M , |A| < κ and p ∈
SMn (A), then p is realized in M.
We say that M is saturated if it is |M |-saturated.

Fact A.0.8 [46, Theorem 4.3.12] Let κ > ℵ0 be a cardinal and M be a
L-structure. Then M admits a κ+-saturated elementary extension.
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Appendix B

ℵ1-saturation of R((Gn)) and
R((Gm,n))

By ordered set, we mean a totally ordered set.
If (S,<) is an ordered set and A,B ⊆ S, let A < B if for all a ∈ A and
for all b ∈ B, a < b.

Definition B.0.1 Let α ∈ On. The ordered set (S,<) is called an ηα-
set, if whenever A,B ⊆ S with A < B and |A ∪ B| < ℵα, then there is
s ∈ S such that A < {s} < B.

Remark B.0.2 Let (S1, <1) and (S2, <2) be ηα-sets. Then S := S1
←−×S2

equipped with the (anti)lexicographic order <, is an ηα-set.

Recall that an abelian group G is divisible if for all n in N \ {0}, ∀g ∈ G,
∃x ∈ G, nx = g.

We now want to introduce the characterization of ℵα-saturated divisi-
ble ordered abelian groups using ηα-sets from [32]. For this, we briefly
recall a classical way to endow such a group with a valuation (we follow
here [13, paragraph 2.2, p.2]):

Definition B.0.3 [1, p.62] Let G be an abelian (additively written)
group. A valuation on G is a function v : G → S ∪ {∞} where S is
an ordered set, such that for all x, y ∈ G the following conditions are
satisfied:

• v(x) =∞ iff x = 0
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• v(−x) = v(x)

• v(x+ y) > min{v(x), v(y)}

(G,S, v), where S is an ordered set, and v : G→ S ∪ {∞} is a surjective
valuation, is called a valued group. The ordered set S is called the value
set of (G,S, v).

The open balls Ba(s) := {x ∈ G : v(x − a) > s} form a basis for a
topology that endow G with the structure of a Hausdorff topological
group.

Definition B.0.4 [1, p.64] Let (G,S, v) be a valued abelian group. Let
λ ∈ On a limit ordinal and (aρ)ρ<λ be a sequence in G, and a ∈ G. Then
(aρ)ρ<λ is said to pseudoconverge to a, if v(a − aρ) is eventually strictly
increasing, that is, for some index ρ0 we have

v(a− aρ) < v(a− aσ) whenever σ > ρ > ρ0

We also say in that case that a is a pseudolimit of (aρ)ρ<λ.
A pseudo-Cauchy sequence in (G,S, v), is a sequence (aρ)ρ<λ in G such
that for some index ρ0 we have

τ > σ > ρ > ρ0 → v(aσ − aρ) < v(aτ − aσ)

Let (G,+, 0, <) be a divisible ordered abelian group. For x ∈ G, set
|x| := max{x,−x}. For non-zero x, y ∈ G, let x ≈ y if there exists
n ∈ N, n|x| ≥ |y| and n|y| ≥ |x|. This is an equivalence relation; let x̃
denote the equivalence class of x, and let

Γ := {x̃ : x ∈ G \ {0}}

the set of equivalence classes of non-zero elements of G. It can be ordered
by:

x <Γ y iff for alln ∈ N, n|x| < |y|
Then one can define a valuation v : G→ Γ∪{∞}, 0 7→ ∞ and 0 6= x 7→ x̃.
For x̃ ∈ Γ, the archimedean component of x̃ is the maximal archimedean
subgroup Ax̃ of G (that is Ax̃ is an ordered subgroup of G such that for
every a1, a2 ∈ Ax̃ \ {0}, there is n ∈ N with a1 ≤ na2) containing x̃. For
each x̃, Ax̃ is isomorphic to an ordered subgroup of (R,+, 0, <).
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Fact B.0.5 [32, Th.C, p.10] Let α ∈ On and let G 6= 0 be a divisible
ordered abelian group. Then G is ℵα-saturated (in the language of ordered
groups) iff its value set is an ηα-set, and all its archimedean components
are isomorphic to R, and every pseudo-Cauchy sequence indexed by λ <
ℵα has a pseudolimit in G.

Let G be an ordered abelian group. Recall that the field of Hahn series
R((G)) can be ordered by, for s =

∑
cgg:

s > 0 iff s 6= 0 and Lc(s) > 0

Fact B.0.6 [34, Consequence of Theorem 6.2] Let α ∈ On, and let G be
an ℵα-saturated divisible ordered abelian group. Then the field of Hahn
series R((G)) is an ℵα-saturated real closed field.

Let n,m ∈ N, and Gn, Gm,n, θn, θm as defined in Subsection2.3.2. Then
Gn is divisible, and Gm,n is divisible too, as θn, θm are isomorphisms and
GE is a union of divisible groups. As Gm,n := θ−1

m (Gn) and θm is an
order-preserving isomorphism, to show ℵ1-saturation of Gn and Gm,n as
ordered groups, we will show ℵ1-saturation of Gn:

Lemma B.0.7 For n ∈ N, (Gn, <), where G0 = xR and for n ∈ N\{0},
Gn = xR

←−×xA0
←−× · · ·←−×xAn is an η1-group; all its archimedean compo-

nents are isomorphic to R; and pseudo-Cauchy sequences indexed by ℵ0

do pseudoconverge in Gn.

Proof. By recurrence on n ∈ N. In order to use only additive notations
when dealing with archimedean classes, we use the fact that G 7→ xG

is an order preserving isomorphism. We use notations from Subsection
2.2.3.

• n = 0: (R,+, 0, <) has a unique archimedean class 1̃ isomorphic to
R, in particular its value set Γ := {x̃ : x ∈ R\{0}} = {1̃} is trivially
an η1-set. It is complete as a metric space with |.| so ℵ0-indexed
pseudo-Cauchy sequences do pseudoconverge. Hence as we have
an order-preserving isomorphism R 7→ xR, its multiplicative copy
(xR, ., <) also has a unique archimedean class and a η1-value set
and pseudo-Cauchy sequences indexed by ℵ0 do pseudoconverge in
xR.
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• n = 1: Consider (A0 = {s ∈ R((xR)) : Supp s > 1},+, 0, <). Two
elements s1, s2 ∈ A0 are in the same archimedean class–satisfy that
it exists n ∈ N, n|s1| > |s2| and n|s2| > |s1| (where |.| is not
the canonical Hahn series field valuation Lm(.) but the absolute
value defined in Subsection 2.2.3 on an additive ordered group G
by |g| := max{g,−g} for g ∈ G)– iff Lm(s2) = Lm(s1): Indeed, for
s ∈ A0, |s| = s and s1 and s2 are in the same archimedean class iff
Lc(ns2−s1) > 0 and Lc(ns1−s2) > 0 iff Lm(s2) = Lm(s1). Hence
the value set of A0 is Γ0 := {xr : r ∈ R>0} which is an η1-set by
the properties of R; and the set of archimedean components Ar0 of
A0 is {

Ar0 = {s ∈ A0 : Lm(s) = xr} : r ∈ R>0
}

Each component contains a copy of R, as ]0, r[ is isomorphic to R
and for c ∈]0, r[, xc + xr ∈ Ar0; and by Remark 2.3.9, each compo-
nent has cardinality ≤ 2ℵ0 .
Now let (aρ) be an ℵ0-indexed pseudo-Cauchy sequence in A0.
By Fact 2.3.4, R((xR)) is spherically complete so (aρ) admits a
pseudolimit a in R((xR)). By definition of pseudoconvergence,
(v(a− aρ))ρ is strictly increasing, which implies that a ∈ A0.

Hence we got the result for the additive ordered group A0 and thus
for its multiplicative copy xA0 .

• Let n ∈ N \ {0} and consider the ordered additive group

(An+1 = {s ∈ R((Gn)) : Supp s > 1},+, 0, <)

Similarly to the previous case, two elements s1, s2 ∈ An are in the
same archimedean class iff Lm(s1) = Lm(s2). The value set of An
is the set

Γn+1 := {xa : a ∈ A>0
n }

= {x(r,a0,··· ,an) : (r, a0, · · · , an) ∈ (xR
←−×xA0

←−× · · ·←−×xAn)>0}

which is an η1-set by recurrence hypothesis and Remark B.0.2. The
archimedean components of An+1 are the

A
(r,a0,··· ,an)
n+1 = {s ∈ An+1 : Lm(s) = x(r,a0,··· ,an)}
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for (r, a0, · · · , an) ∈ (xR
←−×xA0

←−× · · ·←−×xAn)>0. The archimedan com-
ponents are isomorphic to R, and by the same arguments than
above, ℵ0-indexed pseudo-Cauchy sequences in An pseudoconverge
in An. Then again we obtain the desired result for the multiplica-
tive copy Gn+1 from the results on An+1.

Corollary B.0.8 For n,m ∈ N, (Gn, <) and (Gn,m, <) are ℵ1-saturated
ordered groups and (R((Gn)), <), (R((Gm,n)), <) are ℵ1-saturated ordered
fields.

Proof. By Facts B.0.5 and B.0.6 and Lemma B.0.7.
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[8] Bourbaki, N. Variétés différentielles et analytiques: fascicule de
résultats, Springer Berlin Heidelberg: Berlin, Heidelberg, 2007.

[9] Blum, L. Differentially closed fields: A model-theoretic tour, Contri-
butions to Algebra, (H.Bass, P.Cassidy and J.Kovacic, Eds), Aca-
demic Press, San Diego, 1977.

139



140

[10] Brouette, Q. Differential algebra, ordered fields and model theory,
PhD Thesis, 2015.

[11] Chang, C.C. & Keisler, H.J. Model theory, Studies in Logic and the
Foundations of Mathematics, volume 73, North Holland, 1973.

[12] Cluckers, R. & Lipshitz, L. Fields with analytic structure, J. Eur.
Math. Soc. 13, 11471223, 2011.

[13] D’Aquino, P. & Kuhlmann, S. & Lange, K. A valuation theoretic
characterization of recursively saturated real closed fields, J. Symb.
Log. 80 (2015), no. 1, 194206.

[14] Denef, J. & van den Dries, L. p-adic and Real Subanalytic Sets. The
Annals of Mathematics, Second Series, Vol. 128, No.1, pages 79-138,
1988.

[15] van den Dries, L. Exponential Rings, Exponential Polynomials and
Exponential Functions, Pacific Journal Mathematics, Vol. 113, No 1,
1984.

[16] van den Dries, L. On the elementary theory of restricted elementary
functions, The Journal of Symbolic Logic, Vol.53, no.3, 796-808,1988.

[17] van den Dries, L. & Macintyre, A. & Marker, D. Logarithmic-
exponential Power Series, J. London Math. Soc. (2) 56 (1997) 417434.

[18] van den Dries, L. & Macintyre, A. & Marker, D. Logarithmic-
exponential Series, Ann. Pure Appl. Logic 111 (2001), 61-113.

[19] van den Dries, L. & Macintyre, A. & Marker, D. The Elementary
Theory of Restricted Analytic Fields with Exponentiation, Annals of
Mathematics Second Series, Vol. 140, No. 1 (Jul., 1994), pp. 183-205.

[20] Esterle, J. Solution d’un problème d’Erdös, Gillman et Henriksen
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Additionnal comments

Here is a list of the main modifications made after the oral presentation.
We thank the referees for their comments.

• We prove Theorem 7.3.5 assuming in the hypotheses on T that only
κ-saturated models of T , for some κ, must satisfy (I)E. This allows
to consider TR,exp.

• We prove Theorem 7.3.5 assuming Hypothesis Im instead of (I)E.
For this, we have slightly modified Proposition 6.3.4, and have
added Lemma 7.2.6, which is an alternative of Lemma 7.2.5, us-
ing Proposition 6.3.4 instead of Proposition 6.1.6, and Hypothesis
Im instead of Hensel’s Lemma 3.3.4 and (I)E.

• We have added a remark under Definition 7.1.1, concerning the p-
adic case, where the domain of definition of the exponential is also
the valuation ring.
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