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Summary: Objective. To review the current evidence on the use of artificial intelligence-driven speech and
voice analysis as a biomarker for depression.

Methods. PubMed, Scopus, and Cochrane databases were reviewed by two independent investigators for
studies investigating the use of artificial intelligence-driven speech and voice quality outcomes as biomarkers for
depression according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statements.
The methodological quality and risk of bias of each included study were assessed using the Quality Assessment
of Diagnostic Accuracy Studies (QUADAS-2) tool.

Results. Of the 108 identified records, 12 studies met the inclusion criteria. The studies examined 16 872
participants, including patients with major depressive disorder (n = 1535), bipolar disorder (n = 111), schizo-
phrenia spectrum disorders (n = 35), and anxiety disorders (n = 224). Control groups included a total of 1204
healthy individuals. Speech and voice quality outcomes consistently distinguished depression from controls
(AUC = 0.71-0.93), with prosodic, spectral, and perturbation measures showing significant correlations with
standardized depression scales. Classification accuracies ranged from 78% to 96.5%. Six studies demonstrated
high risk of methodological bias, primarily in patient selection and validation techniques. Voice recording
contexts varied between clinical settings and mobile technologies.

Conclusion. The findings of this review highlight the potential of voice biomarkers as a novel tool for depression
detection and monitoring. While current evidence demonstrates promising classification accuracy, methodological

heterogeneity and generalizability concerns must be addressed before widespread clinical adoption.
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INTRODUCTION
Major depressive disorder (MDD) is a prevalent and de-
bilitating psychiatric condition characterized by persistent
low mood, cognitive disturbances, and psychomotor
changes." Depression significantly impairs daily func-
tioning and is associated with an increased risk of suicide,
cardiovascular disease, and metabolic disorders.’ Despite
advancements in pharmacological and psychotherapeutic
interventions, accurate and timely assessment of depressive
symptoms remains a major challenge in clinical practice.
Current diagnostic and monitoring approaches rely pri-
marily on clinical interviews and self-reported symptom
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scales, which, although widely used, are subject to recall
bias, variability in patient adherence, and limited accessi-
bility.” There is a critical need for objective biomarkers that
can facilitate real-time, accurate, and scalable monitoring
of depression to improve clinical outcomes.”

Speech analysis has emerged as a promising noninvasive
tool for detecting and monitoring depression. While artificial
intelligence applications represent recent innovations, the
foundation of speech analysis for detecting emotions and
psychological states dates back to the early 1970s.
Pioneering research established fundamental connections
between vocal acoustics and emotional states, developing
theoretical frameworks that linked physiological changes to
specific vocal modifications.” ' Alterations in vocal para-
meters, including pitch, prosody, speech rate, and spectral
features, have been hypothesized to reflect the neurophy-
siological and psychomotor changes associated with de-
pressive states.” Depressive speech is often characterized by
reduced vocal intensity, slower speech tempo, and increased
acoustic perturbations, which may serve as measurable
biomarkers for mood disorders.”'’ With the advancement
of artificial intelligence-driven voice analysis, particularly
through machine learning and deep learning techniques, it
has become possible to extract and classify complex speech
features associated with depression. The integration of voice
biomarkers into digital health platforms, including smart-
phone-based and telemedicine applications, has expanded
the potential for continuous, ecologically valid monitoring
of patients in real-world settings.
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FIGURE 1. PRISMA flowchart.

Several studies have investigated the relationship be-
tween voice characteristics and depression, applying a wide
range of methodological approaches and artificial in-
telligence models: these studies differ in the type of speech
data analyzed, whether from controlled reading tasks or
spontaneous speech, the machine learning techniques ap-
plied, and the validation methods used.'' *> While findings
suggest that voice-based biomarkers hold potential for
depression detection, the variability in study designs and
the lack of standardized methodologies limit their gen-
eralizability and clinical implementation.

The objective of this systematic review was to summarize
the current evidence on the use of artificial intelligence-
driven voice analysis as a biomarker for depression. The
authors will analyze existing studies on acoustic and lin-
guistic features of speech in depressed individuals, as well
as the machine learning models used for classification. This
review aims to assess the reliability, validity, and limita-
tions of voice-based biomarkers in the context of depres-
sion detection Figure 1.

MATERIALS AND METHODS

Framework for data extraction

Two independent investigators conducted the systematic
review and data extraction following the Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
guidelines for systematic reviews.” The inclusion and exclu-
sion criteria were based on the Population, Intervention,
Comparison, Outcome, Timing, and Setting framework.
Data were extracted systematically using a predefined ap-
proach to ensure comprehensive and reproducible findings.
Two reviewers performed data extraction independently to
maintain accuracy and consistency, with discrepancies re-
solved through discussion.

Patient population

The systematic review included prospective, retrospective,
controlled, and uncontrolled studies investigating the use
of artificial intelligence-based voice analysis in patients with
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depression. Eligible studies focused on adults or adoles-
cents diagnosed with MDD or related depressive condi-
tions according to standardized diagnostic criteria,
including DSM-5 and ICD-10. Studies specifying sample
populations, including demographics, depression severity
categorized as mild, moderate, or severe, comorbid psy-
chiatric conditions, and control groups, were included.
Studies analyzing mixed diagnostic groups without sepa-
rate analyses for MDD were excluded.

Voice biomarkers and Al models

Studies assessing acoustic, prosodic, spectral, and linguistic
voice features in individuals with depression were included.
Controlled speech tasks, such as reading standardized
texts, and naturalistic speech samples, including sponta-
neous speech, telemedicine calls, and smartphone-based
recordings, were considered. The extracted voice features
included fundamental frequency, jitter, shimmer, har-
monic-to-noise ratio, MFCCs, spectral tilt, speech rate,
intensity variation, and word choice analyzed through
natural language processing. Studies implementing ma-
chine learning or deep learning models to classify or predict
depression status based on these features were reviewed.
Machine learning approaches included supervised models
such as SVMs, random forests, and deep neural networks,
unsupervised learning methods such as clustering and
principal component analysis, and hybrid models.

Outcomes

Primary outcomes included classification accuracy, sensi-
tivity, specificity, and area under the curve of artificial in-
telligence-based models for detecting depression from voice
features. Studies that assessed the predictive validity of
voice biomarkers for depression severity or treatment re-
sponse were included. Secondary outcomes focused on
correlations between voice features and clinical rating
scales, including the Hamilton Depression Rating Scale,™
the Patient Health Questionnaire-9,”* and the Mon-
tgomery-Asberg Depression Rating Scale.” Studies that
provided comparisons between depressed and non-
depressed individuals or examined longitudinal variations
in speech features across different mood states were ana-
lyzed. Validation strategies, including k-fold cross-valida-
tion, external test datasets, and reproducibility checks, were
documented where reported.

Timing and settings

The included studies covered a range of settings, including
clinical environments such as hospitals, psychiatric clinics,
and structured laboratory assessments, as well as smart-
phone-based assessments conducted through mobile ap-
plications and telemedicine platforms. Some studies
collected voice samples in real-world conditions, including
conversational artificial intelligence interactions, wearable

devices, and telephone calls. Studies employing single-ses-
sion assessments without concurrent clinical evaluation or
without specification of timing and settings were excluded.
Studies with longitudinal monitoring of mood variations
over weeks or months were included.

Search strategy

A systematic search was conducted using PubMed, Scopus,
and Cochrane databases to identify studies evaluating arti-
ficial intelligence-driven voice analysis for depression detec-
tion. Studies published between January 2015 and March
2025 were considered. The search strategy combined terms
related to depression and voice. The extracted data included
study design, country, setting, sample characteristics such as
age, gender, and depression severity, voice biomarkers
analyzed, artificial intelligence modeling techniques, valida-
tion methods, and outcome measures. Only peer-reviewed
studies published in English were included.

Bias analysis

The methodological quality and risk of bias of each in-
cluded study were assessed using the Quality Assessment of
Diagnostic Accuracy Studies (QUADAS-2) tool. This fra-
mework evaluates the risk of bias across four domains,
including patient selection, index test, reference standard,
and flow and timing, along with applicability concerns re-
lated to patient selection and the generalizability of the
artificial intelligence model. Each study was rated based on
transparency in data reporting, patient inclusion metho-
dology, model validation, and the presence of potential
confounding factors.

RESULTS

A total of 108 records were identified through database
searches, including 57 from Scopus, 42 from PubMed, and
9 from Cochrane. Following the removal of duplicates and
screening for eligibility, 12 studies met the inclusion criteria
for systematic review.'' > These studies included nine
cross-sectional studies ' '*'O!7192022 and  three pro-
spective studies.'”'*?" Eight studies incorporated a control
group for comparison.'” ''"?"** Study demographics,
designs, and outcomes are presented in Table 1, with de-
tailed population characteristics summarized in Table 2.

The included studies examined a total of 16 872 parti-
cipants, comprising patients with MDD (n = 1535), bipolar
disorder (n=111), schizophrenia spectrum disorders
(n=135), and anxiety disorders (n=224). Control groups
included a total of 1204 healthy individuals. The mean age
of participants across studies varied between 26.2 and
64 years. Two studies did not report age data, while one
study provided only an age range of 23-69 years. Gender
data were inconsistently reported, with 754 females and 464
males identified across studies, leaving 15 654 participants
without specified gender information in the original
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shimmer, representing measures of voice perturbation,
were investigated in six studies,'’ '*'*'" with findings
suggesting increased perturbation among individuals with
depression compared with healthy controls. Pause duration
and harmonic-to-noise ratio were assessed in three stu-
dies,'”'"*" indicating longer pause times and decreased
harmonicity in depressed speech patterns.

Supervised machine learning was implemented in all 12
studies, with SVMs and random forest classifiers being the
most used algorithms. Classification accuracies varied
across studies, with SVMs achieving performance ranging
from 78% to 96.48%. Deep learning models, particularly
convolutional neural networks, were utilized in three stu-
dies,'*'**! demonstrating good predictive performance in
voice-based depression detection. Cross-validation techni-
ques were applied in seven studies,'” '*'%!7?"?* with five-
fold and tenfold cross-validation being the most frequently
used approaches.

Predictive validity of voice biomarkers

The diagnostic accuracy of voice-based artificial intelligence
models varied depending on the specific classification task
and methodological approach. In distinguishing depressed
individuals from healthy controls, classification performance
ranged from AUC values of 0.71 to 0.93.'** The differ-
entiation between depression and other psychiatric condi-
tions yielded mixed results, performing in distinguishing
depression from schizophrenia with 93.2% accuracy'’ and in
differentiating MDD from bipolar disorder.'® Longitudinal
studies demonstrated the feasibility of using voice bio-
markers for symptom tracking, with individual-specific
models showing stronger predictive correlations compared
with population-level approaches.'””' Home monitoring
systems reported promising results, with specific correlations
between vocal features and standardized depression
scales.'"'”*" Sensitivity values in real-world applications
ranged from 71.3% to 96.05%,'"'* while specificity values
ranged from 73.5% to 99.23%."’

Correlation with symptom scales and clinical
validation
The correlation between voice biomarkers and established
depression rating scales was assessed in most included
studies. Significant correlations were observed between
fundamental frequency variability and Hamilton
Depression Rating Scale scores, with vocal parameters as-
sociated with symptom severity.”’ Several studies demon-
strated moderate correlations between voice-derived
features and depression severity as measured by the Patient
Health Questionnaire-9,”" while others reported significant
associations between jitter, shimmer, and Clinical Global
Impression scores.

Temporal stability of these correlations was evaluated in
longitudinal studies,'”*" with follow-up durations varying
across studies. Individual-specific models demonstrated

stronger clinical correlations than population-based
models, supporting the potential for personalized voice-
based mental health monitoring."”

Timing and settings

Data collection strategies varied among the studies, as four
integrated mobile sensing technologies,'"'” *' while eight
implemented structured voice recording tasks in clinical
settings.'” '®*” The integration of artificial intelligence
voice analysis into digital health platforms was evident,
with studies using real-world voice samples collected
through smartphone applications and telemedicine plat-
forms. Recording frequency ranged from single-session
clinical assessments to repeated voice recordings collected
over several months. Circadian influences on voice char-
acteristics were addressed in two studies,'®' with findings
suggesting potential variations in voice parameters de-
pending on time-of-day recording.

Bias analysis

The methodological quality of included studies was as-
sessed using the QUADAS-2 tool. High risk of bias was
identified in six studies,'"'*'® ?! primarily due to patient
selection biases and lack of external validation. Issues re-
lated to reference standard bias were present in four stu-
dies,""'*"%1” where voice-derived features were compared
against self-reported symptom scales rather than clinician-
rated assessments. Cross-validation and independent test
set validation were adequately performed in seven stu-
dies,'” 1#10:19:2022 while three studies lacked robust vali-
dation techniques.'"'®?' The generalizability of findings
was limited in studies that focused on a single language or
cultural group, with applicability concerns highlighted in
four studies.'” '

DISCUSSION

This systematic review synthesized evidence from twelve
studies investigating the role of voice biomarkers in the
detection and monitoring of depression. The findings sug-
gest that acoustic and prosodic features of speech, when
analyzed using machine learning techniques, can provide
valuable insights into depression severity, symptom pro-
gression, and mood state classification. While the results
demonstrate promising classification performance, metho-
dological heterogeneity, limitations in generalizability, and
potential biases warrant further investigation.

Across studies, fundamental frequency (F0) variability,
speech rate, and voice intensity were consistently identified
as key prosodic markers of depression.'’ '*'"'” Depressed
individuals exhibited lower mean FO, decreased speech
tempo, and reduced vocal intensity, supporting prior lit-
erature on psychomotor retardation in depression. Spectral
features, including mel-frequency cepstral coefficients
(MFCC) and spectral tilt, were also implicated.'” '*'®!7-1
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Additionally, voice perturbation measures such as jitter
and shimmer were frequently elevated in individuals with
depression,'" '*'®!” reflecting increased vocal instability.

Machine learning models demonstrated moderate-to-high
accuracy in differentiating depressed individuals from
healthy controls. Support vector machines (SVM) and
random forest classifiers were the most frequently employed
supervised learning techniques,'”'*'*'"'” achieving classifi-
cation accuracies ranging from 70.9% to 96.5%. Deep
learning models, particularly convolutional neural networks
(CNNs), were implemented in select studies,'™'*'” showing
good performance in voice-based depression detection.
However, despite encouraging results, variability in feature
selection, classification tasks, and performance metrics
complicates direct comparison across studies.

Longitudinal studies assessing the predictive validity of
voice biomarkers revealed that individualized models out-
performed population-based approaches.'”*' Personalized
models demonstrated stronger correlations with symptom
severity as measured by standard depression
scales,'”'® *** reinforcing the potential for real-world
deployment of voice-based monitoring tools. Notably,
smartphone-based assessments emerged as a growing
trend, with studies incorporating passive voice monitoring
and structured voice recording tasks.'"'” *'

Despite promising results, several limitations must be
addressed. First, methodological heterogeneity across stu-
dies limits comparability. Differences in sample sizes, di-
agnostic criteria, recording environments, and feature
extraction methods introduce variability in findings. Some
studies'"'**" relied on self-reported symptom scales for
depression classification rather than clinician-rated assess-
ments, raising concerns about reference standard bias.
Additionally, the absence of standardized voice data col-
lection protocols poses challenges for reproducibility and
external validation.

Second, demographic disparities and reporting incon-
sistencies hinder generalizability. A substantial proportion
of participants had unspecified demographic information,
particularly regarding gender distribution.'"'? 252!
Where reported, female participants were overrepresented
in MDD cohorts, potentially affecting model performance
and applicability across populations. Furthermore, the age
range of participants varied widely, from early adulthood
to late-life depression, suggesting that voice biomarkers
may exhibit different predictive properties across develop-
mental stages.

Third, cultural and linguistic variability remains a critical
issue. Most studies did not account for language differences
in voice analysis, which may influence the acoustic prop-
erties of speech and the effectiveness of Al-based classifi-
cation models. As voice biomarkers are inherently
influenced by phonetic structure, future research should
consider cross-linguistic validation to enhance model ro-
bustness and global applicability.

To advance the field, standardized protocols could in-
clude recording both structured speech tasks and

naturalistic conversation in the same individuals; collecting
samples at multiple time points to account for circadian
variations; documenting acoustic parameters using open-
source analysis tools with transparent parameters; and
implementing machine learning with mandatory cross-va-
lidation techniques. Additionally, future datasets should
prioritize demographic diversity through balanced gender
representation, inclusion of multiple age groups (adoles-
cent, adult, and geriatric), cross-linguistic sampling with
standardized translation protocols, and representation of
varied depression severities and subtypes verified through
standardized clinical assessments.

To advance the field of voice-based depression detection,
future studies should prioritize methodological standardi-
zation, demographic diversity, and cross-linguistic valida-
tion. [Establishing large-scale, multisite datasets with
standardized voice recording protocols will enhance re-
producibility and facilitate model comparison. Additionally,
leveraging explainable Al techniques could improve clinical
interpretability by identifying which specific vocal features
contribute most significantly to depression classification.

Further research is also needed to explore the ecological
validity of voice biomarkers in real-world settings. The
transition toward passive voice monitoring via smart-
phones and wearable devices presents an opportunity for
continuous, nonintrusive mental health assessment.’*?’
However, ensuring data privacy and ethical considerations
remains paramount. Finally, integrating voice biomarkers
with multimodal data—such as facial expression analysis
and physiological signals—could enhance predictive accu-
racy and enable a more comprehensive approach to digital
mental health monitoring.

CONCLUSION

The findings of this review highlight the potential use of Al
to analyze voice biomarkers as a novel tool for depression
detection and monitoring. While current evidence demon-
strates promising classification accuracy, methodological
heterogeneity and generalizability concerns must be ad-
dressed before widespread clinical adoption. Standardized
protocols, diverse datasets, and real-world validation ef-
forts will be crucial for translating voice-based Al models
into practical psychiatric applications. With continued
advancements in Al and digital health, voice biomarkers
could play a pivotal role in the future of remote mental
health assessment and personalized treatment strategies.
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