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ABSTRACT. This paper initiates a mathematical investigation of a PDE model for
the transport of high voltage direct current via overhead lines. We prove the exis-
tence of infinitely many solutions, give necessary conditions for existence, explicitly
compute the continuum of all radial solutions, and develop a new numerical algo-
rithm for this problem.

1. INTRODUCTION

Nowadays, electricity is predominantly transmitted over high-voltage (HV) lines
using alternating current (AC) rather than direct current (DC). This is because AC
power transmission makes it easy to change the voltage magnitude from low (for
electricity usage) to high (for electricity transportation) voltages using transformers.
Transporting electricity at a high voltage minimizes energy loss due to Joule heating.
However, recent advances in power electronics as well as the development of renew-
able energies has sparked interest in HVDC transmission. In addition, HVDC has
many advantages over HVAC, some of which are highlighted hereafter (for a more
thorough discussion, the reader is referred to [14, 15, 25|). Firstly, the DC is more
suitable than AC for long-distance transmission overhead lines thanks to lower energy
losses. Indeed, the longer the overhead lines, the more reactive power is emitted. The
reactive power, which is a parasitic effect specific to AC systems, limits the capacity
to transmit active power—the real quantity of interest. In DC systems, this parasitic
effect no longer exists. Consequently, the transmission with DC on overhead lines is
also more economical after the break-even distance (which is approximately 600-800
km), even if one takes into account the converter station for DC. Secondly, DC is also
preferable for underground and submarine lines—such as those bringing the energy
from off-shore wind turbines—due to the higher capacitance that affects the trans-
mission when using AC [2|. The cost is lower after 40 km, even when, again, the cost
of the DC converter station is taken into account. These advantages are very interest-
ing for transporting renewable energy produced off-shore or at great distances from
cities. Finally, and particularly relevant to this paper, the corona effect—whereby
some space charges are created—is greatly reduced with DC |24]. However, this last
effect also presents some challenges. For overhead lines, the ions migrate away from
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the cables due to the fixed polarity of DC, which modifies the electric field in the air
up to the ground. For public health reasons, it is important to quantify the magnitude
of the electric field on the ground to ensure that it is under an acceptable level.

This subject has already been studied for a couple of years now by several re-
searchers |8, 18, 26| but, as far as we know, it has not been investigated from a
mathematical point of view.

The simplest mathematical model used by the engineering community |9, 3, 4, 11|
is described by the following three equations in the unipolar case (i.e., for a single
conductor).

(1) Poisson’s equation:
_ASO = £7
€o
where ¢ represents the electric potential, p denotes the space charges density
and gg is the permittivity of the air.
(2) Ion current equation:

J = (—=uVe+W)p— DVp,

where J represents the ion current density, and p, W and D are constants
representing respectively the ion mobility, the velocity of the wind, and the
diffusion coefficient.

(3) Current continuity equation:

divJ = 0.

These equations are considered on a domain 2, which corresponds to the air sur-
rounding the conductors above the ground. Ideally, it would be unbounded, but for
practical reasons it is reduced to a bounded domain in a plane orthogonal to the
transmission line; see Figure 1 for an illustration.

FIGURE 1. A half-disc with a circular conductor.

To maintain a certain degree of generality, we assume that the domain 2 is a
bounded and connected set of R? such that 9Q = [LUTy and [. N Ty = @, I
representing the boundary of the conductor, and I'y the boundary of the air region
and the contact with the ground (see Figure 2 for an illustration). We here assume
that T, is C*', while Ty is a curvilinear polygon of class C*! (see |6, Definition 1.4.5.1])
with no re-entrant corner in the sense that Iy = Ufil I, I € N=! and I4, is chl
with the interior angle between two consecutive I'y; is less than 7. For simplicity, we
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consider W = D = 0. In addition, without loss of generality, we can normalize the
following constants: €5 = 1 = 1. With these choices, the previous equations become:

_A(p =P n Q7

(1.1)
div(pVgp) =0, 1in €,

where ¢ and p are the unknowns defined in the domain Q.

To solve this problem, we need to add some boundary conditions. It is standard
practice |9, 3, 4, 11| to set the potential ¢ to a constant V' on the conductor and
to 0 on the ground. Without loss of generality, we can set the potential to 1 on the
conductor. To represent the corona effect, physicists commonly fix the outer normal
derivative of the potential on the conductor to a function A : I'. — R. This is called
the Kaptzov’s assumption |8, 10, 17|. The boundary conditions are thus given by:

p=1, on I,
(1.2) p =0, on Iy,

0

a—: = A, on Fc'

Let us note that no boundary condition is imposed on p, one is imposed on ¢ on Iy,
and two are imposed on ¢ on I,. Altogether, this yields three boundary conditions
on . This can be explained by the fact that using the first equation to eliminate p in
the second one of (1.1) yields div((A¢)Vep) = 0, in ©, which is a nonlinear partial
differential equation of order three in .

FIGURE 2. A domain 2 around a circular conductor.

A trivial solution to Problem (1.1)—(1.2) for a suitably chosen function A is the
electrostatic solution, which corresponds to the case of a vanishing charge density, i.e.
p = 0. We denote the corresponding potential ., that is the unique solution to

—Ape, =0, in €,
(1.3) Yo = 1, on [,
Yo = 0, on [y.
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The aim of this paper is to initiate a mathematical investigation of Problem (1.1)—
(1.2) for p > 0 and p # 0. In section 2, we use a fixed point argument to prove
the existence of a solution with an additional small diffusion term (which is present
in some physical models [1, 17, 20, 27|) and with the Neumann condition from (1.2)
replaced by a Dirichlet boundary condition on p on the whole boundary 0f2. Passing
to the limit as the diffusion coefficient tends to zero, we show in section 3 the existence
of infinitely many solutions (¢, p), with p # 0, to problem (1.1) with the Dirichlet
boudary conditions from (1.2). However, the Neumann condition from (1.2) is again
omitted and, by this limit procedure, the Dirichlet boundary condition on p is lost. In
section 4, we first use the maximum principle to establish some comparison between
the normal derivatives of the solution to (1.1) with the Dirichlet boundary conditions
from (1.2) and of the electrostatic solution. We also give bounds on the normal
derivative of the electrostatic solution ¢, in the particular case where I is circular.
This enables us to deduce some necessary conditions on A for a solution to (1.1)—(1.2)
to exist. In section 5, we explicitly determine all radial solutions to (1.1)—(1.2) when
is an annulus and A is radial (whence constant). Some of these solutions were already
mentioned without proof in the electrical engineering community |7, 18, 21, 22| who
used them as a benchmark for their algorithms. We also do the same in section 6 to
provide evidence for the convergence of a proposed new numerical algorithm.

To conclude this introduction, let us introduce some notation used throughout the
paper. The usual norm and semi-norm of H*(2), s > 0, are denoted by || - ||s.o and
| - |s.0, respectively. For s = 0 we drop the index s. The scalar product in L?(2) is
denoted by (- | -)q. The same notation will be used for vector valued functions. The
Fréchet differential of a function J of the variable p at a point pg in the direction
z is denoted by (9J/0p)(po)[z]. Finally, X < Y means that the Banach space
X is continuously embedded into the Banach space Y. For the curvilinear polygon
Iy = Ufil [y, we denote W2~1/PP(Ty) with p > 2 the space of all continuous functions
u defined on Ty such that uly,, € W21/P?(Ty;) for all i (see |6, Theorem 1.5.2.8] for
the general compatibility conditions).

2. EXISTENCE OF A SOLUTION FOR THE UNIPOLAR CASE WITH DIFFUSION

To prove an existence result for the problem (1.1) with the Dirichlet boundary
conditions from (1.2), we first add a diffusion term to regularize the problem. In that
case, inspired from existence results for the drift diffusion model (see |13, § 3.2| for
instance), using a fixed point argument, an existence result is available.

Theorem 2.1. Let p. € HY?(T,), pa € HY*(Ty), pe,pa = 0 and define K, =
max{supr, pc, supr, pa}t which is supposed to be strictly positive. Let us introduce

W= {pe L*(Q) |0< p< Ky}
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Then for all e > 0, there exists a solution (¢., p-) € H*(Q) x (W N H(Q)) to

( —Ap. = pe, in €,
div(eVp. + p.Vp.) =0, inQ,
(21) QOE - ]-7 on FC7
p: =0, on Iy,
Pe = Pc; on Fca
[ P= = pa, on I'y.

Moreover, p. € W24(Q) for every ¢ > 2. Finally, if p. € W*YPP(T,) and pq €
W2=1P2(Ty) for some p > 2, then p. € W2P(Q).

The idea of the proof is to transform System (2.1) into a fixpoint p = G(p) by
splitting it into two simpler equations. More precisely, given p, € W, solve

—Ap=p, nQ,
(2.2) o =1, on I,
p =0, on Iy,

with p = py for the unknown is ¢, and with that solution g solve
div(eVpr +p Vo) =0, in €,

(2.3) P1 = Pe, on I,
P1 = pd, on [}y,

for p1. Set G(pg) = p1.

Before detailing the proof of Theorem 2.1, let us start with a few preparation
lemmas.

Lemma 2.2. The linear map W — H'(Q) : p — ¢ where ¢ is the unique solu-
tion to (2.2) is well defined and continuous from W endowed with the L*-topology to
W24(Q) for any q = 2. Moreover its image is bounded in the sense that, there exists
positive constants C,, for every q = 2, and Cu such that, for all ¢ in the image,
p € CHQ),

(2.4) lellwza@) < Cy and

(25) HVSOHLOO(Q;RQ) < Coo

The proof of this statement is quite standard but we sketch it briefly for the reader’s
convenience.

Proof. Thanks to |6, Theorem 5.2.7|, there exists a unique p € H*(Q) satisfying (2.2).
Furthermore as p € L*®(Q), we also have ¢ € W2%(Q) for every ¢ > 2. As a
consequence, the electrostatic solution ¢, € H'(Q) defined by (1.3) also belongs to
W24(Q), for all ¢ > 2. Hence the difference ¢ — ¢, satisfies

_A(SO_ (Pe) =P, n Qa
©— e =0, on 09 =T UTy.
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Thus there exists a constant C'q > (0 such that

lo = gellwag) < Collollzaey < ColL QY1

where the last inequality results from the fact that p belongs to W. Thus the conti-
nuity is established. In addition, estimate (2.4) directly follows from the triangular
inequality with C; = ||¢elw2a0) + Co K1 QY.

Finally, from the continuous embedding W%?(Q) < C'(Q) for ¢ > 2, we deduce
that Vi is in L°°(; R?) with

(2'6) HVSOHL‘X’(Q;R?) L Cx = Kqu’
where K, is the norm of the embedding of W24(Q) into C*(€2). O

Lemma 2.3. Under the assumptions of Theorem 2.1, for py € W, there exists a
unique solution py € W N HY(Q) to (2.3) with vy a solution to (2.2). Moreover, if
pe € W2 YPP(T,) and pg € W2~YPP(Ly) for some p > 2, then p; € WP(Q).

Proof. We are looking for a solution p; of (2.3). Due to the non homogeneous bound-
ary conditions, we first consider a lifting r € H'(Q) of the boundary data |6, Theo-
rem 1.5.1.3], namely such that

= Pe, FC?
(2.7) {r P on
r=pq, on [y

Now, we are looking for p; == p; — r in H}(§) which satisfies
(2.8) div(eVp1 + p1Vo) = —div(eVr + Vi), in Q,

or in the variational form

(2.9) Vx € Hy (%), /Q(&?Vﬁl + /51Vg00) Vydr = — /Q(&?Vr + rVgoo) Vy dz.

We assert that the bilinear form a defined by

(2.10) a: HY(Q) x HY}(Q) = R: (p,x) — /Q(é?Vp + pVio) Vx dz,

is continuous and coercive. Indeed, the continuity stems from Cauchy-Schwarz’s

inequality by using Vo € W4(Q; R?) and the continuous embedding W4(€; R?) —
C(Q;R?) for ¢ > 2. Furthermore, by Green’s formula, for x € H}(Q2), we have

/XVQOOVXd:U— —/div(ngpo)de
Q Q

= —/vacpoxdx—/XQAgpodx.
) Q

Since —Apy = po, it follows that

Z/XVQOOVde:/X%de} 0.
Q Q
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So
(2.11) a(x, x) = / | Vx[* + 1pox” da.
0

Therefore a is coercive in H}(Q) and, thanks to the Lax-Milgram theorem, there
exists a unique solution p; € H}(Q) of (2.9). Hence, we also conclude that there
exists a unique p; € H'() solution of (2.3).

We also need to show that p; € W. Notice that we can apply the maximum
principle |5, Theorem 8.1] to the system (2.3) because divVypy = —py < 0 (see
condition 8.8 in |5]). Therefore

0<P1<K+7

because p; = p; = 0. Thus p; € W N HY(Q).

Now let us assume that p. € W2=V/PP(T,) and pg € W2~Y/PP(T) for some p > 2
and show that p; € W??(Q). First note that one can choose r € W??(Q) — H?*(Q)
(see |6, Theorem 1.5.2.8] where it is standard that the compatibility conditions can
be satisfied with a suitable choice of the normal derivative on the boundary Iy).
Expanding (2.8) and using that —Ayy = po yields

(2.12) div(eVp1) = pipo — Vp1Vo — eAr — VrVy + rpp.

Since Vg € L®(Q;R?) and py € L>(Q), we deduce from (2.12) that Ap, € L*(2)
and so p; € H?*(Q) with the help of |6, Theorem 5.2.7]. Due to the continuous
embedding H'(Q;R?) — LP(;R?), Vp; € LP(;R?). Therefore, Equality (2.12)
implies that Ap; € LP(Q) and so that p; € W?P(Q), again by |6, Theorem 5.2.7|.
Thus p; € W2P(Q). O

Lemma 2.4. Under the assumptions of Theorem 2.1, the functional G is completely
continuous from W to W.

Proof. Let (pon)nen be a bounded sequence included in W. For every n, let ¢q, be
the solution to (2.2) with py, instead of p and py,, = G(po,,) be the solution to (2.3)
with g, instead of ¢y. Let us prove that, up to a subsequence, (p1,), strongly
converges in WW.

First, there exists a subsequence of (g, )n, still denoted by (po.,)n, and py € L?(£2)
such that

Pom — po  weakly in L*(Q),
with py € W since W is convex, whence weakly closed.
Secondly, Lemma 2.2 implies that the sequence (g ), is bounded in H%(Q2). Hence
by the compact embedding of H?(Q) into H*({2), for any s € [0, 2[, passing if necessary
to a subsequence, there exists ¢y € H*(2), such that

(2.13) Yon — o strongly in H*(Q) for all s € [0, 2].

Using the variational formulation of (2.2), we deduce that ¢y is solution of (2.2) with
p = po and Lemma 2.2 implies that ||Vo| pe@r2) < Cx-
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Thirdly, let p1, = p1, — 7 for every n € N where r € H}(Q) is defined by (2.7).
In (2.9), with p1,, and x = p1.,, we will have, thanks to Cauchy-Schwarz’s inequality,
(2.11) and (2.5),

8/|Vﬁ1,n]2 dz < a(pin, pra) = — / (EVT + rV@o,n)VﬁLn dx
Q Q
<ellVrllaIVoialle + Coollrllel Vo1l

Therefore, (p1.,), is bounded in H (), thus, up to a subsequence, there exists g; €
Hg (),

ﬁl,n - 151 Weakly in H(%(Q)v
and
(2.14) pin — p1 strongly in H*(Q), for all ¢ € [0, 1].

To show that p; is a solution of (2.3), let us establish that gy is solution of (2.9).
We know that

(2.15) Vx € Hy(Q), / (eVpin + p1.aVeo,) Vxde = — / (eVr + Vo) Vx da.
Q Q

But, by (2.13) and (2.14) and the help of |6, Theorem 1.4.4.2], we deduce that
P1.nVpon = M Ve strongly in L*(Q; R?).

Consequently, because (p;,,), converges weakly in Hg () to p1 and (¢g,,), converges
strongly to ¢y in H1(), it is possible to take the limit in equation (2.15) . Therefore,
we deduce that (p1,), strongly converges in L?(Q2) to p1 = p1 +7r = G(pg) € W
solution of (2.3). By Lemma 2.3, we also have p; € W2P(Q) NW. O

Proof of Theorem 2.1. As mentioned previously, we are using a fixed point argument
to solve this system. To this end, we first split it into two subsystems. Given py € W,
we successively solve (2.2) with p = pg to get ¢y and then (2.3) for p; and define
G(po) = p1.

The existence and regularity of ¢ is given by Lemma 2.2. Given such a ¢, Lemma
2.3 implies that Problem (2.3) has a unique solution p; € H*(2) N W and thanks
to Lemma 2.4, GG is completely continuous from W to W. Hence by Schauder’s
fixed point theorem |28, Theorem 1.2.3], G has a fixed point in W. In other words,
there exists a solution (¢, p.) of (2.1) with . € W2(Q) for every ¢ > 2 and
pe € WNHYQ).

Finally, if p. € W*V/PP(T,) and pg € W2~ Y/PP(T), Lemma 2.3 gives the desired
regularity on p.. O
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3. EXISTENCE OF INFINITELY MANY SOLUTIONS IN A UNIPOLAR CASE

Thanks to Theorem 2.1 of the previous section we can show the existence of a
nontrivial solution (¢, p) to the following system:

—Ap =p, in €2,
(3.1) div(pVe) =0, in Q,

p=1, on I,

=0, on Iy.

Note that this system is not exactly the one we want to solve because it does not
contain the Neumann boundary condition (see the boundary conditions (1.2) in the
introduction). But once a solution (¢, p) of (3.1) is known, we can say that it is a
solution of (1.1)—(1.2) for some A being given by dyp/0n (a non-constant function in
general).

Theorem 3.1. Problem (3.1) possesses infinitely many nontrivial solutions. More
precisely, for all n € N, there exists a solution (X, p) € H?(Q) x W to (3.1) with
ph #£ 0, ¢f € W24(Q) for every q > 2, and ||p}|| ) — 0.

n—oo

Proof. Let us first show the existence of one nontrivial solution. For every positive
integer ¢, let us denote by (¢, p,) a solution given by Theorem 2.1 for ¢ = 1/¢,
pc(x) = p. where p. > 0 is a fixed constant, and pqg = 0. Note that K, = p.. Because
(ps)e € W, it is bounded in L?*(Q), so, going if necessary to a subsequence, there
exists p € L*(Q) such that

(3.2) pe— p weakly in L*(Q), as { — +oo.

Note that p € W. Lemma 2.2 implies that ¢, — ¢ weakly in W24(Q) for all ¢ > 2.
Therefore, for any s € [0, 2[, (¢,)¢ converges strongly to ¢ in H*(2) whenever ¢ — oo.
In particular, Vi, — Vi in L*(Q;R?). As in the proof of Lemma 2.4, we can deduce
that ¢ is the solution to (2.2).
Now, let us prove that div(pVp) = 0. For any fixed x € L*(Q), we have
(0Ver = Ve | X) o = (Ve = Vo) | X) g+ (00 — L)V | X) -

The first term tends to 0 because
\(pz(Vw - V‘P)boﬂ‘ < K[V, — Vollalxle . 0.

In addition, since Voo € WH(Q;R?) — L>*(Q;R?), for ¢ > 2, we have yVo €
L*(©2;R?). From (3.2), we deduce that the second term also tends to 0. In other
words

(3.3) p Vo, — pVp  weakly in L*(Q; R?).
Since (¢, p,) is a solution to (2.1), we have for all x € D(Q2) !,
0= (%VW + PV ’ VX)Q = —%(Pe ‘ AX)Q + (pNsoe | VX)Q-

ID(Q) is the set of smooth functions with a compact support included in €.
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Moreover, 3(p,|Ax)q tends to 0 because (p,), is bounded in L*(Q2) and Ay € L*(Q).
So we deduce

(pEVgpg } Vx)Q — 0.

And so, by the uniqueness of the limit, and with (3.3), (pV¢|Vx)a = 0 for every
x € D(€2). This implies div(pVy) = 0 in the sense of distributions.

Consequently (¢, p) is a solution of (3.1).

In order to justify that the solution (¢, p) is different from the trivial solution (e, 0)
defined by (1.3), it remains to show that p # 0. Since 0 < p, < K, = p. a.e. in (),
Ope/On = 0 on I.

Let us fix y € H*(Q2) such that y > 0 on I, and y =0 on I}y. So

Q

= _/Q@VPWLPEV%)VX@H-/ (3Vpe-m+p Vo, -n)xde

I

1 1 ox
= Vi,V - Axdz — = - e Mt .
/sz P xd:v+€/9pz x dz gfmpeandxﬂL/n(mn+pcan>xd:v

Using dp,/0n > 0 on I, this implies

1 1 ox . Oy,
3.4 de > = Aydz — - X4 2y da.
(3.4) /QPZVWVX T g/ng Xde =7 | Pion af+/rcp 5, X 47

We want to pass to the limit £ — oo in this inequality. First, since [, p,Ax dz tends
to [, pAx dz, one has
1

—/pﬁAX dz —— 0.
!/ Q {—00

X . Ox / X
Xde= [ p2d X4
/aﬂpéan o /FCP on T I, pd@n o

is a constant, this implies that

Secondly, since

1 0
- pg—X dz —— 0.

Moreover, with (3.3) and since dp,/0n tends to dp/dn strongly in L?*(T.), we can
pass to the limit in (3.4) and we obtain:

0

/ pVeVyde > | peatxdr.
Q T: a’n

This implies that p Z 0. Indeed, if p = 0, then ¢ = ¢, and so we will have

o>/ﬁca¢exdx.
T, an
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But p. > 0 and d¢./0n > 0 is non identically zero (thanks to the strong maximum
principle), choosing x > 0 on I yields the contradiction

0pe
02/[)(; prdx>0.
T, 37?,

So p # 0 and we have proved the existence of a nontrivial solution (¢, p) to the
system (3.1).

To conclude, let us show the existence of infinitely many solutions. Since p # 0,
there exists a positive constant Ky < pc such that ||p||pe) = Ko. If we repeat the
above argument with p = K/2 on I, and p = 0 on [}, we obtain the existence of a
nontrivial solution (¢1, p1) to Problem (3.1). The bound ||p:||r~) < Ko/2 implies
that p; # p. We conclude by iterating the above procedure. 0J

4. PROPERTIES ON THE NORMAL DERIVATIVE OF THE SOLUTION

In this section, we establish bounds on the normal derivative of solutions to (1.1)
in term of the normal derivatives of the electrostatic solution ¢,. We also provide
quantitative estimates on the latter in the special case when I is a circle.

Let us start with a theorem that provides necessary and sufficient conditions on
A = 0p/0n|r, for a solution of Poisson’s equation with a nonnegative right-hand-side
to exist.

Theorem 4.1. Let Q be an open subset of R? satisfying the assumptions of the in-
troduction and o € HY(Q) be the unique solution of

_AQD =P mn Q?
(4.1) v =0, on Iy,
=1, on I,

where p € LP(Q), with p > 2 and p > 0. Let p. € H'(Q) be the solution of (1.3).
Then we have
Ope Ipe
on on

where V is the set of corners of I'q. Moreover, the three following properties are
equivalent:

>0, on I, and

<0, on Ty \V,

(4.2) pEDO,
o _ dpe
(4.3) n <o " I,
dp _ Dee
(44) % < %, on Iq \ V.

Proof. First, by using the strong maximum principle and the Hopf boundary point
lemma to ¢, |5, Theorem 2.2 & Lemma 3.4] (see also |23, Theorem 3.27, Lemma
3.26]), we obtain that 0 < ¢, < 1 and dp./0n < 0 on Iy \ V and dp./dn > 0 on I..
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First, assume that (4.2) and prove (4.3) and (4.4). Let us consider d == ¢ — @,
which solves

—Ad=p, in €,
d=0, on 0f).

As d cannot be 0, thanks to the strong maximum principle, we have
d>0in Q.

Thus by the Hopf boundary point lemma, we have dd/on < 0 on 0 \ V, which
establishes (4.3) and (4.4).

Now let us prove that (4.3) (resp. (4.4)) implies (4.2). Assume on the contrary that
p = 0. Then, ¢ = ¢, contradicting (4.3) (resp. (4.4)). O

Let us now turn to the quantitative estimates on dp./0n.

Theorem 4.2. Assume that T, = 0B(0,ry) C R?, for some rq > 0 and let p, be the
solution of (1.3). Then

1 0.
ro In(ra /o) = on

1

L = roIn(ry/ro)’

(4.5)

where r| = minger, |z| and ry = maxger, |z|.

Note that ro > 1 > rq are such that B(0,71) C Q C B(0,rs), see Figure 3 for an

illustration.
'

—

FIGURE 3. A domain with a circular conductor with the inscribed
and circumscribed disks.

Proof. For i € {1,2}, let gp.(gi) be given by

" A0 = R
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We readily check that goe(f) is the unique solution of
Apd =0, in B(0,7:)\B(0, ),
(4.7) oD =1 onT,,
o =0, on 0B(0,1;).
Let us start with the right inequality of (4.5). Thanks to (4.6), we directly see that

o <0 on Ty. Then dV = ¢, — o is a solution to

AdY =0, in Q,
dV =0, onl,
dM >0, on Iy,

and, thanks to the maximum principle |5, Theorem 3.1], d") > 0 in Q. Therefore

(1) (1)
od < . 8906 < a(pe

< ie. <
on L on L on

—1

L - roln(ro/r)

The same argument implies the left inequality of (4.5) because (4.6) yields go‘(f) >0
on Fd. O

Remark 4.3. Assuming that I, = 9B(0,ry), for some ry > 0, Theorems 4.1 and 4.2
allows us to draw the following two conclusions.

If
= 8_(,0 > ; on I,
on "~ roln(ry/ro)
then (4.1) has no solution and neither has Problem (1.1)—(1.2).
If » '
on > roln(ry/ro)

then a solution to Problem (1.1)—(1.2) may exist.

on I,

5. ANALYTICAL SOLUTIONS FOR THE UNIPOLAR RADIAL CASE

In this section, we consider a simpler domain 2. More precisely € is supposed to
be an annulus (see Figure 4) and is given by Q = {(rcosf,rsinf) € R* | ry <r < 1,
0<0<2ﬂ}whereo<ro<1.

Here I'. = 0B(0,7¢) and Iy = 9B(0,1). Our aim is to compute all the radial
solutions to (1.1)—(1.2), that is all radial (¢, p) satisfying

(5.1a) (—Ap(r) = p(r),
(5.1b) div(p(r)Ve(r)) =0,
(5.1c) o(r =ry) =1,
(5.1d) p(r=1)=0,

(5.1e) \ g—f(r =ry) = —A,




14 M. CHAUVIER, S. NICAISE, C. TROESTLER, AND J. VENEL

r

&/

0

FIGURE 4. Definition domain in the radial case.

where A is a strictly positive constant. These solutions are given by the next theorem.

Theorem 5.1. All but one radial solutions (p,p) of the system (5.la)—(5.1d) are
given by:

Fy(1) = Fi(r)

(5.2) pA(r) = Fr(D) — Fi(r)’
and
A .
B - BT 7 h
(5.3) pa(r) = "

. —1
B =Ry s sh

-1
forrqg < r < 1, where X\ is a real parameter varying in } —00, 7} U[—1,4+00[. The
0
function Fy : [ro, 1] — R is increasing and defined as follows:

V14 A2 —=In(v1+ A2 4+1)+1In(r) if A > -1,
V=Ar2 — 1 — arctan(v/—Ar2 — 1) if A< _—1

2
)

(5.4) Fy(r) =

The Neumann condition (5.1e) is satisfied for the following value of A:

-2
(5.5) Ay Ve

T F(1) = Fa(ro)

The remaining radial solution is:

1—7r 1 1
(7)) = ———, ith  As = .
» peo(r) r(1—ro) we 1—17

Poo(T) :

:1—7"0
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Finally, for each A € [0, A_1], there is a unique solution (v, p) to (5.1a)—(5.1e) and
the maps

0,A_4] — Hl(}rg, 1[) Ay with Ay = A,
10, A_y[ = L*(Jro, 1]) : A = py with Ay = A
are continuous.

In the previous Theorem, the electrostatic solution corresponds to A = 0 and is
given by:

(5:6) ) = gulr) = .

In that case, the Neumann condition holds for A being Ag = —1/(r¢ In(ro)).
In Figure 5, the graph of the function A — A, is drawn which allows to visualize
the relationship between \ and A.

A
=)
_ —Vre S ______
A= F_1(ro) |
_ —1 I
AO roln(rg) T~~~ """ TTTTTTTTTTTTTTTTT J‘
|
1 !
AOO - 1—7ro B T T
A o= s
—rg *

FIGURE 5. Graph of the function \ — A,.

Proof of Theorem 5.1. Let us start by computing all radial solutions to (5.1a)—(5.1e).
Because ¢ and p are radial functions, Equations (5.1a) and (5.1b) become, respec-
tively,

7) 280 -1 %) = plr)
(55) 2 (o 22) + Lo 22y =0

The second equation is equivalent to the fact that there exists a real constant K such
that

Oy K
E(r) r

(5.9) vrelr, 1, p(r)
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Multiplying (5.7) by d¢/0r and using (5.9) yields
0%, Oy 1/0p. N2 K
1 PN - () = =
(5.10) or? () or (r) r <8r (T)> r
This is equivalent to (5.7) provided that (0p/0r)(r) # 0 for almost every r € ]ro, 1].

Equation (5.10) can be seen as a linear equation in (9¢/0r)? and solving it implies
that

(5.11) Vr € Jro, 1], (8_@(T>>2 = E - K

or 72

for some constant X € R. It is not possible that K and K both vanish as that would
imply that ¢ is constant and so cannot satisfy the boundary conditions (5.1c) and
(5.1d). Therefore 0p/0Or vanishes at at most one point and so (5.11) is equivalent to

(5.7). Depending on the value of K, we can distinguish two cases.
1) Case K = 0.
Equality (5.11) says that dyp/0r is constant and the boundary condition
(5.1e) that Op/dr = —A and A? = —K. Hence, using (5.1d),

1
o(r) = / Ads = A(1 —r).
The boundary condition (5.1¢) leads to
A=A, = L ,

1-— To

and so p(r) = 11:;;). Now using (5.9) and K = —A? we get p(r) = m
2) Case K # 0.

Let us set A .= —K/K. Equality (5.11) thus becomes

(5.12) Vr € Jro. 1], (g—f<r))2 = K2+ ).

If the right hand side vanishes in |rg, 1], it changes sign and so dy/0r will not
be defined on the whole |rg, 1[. Therefore K(r=2+4 \) > 0 for all r € |ro, 1] or,

equivalently, A > —1 if K>0and \ > —ry 2 if K < 0. Given the boundary
conditions (5.1c) and (5.1d), d¢/Or must be negative at some r € |rg, 1], so

(5.13) g—f(r) = —\/K(r2+\)

and, using (5.1d), we get

o(r) = /Tl \/ K(s72 4 \)ds.

Distinguishing the cases K > 0 and K < 0, we find after integration that

(5.14) o(r) = IKI(FA(1) — Fy(r)
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where F) is defined in the statement of the theorem. Imposing the boundary

condition (5.1c) enables to determine /| K| and then to rewrite (5.14) as
Fy(1) — Fx(r)

5.15 r)= .

( ) SOA( ) F)\(l) _ F)\(To)

It remains to impose condition (5.1e). In view of (5.13), it is equivalent to
A =1/K(ry®+ \) or, equivalently, given the value for 1/|K| found above,

/ =2
A=A, A+ro "]

T F(1) = Fx(ro)

The expression (5.3) for p follows from (5.9), (5.13) and A = —K/K.
To prove uniqueness of the radial solution, it remains to establish that the map
A A A, is one-to-one on A € ]—o0, —1;?JU[—1, +oo[U{oo}. To that end, it suffices
to prove that A is decreasing on |—o0o, —75 2] and on [~1, +oo[ and that Ay — A
as A — %o0. Note that, since A is obviously continuous on ]—oo, —r5 2] U [~1, +00]
in view of (5.4) and (5.16), this also implies that the image of A is [A_TSZ,AOO[ U
|As, A_1] U{Ax} = [0, A_;]. Consequently, the inverse of A,
A1:[0,A] - DomA: A+ X such that Ay = A

is continuous when Dom A is seen as the three pieces [~ 2, —oo, {00}, and ]+o00, —1]
glued together with the topology coming from the compactification of R with a single
point at infinity.

Let now show that A is decreasing by showing that 9yA, < 0 on ]—oo,7y?[ U
|—1, +00[. Thanks to (5.16),

1 F\(1) = Fu(ro) T L1 /1 ro |1+ As?
— = = -V |1+ As?|ds= | —/———=ds.
Y e IV e v S A e

A direct computation yields,

PN 1+As?) 1o 1+ Mg s*2—1r2
Mos V12 25 \[ 14+ As? (14 Mrd)?

Since s* — 12 > 0 for s € |rg, 1], one deduces

() - o

(5.16)

whence the claim.

Let us now turn to the limits as A — £oo. Using 'Hopital’s rule and (5.4), it is
straightforward to show that F\(r)/vA — r as A — 400 and F\(r)/vV/—X — r as
A — —o0. The fact that Ay — A, as A — £oo then readily follows from (5.16).

Finally, it remains to prove that the maps

Dom A — H'(Jro, 1[) : A= n,  Dom A\ {;—j 1} = (0. 1) s A
0
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(with the above described topology on Dom A) are continuous. This results from the
explicit expressions (5.13) and (5.15) for ¢y and (5.3) for py. When A — oo, we
divide both the numerator and denominator by 4/|A|. O

Since we have fixed ¢ = 1 on I, a solution (¢, p) is said to be physical if p > 0.
In view of (5.3), (¢x, px) is physical if and only if A € |—oco, —r5?] U [0, +-00[ U {o0}.
Figure 6 illustrates these results for 7o = 0.25. On the contrary, for A € [—1,0], the
solutions are nonphysical because py < 0 (see Figure 7). Note that, when A = —1/r?
(resp. A = —1), p, is singular at r = rq (resp. r = 1) and does not belong to L?(]rg, 1[);
see Figures 6b and 7b for an illustration.

") P
.l 2T — A =100
BT —_ =4
ol A=0
— A=—16
. A= 25
— A=-100
7Ak

0.5

5 —=+
4 —=+
3 —=+
2 —=+

T T —

)
0.25 0.4 0.6 0.8 1 r 0.25 0.4 0.6 0.8 1 r

(A) Electrical potential . (B) Charge density p.

F1GURE 6. Physical radial solutions for ry = 0.25 and different values
of \.

Furthermore, Figures 6 and 7 enable us to visualize the continuous dependence of
solutions (¢, p) with respect to A which was mentioned in the statement of Theo-
rem 5.1.

Remark 5.2. Solutions of the system (5.1a)-(5.1e) in the case A > 0 were already
given without proof in |7, Appendix A], [18, formula (8)], |21, Appendix B|, and
[22]|. Here, we provide an exhaustive determination of (physical) radial solutions and
demonstrate that the set of solutions as A changes forms a continuum.

6. A LEAST-SQUARE ALGORITHM

In section 3, we proved the existence of solutions to (3.1) by adding a small diffusion
term, eAp, and letting ¢ tends to zero. While this approach may be turned into an
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0.25 0.4 0.6 0.8 1
0 t t t f f
® T
14 -2 4
34
4 4+
5 1+
05+ T — A=-0.25
— A=-05
13 4+
— A=-0.75
—18 + — A=-0.95
—22 + A=-1
. P
025 04 0.6 0.8 1o
(A) Non-physical solution ¢. (B) Non-physical solution p.

FIGURE 7. Non-physical radial solution for ry = 0.25 and different
values of A

algorithm, there are two issues. Firstly, there is no good computational counterpart to
the Schauder fixed point theorem. The second issue concerns the Neumann boundary
condition in (1.2). This condition cannot be controlled using this approach, even
though it is important for the engineers to be able to specify it. In this section,
we present a least squares approach to solving (1.1)—(1.2) that relies solely on the
classical Finite Element Method (FEM).

Let us start by noticing that we can equivalently write the second equation of (1.1)
as — div((p + l)Vgo) = p. The advantage of this form is that, since p can tend to
0 (see |12, Section 1]), the ellipticity of the linear operator is kept. Moreover, the
constant of ellipticity is bounded away of 0 independently of p. In summary, we here
want to compute a numerical approximation of the solution (¢, p) to the problem

(—Ap=0p, in €2,
—div((p+1)Vy) =p, in Q,
(6.1) p=1, on I,
=0, on Iy,
0
\ % = A, on [,

where A may be a constant or a sufficiently smooth function.

6.1. Description of the algorithm. For a fixed function p, we divide the system
(6.1) into two subsystems with unknowns ¢; and @9 (below they will be denoted by
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v1(p) and ¢2(p) to emphasize their dependency with respect to p):

_ASOI =P n Q7

0
(6.2) i =A, onl,

on

Y1 = 07 on Fd?
and

—le( p+1) ng)g) =p, in§,
(6.3) 0y =1, on I,
=0, on Iy.

Note that both problems have a unique solution in H'(2) as soon as A belongs to
H'Y2(T,), p € L=(2), and p > 0, thanks to Lax-Milgram theorem. Then, we introduce
the functional

(6.4) T L(Q) - R:pe H[V(ei(p) — 02(0)) |5

and notice that J(p) vanishes if and only if ¢1(p) = p2(p) which means that (¢1(p), p)
is a solution to (6.1).

The FEM is used to discretize both equations, (6.2) and (6.3). To give addi-
tional details, let us fix V3,(£2) a finite-dimensional subspace of H*(2) N L>(Q) and
Viry () = {up, € Vi(Q) | up = 0 on Iy}, both equipped with the H'-norm. Let
pn € Vi(22) be such that p, > 0. The variational formulation of the discrete approxi-
mation of (6.2) consists in finding ¢, € Vi1, (2) such that

(6.5) Vx € Vir, (9), /V(pl,hVXda::/phxdx—l—/ Axdzx.
Q Q Ie

We proceed similarly for (6.3). Let Vj, 90(2) == {up € Vi(Q) | up = 0 on 00Q}. The
variational form of (6.3) consists in seeking @), € Vi1, (2) such that @9, =1 on I,
and

(6.6) W@, [ (ot DV Vs = [ g
Q Q
The discrete version of functional J defined by (6.4) is given by

Jn Vh(Q) — R:pp— %HV(%,h(Ph) - WQ,h(Ph)) H;

In order to minimize Jj,, we want to calculate its gradient V.J, € V},(€2) with respect
to the H'-topology, which is characterized as follows. For any z € V},(9),

(V(on) | 2) e = ‘;—fwh)[z]

(V P1Lh — gﬁgh ‘ ( o 901h SOQ,h)[Z]))Q
(6.7) = (Vprn — 020) | V(@1 = Ponz)) o
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where 90/1,h,z = 0,,11]2] and (10,27h,z = 0,,p2.1[2]. To compute g0’17h7z and 90/2,h7z’ we
differentiate Equations (6.5) and (6.6) with respect to pp, in the direction z. We then
obtain the following two equations:

(6.8) Vx € Vi, (), /V(p/l7h7ZVde = / zy dz,
Q Q

where ¢} ;, € Vi, r,(©2) and

(6.9) Vx € Vioa(S2), /(ph + 1)V, . Vxde = / z2x — 2Vy, Vx dz,
Q Q

where 3, . € Vi00(0).
We now want to rewrite the right hand side of Equality (6.7) in order to not to
have to compute it for a basis of z. For the part involving ¢ ;, ., we have

(V(pin —@20) | Voinz)g = /QV(SOLh — o)V, da

= /(gpLh —op)zdr = (cpljh — ©ap ‘ z)ﬂ by (6.8).
Q

For the second part, we introduce the intermediate function W) € V}, 9q(€2) which is
the solution to the following variational problem:

(6.10) VX S Vh@Q(Q), /(ph + 1)V\IthX dr = / V(golyh - wz,h)vx dx.
Q Q

Hence, we have:
(V(prn —@20) | Vhnz)g = / V(p1n — @2n) Vs, . dz
Q
= / (pn + VIV iy, da by (6.10)
Q

= / 2W), — 2Vy , VU, da by (6.9)
Q
= (\I’h — V(,Oz’hv\l’h | Z)Q.
The last identities allow to simplify the equation (6.7) for V.J,(pn) € V,(Q2) into
(611) Vz < Vh<Q), (VJh(ph) | Z)Hl = (Qpl,h — Y2.n — \I’h + V(PQ’}LV\I/}L | Z)Q

Algorithm. For the algorithm, we have created four subroutines as follows: given
p € Vi(2), we can

(1) Compute the solution vy 4(pn) to (6.5) using the FEM.

(2) Compute the solution pap(pr) to (6.6) with the FEM.

(3) Compute the functional J,(pr) with ©14(pn) and @o.n(pn).

(4) Compute VJ,(pr) by solving Equation (6.11) with the FEM, the quantities
©1.0(pn) and pap(pn) being computed using the above subroutines and V), being
the solution to (6.10), computed again with the FEM.
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Given a tolerance tol (by default 10712), a mazimum number of iterations N (by
default 500) and an initial guess py € Vi (), we use a minimization algorithm that
stops when Jy(pr) < tol or the maximum number of iterations exceeds .

6.2. Some additional numerical details. The Finite Element Method, used to
compute the functions ¢, and @9, is implemented via the Python library Netgen
[19]. Here we choose V,(Q2) to be the space of P1 elements. For the minimization step,
we use the Scipy library, and more specifically its function scipy.optimize.minimaize,
which provides access to several optimization algorithms. Among these, we selected
only methods that require the gradient of the objective function but not the explicit
computation of the Hessian matrix.

Of those routines, the L-BFGS-B one is significantly the faster but exhibits con-
vergence problems depending on the version of Scipy used. In the latest version, the
method fails due to a known unresolved bug [16]. In earlier version, we observed some
abnormal terminations when applying L-BFGS-B to the Rosenbrock function. The
SLSQP method is the slowest of all those tested (up to 50 times slower).

The remaining two methods, namely Trust Constraint (trust-constr) and Conjugate
Gradient (CG), are the fastest and converge to the default tolerance of the functional
Jp, across a variety of test cases. They are essentially on par in terms of speed and
precision. The numerical tests below were performed using trust-constr.

6.3. Numerical results.

6.3.1. Radial case. Since analytical solutions are available for the radial case, we
first test our algorithm in this setting to check whether it converges to the exact
solution. We take the radius of the interior boundary, r¢, as 0.25 (see Figure 4) and
the Neumann condition is given by formula (5.5) with A = —50. Starting with the
initial density po(z,y) == z? +y*+ 1, we let the algorithm converges for various mesh
sizes. Figure 8 shows, in a double logarithmic scale, the relative error between @exact,
the exact solution ¢ given by (5.2), and @uum, the approximate solution ¢ computed
numerically, in blue. The same figure shows, in red, the relative error between pexact,
the exact solution p given by (5.3), and ppum, the approximate solution p computed
numerically. Both errors decrease to zero as the mesh size h — 0. This provides
evidence that, in that specific case, the numerical solution approaches the exact one
with an error of order of about h'%¢ for ¢ and h*33 for p.

To shed some light on the size of the basin of convergence, we ran the algorithm
with different initial densities py on a mesh with a size h ~ 3 - 1072 (2690 degrees
of freedom). For the above choice of py, the initial value of J, is 3.6 - 107° and the
default tolerance of 10712 is reached after 152 iterations. For the nonradial py(z,y) =
2% + 100, the initial value of J), is approximately 430 and the algorithm reaches the
default tolerance after 157 iterations. We have also tried several additional initial py,
for example one that oscillates in the polar angle, po(z,y) = 1 + y//x? + 3%, and
the results are sensibly the same in all cases. This highlights the robustness of the
algorithm with respect to the initial guess.
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FIGURE 8. Convergence in the radial case to the exact solutions.

In section 5, all radial solutions were determined. A natural question is whether
nonradial solutions exist for some boundary data A : I, — R. Unfortunately, the
results of section 3 do not provide an answer to that question. As an element of
evidence towards a positive answer, we chose the nonradial A(z,y) = %4—%3: /A x? 4 y?
(the constraint (4.3), with dp./0On readily computed from (5.6), is satisfied), the
initial guess po(z,y) = 2% + y? + 1 and ran our algorithm. It converged with a final
value for Jj, of approximately 8.5 - 1073, suggesting that a nonradial solution indeed
exists. The level curves of the final ¢ and p are depicted in Figure 9.

Finally, as we can see in the previous section 5, there does not exist a solution for A
greater than A_;. So, in that case, the algorithm should not converge. To exemplify
this, let us take A = 5 and py = 2%+ 4%+ 1. The algorithm stops because the default
number of iterations is exceeded and the final value of J, is approximately 1.9, which
is not small enough to consider the returned (¢, p) to be a solution.

6.3.2. The unipolar half-disk. Now, let us consider a more general case for which exact
solutions cannot be computed analytically. More precisely, we consider the case of
a half-disk containing a circular conductor (see Figure 1). The radius of the interior
circle centered at (0,0) (i.e. the interior boundary) has been chosen to be 0.25. The
center of the exterior circle is at the point (0, —1) and its radius is 2. Since we only
consider the half-disk, the coordinates of its corners are (—2,—1) and (2, —1).

As we did for the radial case, we have tested different initial guesses py and different
values for the Neumann condition A. We performed our tests with a mesh of size
h = 5-1072 (2784 degrees of freedom). First, we considered the initial guess po(z,y) =
/1?2 4+ y?+1 and the Neumann condition A = 1 and we numerically verified that the
constraint (4.3) is satisfied. In Figure 10, we can see the level curves of the solution
(p,p). We can note that the value for p is higher around the interior boundary.
This makes sense physically because p represents the space charges in the air that
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FIGURE 9. Levels curves for the numerical solutions ¢ (left) and p

(right) with A(z,y) = £ + 12/y/y? + 22.

in practice are higher near the conductor. We also observe that p goes to zero near
the corners. As in the previous section, the algorithm keep converging (to the same
solution) when starting with different initial guesses more distant from the solution
(i.e. with higher values of Jj).

154 . 154

-1.54 -1.51

-20 -15 -1.0 -05 0.0 0.5 1.0 1.5 2.0 -20 -15 -1.0 -05 0.0 0.5 1.0 15 2.0

FIGURE 10. Levels curves for ¢ (left) and p (right) with A = 1.

We also again tested the convergence of the algorithm for non-constant A’s. As
an example, for A(z,y) = z/2 4+ 0.5 and po(z,y) = /22 4+ y? + 1, the algorithm
reaches the default tolerance after 56 iterations. The final value of .J}, is approximately
9.16 - 10713, suggesting that such a solution exists. We can see on Figure 11 the level
curves of the solution (¢, p).

Finally, for a value of A greater than dy./0n (see Theorem 4.1), the algorithm
should not converge. To exemplify this, let us take A = 3 and py = /22 + y? + 1.
The algorithm stops because the default maximum number of iterations is exceeded
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FIGURE 11. Levels curves for ¢ (left) and p (right) with
Ax,y) =2/240.5.

and the final value of .J), is approximately 4.32 - 1073, which is not small enough to
consider the returned (¢, p) to be a solution.

Remark 6.1. In these experiments, we consider simplified test cases which allow for
an initial evaluation of the algorithm’s performance. Although these cases are not
representative of realistic physical scenarios, extending the approach to more repre-
sentative configurations is part of our future work.
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