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1 Introduction

1.1 Motivations and summary of our main results

An outstanding problem in higher spin gravity (HSG) is the quest for a geometric formula-

tion suitable for computing physical observables. This is a highly non-trivial and impactful

task as HSG requires a “stringy” generalization of geometry, in which gauge transforma-

tions mix fields of different spins and different numbers of derivatives, in such a way that

the standard concepts of Riemannian geometry tied to the notion of a privileged spin-2

field lose meaning.

Vasiliev’s equations [1–7] provide a fully non-linear description of higher spin geome-

tries using master fields given by horizontal differential forms on non-commutative fibered

manifolds. The master fields are functions of fiber coordinates Y , and the base manifold is

an extension of spacetime with additional coordinates Z, with Y and Z each making up a

non-commutative twistor space. Originally, this construction was proposed as a method for

encoding an infinite tower of Fronsdal fields together with highly non-local interactions into

a remarkably simple set of constraints, but at the price of introducing ambiguities, entering

via the resolution scheme for the Z-dependence, that affect the reading of the dynamics

of physical fields from spacetime vertices and Witten diagrams. It remains an interesting

open problem whether this approach to higher spin gravity will eventually bear fruit, e.g.

by finding a suitable geometric principle for selecting (a class of) Z-space resolutions, and

progress is currently being made [8–10].

An alternative strategy for obtaining physical information from Vasiliev’s equations is

to gain guiding principles for higher spin geometry by studying their exact solutions. While

extracting spacetime vertices is quite a delicate operation in the sense mentioned above, the

form of the equations offers powerful ways of constructing solution spaces. Moreover, exam-

ining these solutions using classical observables given by geometrically constructed higher

spin invariants opens up for an approach to higher spin gravity that sidesteps the issues of

spacetime interactions vertices, which is one of the basic motivations behind this work.

– 1 –
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Over the years, families of classical solutions to Vasiliev’s equations [11–23] have been

constructed, including candidate asymptotically anti-de Sitter (AAdS) higher spin black

holes in four dimensions1 and topologically non-trivial asymptotically locally anti-de Sitter

(ALAdS) solutions. Large solution spaces, that are of relevance to this paper, exhibit the

following characteristics:

(a) choices of gauge functions that trivialize all fluctuations in the spacetime gauge fields;

(b) zero-form integration constants (sometimes referred to as initial data) that contain

local degrees of freedom in AAdS and ALAdS geometries;

(c) usage of special non-polynomial classes of symbols of horizontal forms presented in

terms of auxiliary parametric integrals, including singular potentials for delta function

sources, induced from solving the equations in Weyl order [15, 16, 20, 22, 23];

(d) a universal Z-space resolution that dresses any first-order initial datum into an exact

solution in a convenient holomorphic gauge.

While very effective and natural for the basic structure of the Vasiliev equations, these

ingredients blur the identification of Fronsdal fields within Vasiliev’s master fields in ac-

cordance with the Central On Mass Shell Theorem (COMST) [2–4], which makes use of

normal order [2, 6, 28] and a gauge in twistor space that differs from that it in (d). More

precisely, as noted in (a), most of the known exact solutions have been constructed in

gauges in which the spacetime connection encodes only the AdS background. Hence it

remains uncorrected,2 i.e., it is not glued to the propagating degrees of freedom carried

by the Weyl zero-form. The natural question is then whether such solutions admit an

interpretation in terms of Fronsdal fields upon linearization.

In this paper, we construct a family of linearized gauge functions and integration

constants that encode propagating Fronsdal fields with non-trivial Weyl tensors. The

gauge functions are obtained by solving a gauge condition that relaxes the one used in

the standard linearization of Vasiliev’s equations. In other words, the (relaxed) gauge

functions provide the Chevalley-Eilenberg cocycle required by the COMST, that glues the

on-shell curvatures of the Fronsdal fields, i.e. their Weyl tensors, to the corresponding

components of the Weyl zero-form. In particular, our results spell out the relation at

1The solutions that we refer to as higher spin black hole states are so called essentially because they

possess a tower of Weyl tensors of all integer spins that include and generalize the spin-2 Weyl tensor of an

AdS Schwarzschild black hole. However, at present there is no known higher-spin invariant quantity ensuring

that the singularity of the individual Weyl tensors is physical, and whether there exists any invariant notion

of an event horizon — as well as an entropy attached to it — remains an open problem. On the other

hand, the fact that each such solution has identical black-hole asymptotics but is possibly non-singular and

horizon-free may suggest an interpretation in terms of black-hole microstates, similar to fuzzballs [24–27].

In that sense, the name black-hole states may turn out to be appropriate in an even deeper sense. See [20]

for more details on this proposal and on our usage of the terminology.
2In fact, the spacetime connection remains uncorrected modulo a specific field redefinition, required for

the perturbatively-defined master fields to transform properly under the local Lorentz symmetry genera-

tors [2, 4, 12]. At linear order however, this additional effect is concentrated outside the Z = 0 slice, i.e.

irrelevant for the spacetime approach.

– 2 –
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linear order between the gauge function solution method [12, 13, 15–17, 19–23, 29] and

the ordinary perturbative analysis of the Vasiliev equations [3, 4, 30, 31]. Equivalently,

the relevant gauge functions appear as the gauge parameters that send field configurations

obtained within a class of Z-space resolution schemes, satisfying certain assumptions, into

field configurations obtained within the aforementioned relaxed version of Vasiliev’s original

resolution scheme, which we shall refer to as the standard scheme. Hence, our construction

encapsulates the propagating Fronsdal fields within (gauge equivalence classes of) gauge

functions on twistor space with interesting properties that we will exhibit in the bulk of

the paper.

Thus, in order to properly interpret families of exact solutions, it is in general important

to connect various perturbative schemes by means of re-orderings and gauge transforma-

tions. One may then examine to what extent these transformations are large by evaluating

classical observables given by functionals that are higher-spin gauge invariant up to total

derivatives on the full non-commutative manifold.

Being able to relate the perturbative schemes in different orderings is also of importance

from the point of view of the off-shell extension of the Vasiliev theory put forward in [32–34].

More precisely, in those works it has been proposed to

(i) embed Vasiliev’s higher spin geometries into the moduli space of a flat Quillen su-

perconnection [35] valued in the direct product of the differential graded algebra of

horizontal forms and an internal graded associative algebra;

(ii) treating the flat superconnections as semi-classical boundary states of a Frobenius-

Chern-Simons (FCS) gauge theory with a star-product local Batalin-Vilkovisky mas-

ter action of Alexandrov-Kontsevich-Schwarz-Zaboronsky (AKSZ) type [36, 37];

(iii) assign each boundary state an on-shell action in the form of a topological vertex

operator [38];3

iv) identify the on-shell action evaluated on ALAdS higher spin geometries with the

generating functional of a dual holographic conformal field theory (CFT) [41–43].

In the FCS model, the superconnection is represented by symbols defined using Weyl

ordering. On the other hand, as mentioned above, in the standard scheme the horizontal

forms are represented using normal ordering, as it allows to formulate the field equations

in terms of regular symbols only. Hence, the identification of a Vasiliev branch within

the FCS model relies on the possibility of going between Weyl and normal ordering in

classical moduli spaces, which involves going beyond the class of analytic functions on

twistor space.4

3In the FCS model, the on-shell actions are derived from Chern classes, whereas more generally, within

the context of the AKSZ formalism, they need only be topological vertex operators, i.e. functionals whose

total variation vanishes on-shell, that is, they are partial actions in the sense of [39, 40].
4Indeed, the Weyl-ordered symbol of one of the fundamental ingredients of the Vasiliev formulation, the

Klein operator (2.19), is a delta function [14].

– 3 –
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In this paper, we resolve the above problem at the linearized level by showing the

gauge equivalence between Z-space resolutions schemes that arise naturally in Weyl and

normal order.5 Indeed, the standard scheme can be connected by our procedure to what

we refer to as the Weyl-ordered Z-space resolution scheme, as it originates from solving

the Vasiliev equations using the standard resolution operator but applied in Weyl order

(or, equivalently, keeping the Y and Z dependence factorized). This method has been

used in a number of circumstances to obtain solution spaces in which the symbols have

then been mapped from Weyl to normal order; for example, see [20]. As we show in

section 3.2, the re-ordering step maps the Weyl-ordered Z-space resolution operator to an

equivalent operator in normal order, different from the standard one; see also [10], where

a one-parameter family of Z-space resolution schemes in normal ordering, including the

Weyl-ordered scheme, is mapped to Vasiliev’s original resolution scheme via parameter-

dependent star-product re-orderings. In other words, the aforementioned solution spaces

can equivalently be obtained by working in normal order and using the new resolution

operator, as we prove in appendix C. For this reason, we refer to the latter resolution as

Weyl-ordered, even if it operates on normal-ordered symbols. Once in normal order, our

general results, presented in section 3, enable us to move to the relaxed Vasiliev gauge

by means of a gauge transformation. The required gauge parameter removes the non-

analyticities from the solutions obtained via the Weyl-ordered scheme (which are present in

normal as well as Weyl-order), leading to a real-analytic generating function for Fronsdal

gauge fields; see eq. (3.70). Essentially, this is possible because the singularities arising

within the Weyl-ordered scheme are cohomologically trivial.

In other words, motivated by the study of exact solutions, we prove that Vasiliev’s

equations admit a sensible free-field limit for master fields belonging to a class of symbols

which is larger than formal polynomials, thereby allowing us to relax one the assumptions

of Vasiliev’s original analysis. We exemplify the procedure explicitly for initial data from

specific higher-spin representations corresponding to linearized mode functions of massless

particle and higher spin black hole states, and we explicitly construct the gauge function

from which one can extract the linearized gauge fields.

In order to deal with the Weyl-order-induced singularities of symbols and the afore-

mentioned initial data that are non-polynomial functions and distributions in the non-

commutative twistor variables, it is important to specify their functional presentation. To

this end, a regular computational scheme [15, 16, 20, 21, 23] based on auxiliary integral pre-

sentations of symbols has been set up in order to construct classical solutions from the clas-

sical moduli in (a) and (b) using various gauges and orderings. This scheme, to be spelled

out in yet more detail in the body of the paper, consists of the following three prescriptions:

5The act of exchanging any two ordering schemes is a similarity transformation on symbols generated by a

symmetric polyvector field that preserves the trace operation, known as a Kontsevich gauge transformation,

as it is local in twistor space (but not in spacetime). The higher spin transformations arise as inner

transformations generated by star product conjugations by functions on twistor space. The Kontsevich

gauge transformations can be made local also in spacetime by introducing additional spacetime gauge

fields. An interesting open problem is whether it is possible to source these additional gauge fields by

means of any generalization of the cocycle appearing in Vasiliev’s equations.

– 4 –
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(i) the symbols of perturbatively defined master fields are given regular presentations as

auxiliary parametric integrals with kernels given by Gaussian operators;

(ii) star products and traces are performed prior to auxiliary integrals at each order of

classical perturbation theory; and

(iii) the auxiliary integrals must provide ambiguity-free6 regular presentations at every

order of classical perturbation theory.

Successfully implemented, the scheme can be used to ensure that the on-shell master fields

form free differential graded associative algebras [20] with well-defined invariants.

In this paper, we shall refine and formalize the regular scheme as originally proposed

and use it to map master field configurations built in Weyl order to corresponding un-

folded Fronsdal fields on AdS spacetime glued to their Weyl curvatures in accordance with

the COMST. We thereby close the apparent gap between the Weyl- and normal-ordered

formalisms that has existed in the literature already at the linearized level.

Moreover, we propose a Fefferman-Graham-like scheme for the perturbative construc-

tion of AAdS solutions to Vasiliev’s equations whose on-shell action yields physically mean-

ingful holographic two-point functions in the leading order of classical perturbation theory.

This scheme involves fixing boundary conditions in both spacetime and twistor space; in

particular, it is natural to expect that such a procedure will help in resolving the ambigu-

ities that arise in integrating the Z-dependence perturbatively, and that it is instrumental

to properly singling out the superselection sector that may be captured by the dual CFT.

It is then conceivable that implementing this scheme at higher orders may provide a ratio-

nale for fixing the resolution of the Z-dependence and for selecting a class of twistor space

functions (which is crucial in a non-commutative field theory).

Thus, the analysis carried out in this paper addresses a number of open issues in the

literature on Vasiliev’s theory concerning exact solutions, perturbative schemes, admissible

classes of symbols, and choices of gauge and ordering prescriptions. It also provides the

starting block for an iterative procedure for constructing ALAdS higher spin geometries

with non-trivial topology both in spacetime and twistor space and related on-shell actions.

Non-trivial twistor space topology can be created within the regular scheme by inclusion

of non-polynomial star product algebra extensions of the Weyl algebra that reach beyond

naive real-analytic non-polynomial completions (which in general do not form star product

algebras). Another advantage of the regular scheme is that it facilitates the evaluation

of classical observables, allowing to directly address the hypothetical duality between the

bulk HSG and the holographic CFT [44–48], thereby sidelining the passage via the non-

local deformed Fronsdal theory on AdS [8, 9, 49–52]. More precisely, the evaluation of

zero-form charges, that is, observables built from higher spin Weyl tensors on-shell, can be

performed directly on the Weyl-ordered configuration. Indeed, the gauge function drops out

from the zero-form charge, while the AAdS boundary conditions may require a modification

6One potential source of ambiguity is the rise of singularities in complex auxiliary integration planes upon

performing star products, that may interfere with an otherwise ambiguity-free choice of closed integration

contours.
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of the Weyl-ordered solution itself that yields a non-trivial deformations of the zero-form

invariants. In this work, we show that they are protected for Weyl-ordered solutions based

on uncorrected initial data, in the sense that, although there are sub-leading perturbative

corrections to the observables, they are all proportional to the leading contribution.

1.2 ALAdS geometries and AKSZ quantization

Our working hypothesis is that the regular scheme gives rise to a global formulation of

HSG based on the FCS model with

(i) a moduli space of ALAdS higher spin geometries;

(ii) higher spin invariant functionals serving as observables;

(iii) an on-shell action giving rise to a partition function of the FCS model.

We expect (i) to include asymptotically massless particle and higher spin black hole

states [14–16, 19–21]. At the linearized level, these states are carried by Weyl zero-forms

that are localizable inside the bulk of the ALAdS spacetime [15, 44], that is, that remain

well-defined upon replacing conformal infinities by compact marked submanifolds. Thus,

their on-shell action should depend on the Weyl zero-form but not the vacuum gauge

function, that is, it should be an on-shell closed and gauge invariant spacetime zero-form,

also known as a zero-form charge [12]. A natural candidate is the second Chern class

on Vasiliev’s internal twistor space, which can indeed be added to the FCS bulk action

without changing the classical equations of motion while giving rise to a non-trivial

on-shell action [32].

In classical perturbation theory, the aforementioned on-shell action is given in the

leading order by a bilinear function of the Weyl zero-form that defines a (positive or neg-

ative) definite bilinear form [15] on the higher spin representations containing massless

particle and higher spin black hole states. Moreover, at the first sub-leading order, the

back-reaction to the master fields from linearized particle states contains higher spin black

hole states [20].

This suggests that the dual holographic CFT contains operators corresponding to

higher spin black hole states, which form real higher spin multiplets, as well as particle

states, which belong to ordinary unitarizable complex higher spin multiplets. The holo-

graphic CFT would thus be non-unitary but nonetheless equipped with a well-defined

partition function in Lorentzian signature. As for its microscopic field content,7 one may

think of N conformal matter fields coupled to three-dimensional conformal higher spin

gauge fields [53] induced by large gauge functions in the bulk, captured by an on-shell ac-

tion given by the fourth Chern class of the generalized higher spin Lorentz connection [38],

which encodes a mixture of localizable states and boundary states. In the case of the

minimal bosonic HSG model, the resulting anomalous dimensions could blow up as N → 1

7A natural mechanism for the required quantization of Newton’s constant in the bulk is an embed-

ding of the second Chern class defining the on-shell action into a Chern-Simons form for the full Quillen

superconnection master field of the FCS model.

– 6 –
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(unlike in the case of the Ising model-like O(N)-model), as suggested by the intriguing

quantum shift in the inverse Newton’s constant from 1/N to 1/(N − 1) computed using

the deformed Fronsdal theory on AdS4 [54]; for a recent treatment, see [55].

Thus, assuming that massless higher spin particles (but not the graviton) acquire large

masses by spontaneous symmetry breaking mechanism (triggered by composite Goldstone

modes), an ALAdS higher spin geometry can thus be trusted in its strongly coupled core

region (but not its weakly coupled ALAdS region) where it provides a semi-classical real-

ization of a microstate of a quantum theory of gravity with asymptotical observers in a

broken phase described by ordinary gravity. In other words, we think of the core region

as an unbroken bubble produced within a broken phase at finite temperature, i.e. created

at the expense of switching on microstate on-shell actions while minimizing the free en-

ergy as the core region contains a large number of semi-classical microstates (labelled by

topologies [23] and higher spin charges).

We expect that the relation between the deformed Fronsdal and FCS formulations of

HSG provides a prototype for a broader duality between relativistic quantum field theories

(QFT) on metric backgrounds (including gravity and string theory) and topological field

theories of AKSZ-type with infinitely many fields capable of describing local degrees of

freedom, referred to as quasi-topological field theories (QTFT). The key feature of a

QTFT vis-à-vis an ordinary topological QFT is that its AKSZ gluing operation [36] leaves

a gluing mark in the interior of the bulk manifold (where the AKSZ momenta vanish

identically). Thus, letting Z denote the corresponding hypothetical functor,8 the QTFT

partition function

Z(S1 × Σ) = TrZ(Σ)e
iK|{0}×Σ , (1.1)

where Z(Σ) is the space of boundary states of the QTFT and K is an on-shell action given

by a positive definite functional on Z(Σ) evaluated at the marked {0}×Σ ⊂ S1×Σ. Thus,

if the QFT/QTFT correspondence extends to macroscopic length scales, then it could

provide new insights into holography, black hole physics and cosmology. In particular,

a QTFT providing scattering amplitudes and other local QFT observables could bypass

the problematic identification of the normalization of the partition function9 with the

cosmological constant, as the latter quantity enters the QTFT action as a cubic vertex.

1.3 Outline of the paper

The paper is organized as follows.

In section 2, we formulate Vasiliev’s HSG geometrically on-shell starting from first

principles, including the COMST, the gauge function method, and the regular perturba-

tive scheme. Section 3 treats the linearization of the theory around its AdS vacuum. In

particular, we show how to use gauge functions to map zero-form integration constants to

properly unfolded Fronsdal fields on-shell, stressing the fact that the COMST only fixes

8To our best understanding, the AKSZ extension of Atiyah’s geometric category of (unmarked) bor-

disms [56] remains to be defined.
9The normalization of the QTFT partition seems to be related to balancing the (infinite) numbers of

even and odd forms by means of topological supersymmetry [57, 58].

– 7 –
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the linearized gauge function up to O(Z2) in normal order. We also highlight occurrences

of twistor space singularities in the linearized gauge function even though the physical

master fields are real-analytic. In section 4, we spell out the aforementioned map on mass-

shells consisting of massless particle and higher-spin black hole states, establishing that

the linearized gauge function is real-analytic on twistor space for black hole states but

non-real-analytic on twistor space for particle states. In section 5, we use the results of sec-

tion 3 to propose a Fefferman-Graham-like scheme for imposing AAdS boundary conditions

on Vasiliev’s master fields order by order in classical perturbation theory. In section 6, we

review the construction of zero-form charges in Vasiliev’s higher-spin gravity, and their per-

turbative expansion on the classical moduli spaces constructed in the previous sections. In

particular, we shall verify that the virtual twistor space spin-frame used in the holomorphic

gauge indeed decouples from these observables up to the first sub-leading order in classical

perturbation theory, in accordance with the map established in section 3. The paper is

concluded in section 7. In appendix A we spell out our conventions; in appendices B, D

and E we collect some relevant algebraic properties of those solutions and some useful

identities; in appendix C we show that the solutions of [20] can be obtained by solving re-

cursively to all orders the perturbative expansion based on the standard homotopy operator

in Weyl ordering.

2 Vasiliev’s equations

We review Vasiliev’s on-shell formulation of HSG, starting with the formal definition in

terms of locally defined horizontal forms on non-commutative fibered spaces and higher

spin geometries supporting globally defined classical observables, after which we spell out

the regular scheme for perturbative expansions that we shall implement in the following

sections.

2.1 Local formulation

Correspondence space. Vasiliev’s master fields are differential forms defined locally on

a direct product manifold X4 × Z4, where X4 is a commutative four-manifold with a real

differential structure and Z4 is a non-commutative four-manifold with complex (almost)

symplectic structure (that blows up at points at infinity). The master fields are valued in

an associative algebra given by distributions (including real-analytic functions as well as

Dirac delta functions) on the non-commutative Y4
∼= C2 with complex symplectic structure.

Thus, we may think of the master fields as horizontal forms on a total bundle space C with

fiber Y4 and base X4×Z4, referred to as the correspondence space, as reductions from the

total space to either X4×Y4 or Z4×Y4 yield dual formulations of the full dynamics. To the

latter end, we shall take X4 and Z4 to be closed manifolds with marked points where master

field configurations are allowed to blow up, corresponding to boundaries and other defects.

Non-commutative differential Poisson structure. We assume that C has a differ-

ential Poisson structure with trivial pre-connection; see [57] and references therein. Thus,

the quantized versions of the wedge product and the de Rham differential on C, denoted

– 8 –
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by ? and dC , respectively, obey the standard homotopy relations

d2
C = 0 , dC(f ? g) = (dCf) ? g + (−1)degff ? (dCg) , (2.1)

f ? (g ? h) = (f ? g) ? h , (2.2)

where f, g, h ∈ Ω(C|R), a space of symbols on C forming the representation R of a star

product algebra.10 The triviality of the pre-connection implies that there exist local co-

ordinates (xµ;Y α;Zα) in charts U ⊆ X4 × Z4 × Y4, and corresponding operator ordering

schemes, such that

Ω(U|R) ∼= Ω[0](U|R)⊗ C[dxµ, dY α, dZα] , (2.3)

where C[dxµ, dY α, dZα] is the algebra generated by anti-commuting line-elements, and

dC |U = dxµ∂µ + dY α∂(Y )
α + dZα∂(Z)

α , (2.4)

i.e. the de Rham differential on U acting on the symbols in R.

Horizontal forms. Locally, the horizontal subalgebra is given by11

Ωhor(U|R) ∼= Ω[0](U|R)⊗ C[dxµ, dZα] , (2.5)

that is, a horizontal form f on C is represented locally by a symbol f(x, Y, Z; dx, dZ) with

Y and Z dependence given by a symbol in R. We denote the horizontal projection of dC
by d̂, which we decompose as

d̂ = d+ q , d : = dxµ∂xµ , q : = dZα∂Zα , (2.6)

where thus d and q are the de Rham differentials on X4 and Z4, respectively.

Holomorphic symplectic structure and chiral twisted convolutions. Letting

Y α = (yα, ȳα̇) Zα = (zα,−z̄α̇) , (2.7)

be canonical, that is,[
Yα , Yβ

]
?

= 2iCαβ ,
[
Zα , Zβ

]
?

= −2iCαβ ,
[
Yα , Zβ

]
?

= 0 , (2.8)

where Cαβ is the Sp(4)-invariant tensor; for spinor conventions, see appendix A12 The

canonical commutation rules equip the space of arbitrary polynomials on Y4 × Z4 with

an associative product, which defines the Weyl algebra on Y4 × Z4. Higher spin master

fields obeying non-trivial boundary conditions belong, however, to more general classes of

symbols, which in general contain Dirac delta functions and their derivatives as well as

10The regular representation of a star product algebra is the algebra itself.
11The definition of a horizontal subalgebra of Ω(C) requires the existence of a closed and central volume

form on the fiber [58].
12Pairs of spinor indices are contracted from north-west to south-east as in eq. (A.3).
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regular functions. In these classes of symbols, the star product can be realized as a twisted

convolution formula,

(f ? g)(Y, Z) =

∫
R8

d4Ud4V

(2π)4
eiV U f(Y + U,Z + U) g(Y + V,Z − V ) , (2.9)

where f, g ∈ Ω[0](Y4 ×Z4|R), and the integration measure is chiral, that is, Uα = (uα, ūα̇)

and Vα = (vα, v̄α̇) and uα and ūα̇ are integrated separately over one copy of R2. As we

shall see, the chiral measure facilitates

(i) the definition of holomorphic delta functions; and

(ii) Fourier transformation of phase space realizations of operators in Fock and anti-Fock

spaces ;

which are crucial objects in the construction of ALAdS solutions with particle and black

hole states.

Separation of variables versus Weyl order. The star product (2.9) obeys

f(Y − Z) ? g(Y + Z) = f(Y − Z) g(Y + Z) , (2.10)

that is, it provides the representation of an operator algebra in terms of symbols given

in the normal order in which Y − Z and Y + Z are treated as creation and annihilation

operators, respectively; for this reason, the above composition rule is referred to as the

normal-ordered star product. From Y ?Z = Z ?Y , it follows that if f = f1(Y ) ? f2(Z) and

g = g1(Y )?g2(Z), then f ?g = f1?g1?f2?g2 where f1?g1 and f2?g2 are Groenewold-Moyal

star products. Thus, the normal ordered star product is equivalent to the Groenewold-

Moyal star product provided that the dependence of the master fields on the Y and Z

variables can be separated.

(Anti-)automorphisms. The star product algebra admits the linear outer automor-

phisms13

π (f(x, z, z̄; y, ȳ; dx, dz, dz̄)) = f(x,−z, z̄;−y, ȳ; dx,−dz, dz̄) , (2.11)

π̄ (f(x, z, z̄; y, ȳ; dx, dz, dz̄)) = f(x, z,−z̄; y,−ȳ; dx, dz,−dz̄) , (2.12)

and the graded anti-automorphisms

τ (f(x, z, z̄; y, ȳ; dx, dz, dz̄)) = f(x,−iz,−iz̄; iy, iȳ; dx,−idz,−idz̄) , (2.13)

(f(x, z, z̄; y, ȳ; dx, dz, dz̄))† = (f(x, z̄, z; ȳ, y; dx, dz̄, dz))∗ , (2.14)

of which τ is linear and † is anti-linear. Thus,

π(f ? g) = π(f) ? π(g) , π̄(f ? g) = π̄(f) ? π̄(g) , (2.15)

τ(f ? g) = (−)deg f deg gτ(g) ? τ(f) , (f ? g)† = (−)deg f deg gg† ? f † . (2.16)

13These automorphisms can be made inner by extending the star product algebra by outer Klein operators.
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The associativity of the star product ensures that the graded bracket and twisted graded

bracket defined by

[f , g]? : = f ? g − (−)deg f deg gg ? f , (2.17)

[f , g]π : = f ? g − (−)deg f deg gg ? π(f) , (2.18)

obey graded Jacobi identities.

Twisted central closed two-form. The star product algebra is assumed to contain the

inner Klein operators

κ : = eiyz , κ̄ : = κ† = e−iȳz̄ , κ ? κ = κ̄ ? κ̄ = 1 , (2.19)

such that

π(f[p;q,q̄]) = (−1)qκ ? f[p;q,q̄] ? κ , π̄(f[p;q,q̄]) = (−1)q̄κ̄ ? f[p;q,q̄] ? κ̄ , (2.20)

for horizontal forms f[p;q,q̄] of degree p on X4 and mixed holomorphic and anti-holomorphic

degree q and q̄ on Z4, respectively. It follows that the two-form

J := − ib
4
dzα ∧ dzακ−

ib̄

4
dz̄α̇ ∧ dz̄α̇κ̄ , b = eiθ , b̄ = e−iθ , (2.21)

is de Rham closed, anti-hermitian and twisted central in the sense that for any horizontal

form one has

f ? J = J ? π(f) . (2.22)

The inner Klein operators enjoy the following factorization property

κ = κy ? κz , κy : = 2πδ2(y) , κz : = 2πδ2(z) , κy ? κy = κz ? κz = 1 , (2.23)

κ̄ = κ̄y ? κ̄z , κ̄y : = 2πδ2(ȳ) , κ̄z : = 2πδ2(z̄) , κ̄y ? κ̄y = κ̄z ? κ̄z = 1 , (2.24)

where the chiral delta functions are assumed to be real-analytic,14 i.e. δ2(My) =

(detM)−1δ2(y) where (My)α ≡Mαβyβ , idem δ2(z). As a consequence,

J = κy ? jz + κ̄y ? ̄z , jz := − ib
4
dzα ∧ dzακz , ̄z := − ib̄

4
dz̄α̇ ∧ dz̄α̇κ̄z (2.25)

One also has

J ? J = −1

8
κy ? κ̄y ? (κzdz

αdzα) ?
(
κ̄zdz̄

α̇dz̄α̇
)
. (2.26)

Master field equations. The dynamical fields of the (duality unextended15) Vasiliev

system are two horizontal forms Φ and A of degrees zero and one, respectively, obeying

d̂A+A ? A+ Φ ? J = 0 , d̂Φ + [A ,Φ]π = 0 , (2.27)

14In the sense that they preserve real-analyticity of the test function.
15In the FCS off-shell formulation, the field content is unified into a Quillen superconnection whose

linearized field content consists of an equal number of even and odd forms (in isomorphic representa-

tions) [32, 33]; this topological supersymmetry implies that the AKSZ partition function is finite at one-loop

on manifolds with boundary.
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which are compatible with homotopy relations of d̂ and ?, thereby defining a Cartan inte-

grable system. As a consequence, Cartan curvatures transform covariantly under

δA = d̂ε+ [A , ε]? , δΦ = − [ε ,Φ]π , (2.28)

where ε are infinitesimal parameter defined locally on coordinate charts (hence not subject

to any boundary conditions).

Bosonic models. The equations of motion are compatible with the reality conditions

Φ† = π(Φ) , A† = −A , (2.29)

and linear projection conditions

ππ̄(Φ) ≡ τ2(Φ) = Φ , ππ̄(A) ≡ τ2(A) = A , (2.30)

which define the bosonic model. This model can be projected further by imposing

τ(Φ) = π(Φ) , τ(A) = −A , (2.31)

which defines the minimal bosonic model.

Type A and B model. The parity operation P is an automorphism of Ωhor(U|R) that

acts non-trivially on its coefficient fields as well as the basis of R. The action on the latter

is induced from

P (yα, ȳα̇; zα, z̄α̇) = (ȳα̇, yα;−z̄α̇,−zα) ; (2.32)

the action on the coefficient fields is then induced by constraining P (Φ) and P (A). There

are two possibilities corresponding to taking the Lorentz singlet component of Φ to be

either even or odd under P , viz.

Type A model (parity even scalar) : P (Φ, A, J) = (Φ, A, J) , b = 1 , (2.33)

Type B model (parity odd scalar) : P (Φ, A, J) = (−Φ, A,−J) , b = i . (2.34)

2.2 Unfolded Fronsdal fields and COMST

Upon decomposing

A = A[1;0,0] +A[0;1,0] +A[0;0,1] , (2.35)

and defining

U := A[1;0,0] = dxµUµ , V = A[0;1,0] +A[0;0,1] = dZαVα , (2.36)

the equations of motion split into

qΦ + [V ,Φ]π = 0 , dΦ + [U ,Φ]π = 0 , (2.37)

qV + V ? V + Φ ? J = 0 , qU + dV + [U , V ]? = 0 , dU + U ? U = 0 . (2.38)
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In the context of a perturbative expansion around AdS4, subject to suitable boundary and

gauge conditions in twistor space that we shall exhibit in detail in the next section, the

linearized initial data

W (1) := U (1)|Z=0 , C(1) := Φ(1)|Z=0 , (2.39)

turn out to obey

D
(0)
ad W

(1) = − ib

4
eαα̇e α̇

α ∂ȳα̇∂
ȳ
α̇C

(1)

∣∣∣∣
y=0

− ib̄

4
eαα̇eαα̇∂

y
α∂

y
αC

(1)

∣∣∣∣
ȳ=0

, (2.40)

D
(0)
tw C

(1) = 0 , (2.41)

which decompose under Sp(4) into unfolded equations of motion for a set of Fronsdal fields

of spins s ∈ {0, 1, 2, 3, . . . } under the bosonic projection (2.30) and s ∈ {0, 2, 4, . . . } under

the minimal bosonic projection (2.31). This result is known as the Central On Mass Shell

Theorem (COMST). In other words, the Vasiliev system can be subjected to boundary and

gauge conditions in twistor space such that its linearization around anti-de Sitter spacetime

describes the gluing of a Weyl zero-form Φ(1) to an adjoint one-form W (1) via the two-form

cocycle appearing in the constraint on the linearized curvature two-form D
(0)
ad W

(1) in (2.40).

A key feature of the linearization procedure is that the aforementioned cocycle assumes

the canonical form as stated by the Central On Mass Shell Theorem (COMST) in a basis

where the spin-s Fronsdal field is identified as

φµ(s) := e(µ1

α1α̇1 · · · eµs−1
αs−1α̇s−1(∂yα)s−1(∂ȳα̇)s−1Wµs)

∣∣
Y=0

, (2.42)

where eµ
αα̇ is the AdS4 vierbein, and the generalized spin-s Weyl tensor as

Cα(2s) := (∂yα)2sC
∣∣
Y=0

, Cα̇(2s) := (∂ȳα̇)2sC
∣∣
Y=0

. (2.43)

2.3 Locally defined solution spaces

Gauge functions and virtual configurations. Vasiliev system can be integrated on

a coordinate chart U4 ⊂ X4 by applying a locally defined gauge function

M : U4 ×Z4 → G(Y4) , (2.44)

valued in a Cartan gauge group G(Y4) to a particular solution (Φ′, V ′) to

qΦ′ +
[
V ′ ,Φ′

]
π

= 0 , qV ′ + V ′ ? V ′ + Φ′ ? J = 0 , dΦ′ = 0 , dV ′ = 0 , (2.45)

on Z4, referred to as a virtual twistor space configuration, viz.

U = M−1 ? dM , V = M−1 ? qM +M−1 ? V ′ ? M , Φ = M−1 ? Φ′ ? π(M) . (2.46)
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Integration constants. The virtual configuration encodes

(i) a zero-form integration constant

C ′ := PΦ′ , (2.47)

where P projects onto the q-cohomology in form degree zero. This data can be given

equivalently in terms of

Ψ′ : = C ′ ? κy , qC ′ = qΨ′ = 0 ; (2.48)

(ii) a flat twistor space connection16

θ′ := V ′|Ψ′=0 , (2.49)

obeying

qθ′ + θ′ ? θ′ = 0 . (2.50)

We refer to (Ψ′; θ′) as the integration constants for the Vasiliev system on U4 ×Z4.

Classical perturbative expansion. We shall consider perturbative expansions

Ψ′ =
∞∑
n=1

Ψ′(n) , (2.51)

inducing expansions

Φ′ =

∞∑
n=1

Φ′(n) , V ′ =

∞∑
n=0

V ′(n) , M = M (0) ?

(
1 +

∑
n>1

H(n)

)
, (2.52)

around

Φ′(0) = 0 , V ′(0) = θ′ , (2.53)

where (Φ′(n), V ′(n), H(n)) are nth order in Ψ′(1), and M (0) is a Ψ′-independent gauge func-

tion. As we propose in section 5, the perturbative expansions of M and Ψ′ may be induced

by boundary conditions on C.

Holomorphic gauge and spin-frame on Z4. In ALAdS geometries, it is convenient

to give the virtual twistor space configuration in the holomorphic gauge [20]

Φ′ = Φ′(Y ) = Ψ′ ? κy , V ′α = V ′α(Y ; z) =

∞∑
n=1

Ψ′?n ? v′α,n(z) , (2.54)

where we have assumed that θ′ = 0, and v′ := dzα
∑∞

n=1 ν
nv′α,n is a particular solution to

qv′ + v′ ? v′ + νjz = 0 , (2.55)

built from distributions on Z4 using a spin-frame u±α (see appendix A), that is, a holomor-

phic metric

ds2
z := Dαβdzαdzβ , Dαβ := 2u+

(αu
−
β) , u+u− = 1 . (2.56)

16Examples of non-trivial flat twistor space connections are given in [13].
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2.4 Global formulation

Moduli spaces and Cartan gauge orbits. A classical solution space M̌ consists of

globally defined master field configurations on C obtained by gluing together chartwise

defined master fields (A,Φ) using transition functions T from a principal bundle P̌ with

structure group Ǧ ⊆ G. The space M̌ is coordinatized by classical observables given by

globally defined functionals

O : (T ;A,Φ) ∈ M̌ 7→ O[T ;A,Φ] ∈ R . (2.57)

The configurations are constructed from classical moduli parameters given by gauge func-

tions M ∈ Γ(M;X4 × Z4), where M := [P ×G G] is associated17 to a principal G-bundle

P, and by virtual configurations (T ′;A′,Φ′) associated to P̌. Thus, M̌ can be sliced into

Cartan gauge orbits

(T (M))ηξ = (Mξ)
−1 ? (T ′)ηξ ? Mη , (2.58)

(A(M))ξ = (Mξ)
−1 ? (d̂+A′ξ) ? Mξ , (2.59)

(Φ(M))ξ = (Mξ)
−1 ? Φ′ξ ? π(Mξ) , (2.60)

where ξ and η are chart indices, and (T (M);A(M),Φ(M)) obey boundary conditions, namely,

T (M) must belong to Ǧ and the sections must fall off correctly in asymptotic regions of C,
which thus constrain the virtual data (T ′;A′,Φ′) and the gauge function M . The Cartan

gauge orbits decompose into equivalence classes

[M1] ∼ [M2] ⇔ ∀O , O[T (M1);A(M1),Φ(M1)] = O[T (M2);A(M2),Φ(M2)] . (2.61)

As usual, the gauge parameter S := M−1
2 ?M1 and the corresponding gauge transformation

are said to be small, or proper, if [M1] ∼ [M2] in the above sense and large, or improper,

otherwise. We shall refer to both types simply as gauge transformations, keeping in mind

that the large ones comprise classical moduli. Thus, the classical moduli space M̌ has the

structure of a locally fibered space, viz.

[Γ(M;X4 ×Z4)] ↪→ M̌ Proj−→ I , (2.62)

where I consists of G-equivalence classes of zero-form integration constants (Ψ′, v′), that

is, two pairs of integration constants are considered equivalent of they reside on the same

Cartan gauge orbit.

The construction of classical field configurations thus requires the specification of spaces

of virtual data and physical boundary conditions, to which we turn next.

17We recall that a principal G-bundle is a space P on which G acts freely and transitively from the

right; its fibers are G-torsors and its projection map π : P → P/G. Its local trivializations are equivariant

isomorphisms φξ : Uξ×G→ π−1(Uξ), viz. φξ(p, g) = φξ(p, e)g. The gauge functionsMξ : Uξ → G are locally

defined sections of the associated bundle [P ×G G], where [u, g] ∼ [ug, e], viz. Mξ(p) = [φξ(p,Mξ(p)), e] =

[φξ(p, e),Mξ(p)].
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Perturbative global formulation. In the context of a perturbative expansion (2.52),

we take the master fields to belong to

Γ(M̌;X4 ×Z4) ≡ E :=
⊕
n>0

E(n) , (2.63)

which is a perturbatively defined differential graded associative algebra with a graded

trace operation STrE . Likewise, we assume that gauge functions and transition functions,

respectively, belong to formally defined groups

G : =
⊕
n>0

G(n) , Ǧ : =
⊕
n>0

Ǧ(n) , Ǧ(n) ⊆ G(n) , (2.64)

to which we associate corresponding connections that act on the sections in adjoint repre-

sentations, that is, we assume that

Ad?GE = E . (2.65)

Separation of twistor space variables and chiral traces. Over a chart U4 ⊂ X4, we

shall assume that the dependence on Y4 and Z4 of master fields and gauge functions can

be separated, viz.

f |U4×Z4=
∑
λ,λ′

fλ,λ′(x, dx)∆λ
x(Z, dZ) ?Θλ′

x (Y ) , (2.66)

where, at a given point x ∈ U4, Θλ′
x span an associative algebra A(Y4) of symbols on Y4

and ∆λ
x(Z, dZ) span a differential graded associative algebra of forms on Z4; and where

fλ,λ′ are locally defined forms on U4. Notice that the index can be discrete or continuous.

In the latter case, eq. (2.66) takes the form

f |U4×Z4=

∫
dλdλ′ fλ,λ′(x, dx)∆λ

x(Z, dZ) ?Θλ′
x (Y ) . (2.67)

In particular, for bosonic symbols f that are sections, the statement is that they belong to

E(U4) := Ω(U4)⊗ 1

2
(1 + ππ̄)

(
Ω(Z4|J)⊗A(Y4)

)
, (2.68)

where

(i) A(Y4) is a star-product algebra of functions of Y that is equipped with a (cyclic)

trace operation TrA(Y4) used to define classical observables.18,19 The Klein operators

κy and κ̄ȳ are also assumed to belong to A(Y4).

18Asking for a finite trace is appropriate to construct solutions from initial data given in compact basis,

such as the ones considered in section 4. This condition is relaxed in the context of amplitude computa-

tions [45, 48], where the initial datum for bulk-to-boundary propagators is given in non-compact basis, and

where the resulting observable are expected to diverge at colliding points on the boundary.
19In appendix B, we give possible definitions of trace operations, including one that is relevant for field

configurations obtained from massless particle and black hole states.
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(ii) Ω(Z4|J) is the space of forms on Z4 given by

Ω(Z4|J) = Ω(S2|jz)⊗ Ω(S
2|j̄z̄) , Ω(S

2|j̄z̄) = (Ω(S2|jz))† , (2.69)

and20

Ω(S2|jz) := Ω(S2) ∪ Ω[0](S
2) ? jz , Ω(S2) = L1(S2) ∩ L∞(S2) , (2.70)

equipped with the chiral graded cyclic trace operation∮
Z4

f(z, dz) ? f̄(z̄, dz̄) :=

∮
S2

f(z, dz)

∮
S

2
f̄(z̄, dz̄) , (2.71)

i.e., we assume that Z4

top∼= S2 × S2
where S2 and S

2
are treated as two separate

real non-commutative two-spheres each given by the non-commutative R2 with a

(commuting) point added at infinity. The relation to the usual trace
∫
d4Z associated

with the Groenewold-Moyal product induced on Ω(Z4) from (2.9) is given by the

definition of integrals of forms. In terms of the spin frame (D.2), the real two-

dimensional measure is

d2z = dz+dz− =
1

2
dzαdzα ,

∫
S2

dzαdzακz = 4π . (2.72)

The full supertrace operation on E is then defined via the factorisation property (2.66) as

STrE :=

∮
Z4

TrA(Y4) . (2.73)

Fronsdal branch. E is assumed to contain a branch EFr whose sections have restrictions

to submanifolds X4,Fr of X4 that admit interpretations in terms of Fronsdal fields defined

as in (2.42), (2.43),21 that is, the sections in EFr are valued in a subspace AFr(Y4) of A(Y4)

that consists of non-polynomial functions on Y4 that are analytic at Y = 0 and that need

not form a star-product algebra.22 In the linearized analysis to be performed in section 4,

we shall work, however, with a subspace of EFr whose elements restricted to X4,Fr take

value in a star-product algebra, that is given by an operator algebra (of endomorphisms of

an extended Fock space).

20The space Ω(S2), which consists of chiral forms that are bounded and integrable, forms a star product

subalgebra of Ω(S2|jz), and Ω[2](S
2)∩

(
Ω[0](S

2) ? jz
)
6= ∅. The element κz is excluded from Ω[0](S

2|jz), as

κz ? jz does not have a finite chiral trace; likewise dzακz is excised from Ω[1](S
2|jz).

21In the original interpretation [2–4] of the theory as a deformation of Fronsdal theory, X4,Fr was taken

to coincide with X4. In section 5.2, however, we shall assume X4,Fr to be a neighborhood of the conformal

boundary of AdS4.
22The space of real-analytic functions at Y = 0 does not form a star product algebra. For example, given

a star-invertible Fourier transformable function f (e.g. a generic gaussian in Y ), one has f ? F(f−1) =

f ? (f−1 ? (κy ? κ̄ȳ)) = κyκ̄ȳ.
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2.5 Regular computational scheme

As shown in [12, 13, 15, 19, 20, 22, 23, 59], the virtual configurations corresponding to

physically interesting solution spaces are non-polynomial in twistor space. In order to

facilitate perturbative computations on-shell using virtual classical moduli, it is convenient

to adopt the following rules:23

(i) Regular presentations. When master fields and gauge functions are presented in

factorized form with respect to Y and Z as in (2.66), the oscillator dependence of

each factor is expanded over a set of elements closed under star product (see for

example [20]). For example, for the master fields of the solution spaces that have

been studied in [15, 16, 19, 20, 23], this step amounts to:

– expanding their Y -dependence by means of a contour-integral presentation of

elements Pm1,m2|n1,n2
, mi, ni ∈ Z − 1/2, that correspond to endomorphisms

|m1,m2〉〈n1, n2| of two-dimensional (anti-)Fock spaces. For such cases, A(Y4) =

End(F (+) ⊕ F (−)). In section 4 we shall review a subset of these solutions

representing massless particle and higher-spin black-hole states: the regular

presentation of their virtual configuration Φ′(1) is given by (4.47) for particles,

and by the same element star-multiplied by κy for black holes;

– expanding the Z-dependence of the Z-space connection in terms of open para-

metric integrals realizing deformed oscillators in Z-space, with deformation term

proportional to κz (as we review in appendix C.2). In particular, such integrals

realize the deformed oscillators in terms of gaussian elements in z (and z̄ for

their complex conjugates) as in (C.22), (C.23), and at first order in pertur-

bation theory such integral realize a potential for a delta-function source, see

appendix C.3.

The above two examples can be unified into a more general notation for regularly-

presented master fields and gauge functions

T [f ](Y,Z, dZ) :=

∫
S∈sym8(C), T∈C8

d36Sd8T f(S, T ; dZ)ES;T , (2.74)

using chiral integration measures, where

ES;T (Ξ) := exp
(
i
2ΞtSΞ + iT tΞ

)
, Ξ =

(
Y

Z

)
, (2.75)

and f(S, T ; dZ) may contain additional parametric integrals. However, whether one

can actually choose the kernel f(S, T ; dZ) so as to represent symbols taking value

outside the algebra generated by the two above examples is left for future studies.

23We would like to stress that (i) and (ii) do not imply that (iii) is automatically satisfied.
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(ii) Nested integration order. The following operations involving the twistor variables Yα
and Zα:

– Derivatives

g(∂Y , ∂Z)T [f ](Y ;Z, dZ) :=

∫
d36Sd8T f(S, T ; dZ)g(∂Y , ∂Z)ES;T ; (2.76)

– Traces24

TrA(Y4) T [f ](Y ;Z, dZ) :=

∫
d36Sd8T

∫
Z4

f(S, T ; dZ) TrA(Y4)ES;T , (2.77)

where the trace operation requires a factorization of ES;T ;

– Star products

T [f ] ? T [g] :=

∫
d36Sd8T

∫
d36S′d8T ′ f(S, T ; dZ)g(S′, T ′; dZ)

(
ES;T ? ES′;T ′

)
,

(2.78)

where ES;T ? ES′;T ′ is computed using (2.9);

– Homotopy integrals (cf (3.40))

q(E+V )∗T [f ] =

∫
S∈sym8(C),T∈C8

d36Sd8T

∫ 1

0

dt

t
ı ~E+~V f(S,T ; tdZ) ES;T |Z→tZ+(t−1)V ,

(2.79)

are performed prior to the auxiliary integrals.

(iii) Ambiguity-free nesting. At each order of classical perturbation theory, the on-shell

master fields must have unambiguous regular presentations, such as to generate a

perturbatively defined differential graded associative algebra.

In the following, we shall employ the above calculational scheme in moving from the sim-

ple factorized regular presentations such as (4.47) and (C.22), cast the resulting Z-space

connection in normal order and then integrating the equations for the gauge fields subject

to a gauge choice and to specific boundary conditions, thereby obtaining “induced” regular

presentations for the spacetime one-form and for the gauge functions in normal ordering.

We would like to make the following remarks:

(a) Although rule (ii) requires to perform all parametric integrals as the very last step, the

result should stay unchanged if one first performs sub-integrals that do not interplay

with the Yα and Zα variables. This relaxed prescription allows one to define the

◦-product (D.10) as in [11] and to establish the algebra (4.34) as in [15, 20].

(b) Rule (iii) provides a non-trivial condition which in some cases may actually resolve

apparent ambiguities in the choice of regular presentation; for an example, see ap-

pendix E of [23].

24The regularised trace discussed in appendix B should be generalised in a way that is compatible with

this prescription.
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(c) The expansion is not unique, and in fact can always be rewritten in the form f(S, T ) =

δ36(S)f(T ), as the Gaussians can be Fourier transformed.25 This basis is also inter-

esting because of the property

E0,T = eiϕ(T )E0,TY ? E0,TZ , ∂ZαE0,TY = ∂Yα E0,TZ = 0 , (2.80)

where ϕ(T ) can be computed using eq. (2.9) which makes eq. (2.67) manifest.

(d) A generalization of this kind may actually help avoiding the ambiguity in the expan-

sion (B.3), but a regularized trace adapted to elements as general as (2.74) is yet to

be defined.

(e) The generic mode functions ES,T of the expansion (2.74) belong to the group alge-

bra CSpH(8) where SpH(8) is the semi-direct product of Sp(8) with the Heisenberg

group.26 Indeed, one can show27 that its generic element can be written

exp?
(
i
2ΞtAΞ + iΛΞ

)
(2.81)

=
1√

det cosh(A)
exp

(
i
2ΞtS(A)Ξ + iT (A,Λ)Ξ− iΛT (A,Λ)− i

2T (A,Λ)AT (A,Λ)
)

;

in particular, if

A =

(
A 0

0 0

)
, Λ =

(
0

0

)
, (2.82)

then S(A) and T (A,Λ) are given by

S =

(
tanhA 0

0 0

)
=

(
1−e−2A

1+e−2A 0

0 0

)
, T =

(
0

0

)
, (2.83)

which is the Cayley transform of the group element obtain from the generator 2iA,

thereby giving the identification [60] between Weyl ordered gaussians and group

elements.

(f) The group algebra contains elements whose symbols in normal order are not Gaus-

sians but that are nonetheless included in the integral representation (2.74) as bound-

ary limits. An example of such elements are those of the form (2.82) for which

(1 + e−2A) is not invertible.

(g) There is a set of matrices S for which ES,T (2.75) does not belong to the group alge-

bra. For example, from (2.83) it follows that this is the case of S =

(
B 0

0 0

)
with B

25f(T ) itself can contain distributions, which happens for example in the case where the support of

f(S, T ) contains points (S, T ) where S is not invertible.
26SpH(8) is itself a twist of ISp(8;R) by the same cocyle as the one defining the Heisenberg algebra.
27The case of A squaring to a number was proven in [19] (see also [59]). The general proof works in

the same way, except that one writes a first order equation for S(A) rather than postulating that it is

proportional to A.
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outside the image of the tanh map. It similarly happens for the Z-space counterpart

of this example, as in the case of the elements (D.6); i
2

1−s
1+sD is indeed outside the

image of tanh for the limiting points s = ±1 of the integration domain as well as for

the central point s = 0. This parametric integral is thus expanded in the closure of

the group algebra CSp(8) rather than in the algebra itself.

(h) The composition rule for ES;T ?ES′;T ′ obtained using (2.9) is the analytic continuation

of the product in SpH(8,C) [46].

(i) The higher-spin initial datum (4.51) is expanded as

Φ
′(1)
pt = T

[
δ36(S − Sη)δ8(T + iX)

]
, ΞSηΞ = 4iηE , XΞ = χy + χ̄ȳ . (2.84)

This Weyl tensor are expanded within SpH(8), as Sη is in the image of tanh for η

encircling ε. Notice however that the η contour in eq. (4.47) is not the image of a

closed contour in the group algebra, as it unavoidably crosses a branch cut of the

inverse tanh map. Similarly, one possibility for the black hole modes (4.52) is to

expand them over the Heisenberg group generators as

Φ
′(1)
bh = T

[
1

2π
δ36(S)δ6 (T (1−Πη)−X(1−Πh)) exp(−TΠhX)

]
, (2.85)

Ξ1ΠηΞ2 = y1(y2 − iησ0ȳ2) , Ξ1ΠhΞ2 = y1y2 .

In both cases (Φ
′(1)
pt and Φ

′(1)
bh ), the expansion not only facilitates computations but

also regularizes the formally divergent star product P1 ? P−1 [15, 20].

3 Linearized solution spaces and unfolded Fronsdal fields

In this section, we linearize Vasiliev’s equations around anti-de Sitter spacetime and de-

scribe a linearized solution space that contains properly unfolded Fronsdal fields, as stated

by the COMST. We would like to stress that

– the linearized fields as well as the vacuum are configurations on C given by regular

presentations that make sense in various ordering schemes;

– the unfolded Fronsdal fields arise in an adjoint one-form W (1) and twisted adjoint

zero-form C(1) that can be obtained from the master fields on C by localizing the

latter to Z = 0 in normal order;

– the COMST requires the twistor space connection on C to obey a relaxed twistor space

gauge condition that only determines the linearized gauge function up to O(Z2) in

normal order.

In the next section, we shall map the linearized fields in the holomorphic gauge to the

relaxed gauge in the cases of black hole and particle states, thereby corroborating the com-

patibility between the gauge function method and the COMST in these cases. In section 5,

we shall extend these results to a proposal for a Fefferman-Graham-like perturbative con-

struction of ALAdS solution spaces to Vasiliev’s equations.
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3.1 Linearization around anti-de Sitter background

Vacuum. The (proper) anti-de Sitter vacuum AdS4 of Vasiliev’s equations is obtained

by taking

X4

top∼= S1 × S3 , X ′4
top∼= S1 × (S3 \ {N})

top∼= S1 × R3 , (3.1)

where N is a point on S3, and choosing a vacuum gauge function

L : X ′4 ×Z4 → SO(2, 3) , qL = 0 , (3.2)

that is homotopic to28 a section of SO(1, 3) ↪→ SO(2, 3)→ SO(2, 3)/SO(1, 3) ≡ AdS4. The

vacuum field configuration is given by

U (0) = Ω(0) := L−1 ? dL , Φ(0) = V (0) = 0 , (3.3)

that is, in accordance with eq. (2.46), we have

M (0) = L , Φ′ = V ′ = 0 . (3.4)

If L is a section, then Ω(0) = L∗Θ, the pull-back of the Maurer-Cartan form Θ on SO(2, 3)

to X ′4, that is

Ω(0) =
1

4i
Ω(0)αβYαYβ ≡

1

4i

(
ω(0)αβyαyβ + ω̄(0)α̇β̇ ȳα̇ȳβ̇ + 2e(0)αβ̇yαȳβ̇

)
, (3.5)

where e(0)αβ̇ is a vierbein on AdS4 with compatible spin connection (ω(0)αβ , ω̄(0)α̇β̇).

In what follows, we shall work with a vacuum gauge function corresponding to the

stereographic coordinate for AdS4 [61]; for details, see appendix A.

Linearized equations of motion In a perturbative expansion around the AdS4 vacuum,

the linearized Vasiliev system reads

qΦ(1) = 0 , (3.6)

D
(0)
tw Φ(1) = 0 , (3.7)

qV (1) + Φ(1) ? J = 0 , (3.8)

qU (1) +D
(0)
ad V

(1) = 0 , (3.9)

D
(0)
ad U

(1) = 0 , (3.10)

which is a Cartan integrable set of curvature constraints.

The adjoint and twisted-adjoint background covariant derivatives of a master field f ,

i.e. a horizontal differential form f = f(x, Z, dx, dZ;Y ) on Y4 ↪→ X4×Y4×Z4 → X4×Z4,

are defined by

D
(0)
ad f : = L−1 ? d

(
L ? f ? L−1

)
? L = df +

[
U (0) , f

]
?
, (3.11)

D
(0)
tw f : = L−1 ? d

(
L ? f ? π(L−1)

)
? π(L) = df +

[
U (0) , f

]
π
, (3.12)

28The section condition need only hold in a tubular neighbourhood of the boundary S1 × {N}.
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respectively. It follows that

D
(0)
ad = d+ Ω(0)αβYα∂

(Y )
β − iΩ(0)αβ∂(Y )

α ∂
(Z)
β , (3.13)

D
(0)
tw = d+ Ω

(0)αβ

(+) Yα∂
Y
β − iΩ

(0)αβ

(+) ∂Yα ∂
Z
β

− i

2
Ω

(0)αβ

(−) YαYβ − Ω
(0)αβ

(−) Yα∂
Z
β +

i

2
Ω

(0)αβ

(−) ∂Yα ∂
Y
β +

i

2
Ω

(0)αβ

(−) ∂Zα ∂
Z
β , (3.14)

where

Ω
(0)αβ

(±) YαYβ :=
1

2
(1± π)Ω(0)αβYαYβ . (3.15)

Symmetries. The background is left invariant under Cartan gauge transformations with

rigid group elements G(0) obeying

D(0)G(0) = 0 , qG(0) = 0 , (3.16)

that is,

G(0) = L−1 ? G′(0) ? L , dG′(0) = 0 = G′(0) , (3.17)

referred to as Cartan-Killing symmetries.

As for the linearized equations of motion (3.6)–(3.10), they exhibit two types of sym-

metries. Indeed, in addition to Cartan-Killing transformations

(U (1), V (1); Φ(1) ? κy)→ (G(0))−1 ? (U (1), V (1); Φ(1) ? κy) ? G
(0) , (3.18)

they are also invariant under abelian linearized gauge transformations

δεU
(1) = D

(0)
ad ε

(1) , δεV
(1) = qε(1) , δεΦ

(1) = 0 , (3.19)

with unconstrained local parameters. Thus, Φ(1) is invariant under the abelian gauge

transformations, while U (1) and V (1) decompose into sections and connections defined by

the structure group.

Linearized solution spaces. Linearized solution spaces can be generated by applying

finite gauge transformations with vacuum gauge function L and (linearized) gauge function

H(1) to a twisted-adjoint integration constant C ′(1) for the Weyl zero-form Φ(1), viz.29

U (1) = D
(0)
ad H

(1) , Φ(1) = C(1) = L−1 ? C ′(1) ? π(L) , (3.20)

V (1) = L−1 ? V ′(1) ? L+ qH(1) , (3.21)

where V ′(1) a particular solution to

qV ′(1) + C ′(1) ? J = 0 , dV ′(1) = 0 . (3.22)

The resulting classical solution space thus decomposes into Cartan gauge orbits which can

be exhibited by defining

H(1) = L−1 ? H ′(1) ? L , ε(1) = L−1 ? ε′(1) ? L , (3.23)

29Note that, due to (3.6), at first order Φ(1) and C(1) defined in (2.39) coincide. We shall therefore use

these two notations interchangeably at first order.
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such that

U (1) = L−1 ? dH ′(1) ? L , Φ(1) = L−1 ? C ′(1) ? π(L) , (3.24)

V (1) = L−1 ? (V ′(1) + qH ′(1)) ? L ; (3.25)

the gauge orbits are then generated by

δε′H
′(1) = ε′(1) , δε′V

′(1) = 0 , δε′C
′(1) = 0 . (3.26)

Thus, the solution space has the structure of proper gauge orbits over a linearized moduli

space coordinatized by C ′(1) and equivalence classes [H ′(1)] defined such that [H ′(1)] ∼
[H̃ ′(1)] if L−1 ? (H̃ ′(1) −H ′(1)) ? L is a small gauge parameter.

3.2 Twistor space decomposition and spacetime unfolded system

Resolution operators and cohomology projectors. In order to embed unfolded

Fronsdal fields into the gauge function, we decompose a form field f given by a regular

presentation in Ω(U4)⊗ Ω(Z4|S)⊗A(Y4), where U4 ⊆ X4, as

f = q∗g + qh+ c , (3.27)

where

– g := qf is the source of f ;

– q∗ is a resolution operator providing a particular co-source;

– h is a gauge function (or form);

– c represents an element in the q-cohomology H(q) ⊂ Ω(Z4|S) valued in Ω(U4)⊗A(Y4),

that is,

c = Pf , P : Ω(Z4|S)→ H(q) , P2 = P ; (3.28)

– the decomposition is compatible with the regular presentation, i.e.

f = q∗qf + qh+ Pf , (3.29)

where q∗q and P act on the Gaussian building blocks of f prior to performing the

auxiliary integrals.

For Z4

top∼= S2× S2
, H(q) is generated by 1, jz, ̄z̄ and jz ̄z̄, and Pf contains form fields on

U4 in corresponding co-form degrees valued in A(Y4).

Thus, the projection of (Φ(1), U (1), V (1)) onto H[0](q)
30 yields a differential zero-form

PΦ(1) and a spacetime one-form PU (1) on U4; while there is no cohomological part associ-

ated to V (1) ∈ Ω1(Z4).

30Notice that H[0](q) is the only cohomology that is relevant for the (duality unextended) Vasiliev system.

The cohomologies in degrees greater than one are activated in the Frobenius-Chern-Simons system [32, 33]

as well as in other extensions of the Vasiliev system [62, 63] involving higher-degree forms.
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Twistor space gauges. Given a decomposition using (q(A)∗,P(A)), we shall refer to the

projection

f (A) := q(A)∗g + c(A) ≡
(
q(A)∗q + P(A)

)
f , (3.30)

of f obtained by setting h(A) to zero, as the twistor space A-gauge. Two such gauges may

be physically distinct, as the gauge function carries physical degrees of freedom (arising

via boundaries or other topological defects).

Projection to unfolded system on X4. From eq. (3.6), it follows that Φ(1) is given

by its cohomological part, that is,

Φ(1) = PΦ(1) , (3.31)

independently of the choice of P, as the notation indicates. From now on, we shall assume

that Φ(1)(x, Y ) is analytic in Y at Y = 0, as is required for the interpretation (2.43) as Weyl

tensor generating function.31 Decomposing V (1) and U (1), respectively, using (q(A)∗,P(A))

and (q(B)∗,P(B)), it follows from eqs. (3.8) and (3.9) that

V (1) = −q(A)∗(Φ(1) ? J) + qh(1,A) , (3.32)

U (1) = q(B)∗D
(0)
ad

(
q(A)∗(Φ(1) ? J)− qh(1,A)

)
+W (1,A,B) , (3.33)

where the cohomological part

W (1,B) = P(B)U (1) , (3.34)

is a one-form field on X4 that does not depend on the Z variables. Thus, in the A-gauge,

V (1,A) = −q(A)∗(Φ(1) ? J) , (3.35)

U (1,A) = q(B)∗D
(0)
ad q

(A)∗(Φ(1) ? J) +W (1,A,B) ; (3.36)

as the notation indicates, the choice of (q(B)∗,P(B)) affects W (1,A,B) but not U (1,A).

The remaining linearized field equations, that is, eqs. (3.7) and (3.10), now read

D
(0)
ad W

(1,A,B) = −(D
(0)
ad q

(B)∗)(D
(0)
ad q

(A)∗)(Φ(1) ? J) , (3.37)

D
(0)
tw Φ(1) = 0 , (3.38)

which constitute a free differential algebra on X4. The Cartan integrability of the original

system on X4×Z4 implies that as the left-hand side of eq. (3.37) is Z-independent so is its

right-hand side, whose normal and Weyl ordered forms are hence equal; for further details,

see for example [31].

31Strictly speaking, this requirement is necessary only at generic spacetime locations, where the inter-

pretation in terms of Fronsdal fields holds. For example, this is not the case at the singular point of the

black-hole-like solutions that are discussed in section 4.
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Resolution from homotopy contraction. A particular form of resolution operator on

V4 ⊂ Z2 can be obtained by choosing a vector field ~V on V4 such that every point on V4 is

connected by a unique vector field flow to a base point p0 (where thus ~V |p0 = 0). We then let

q(V )∗ :=

∫ 1

0

dt

t
tL~V ı~V , (3.39)

denote the resolution operator given by homotopy contraction along ~V . For example, we

may take Z(p0) = 0 and contract along the Euler vector field ~E := Zα~∂Zα . In particular, if

V α is Z-independent, then

q(E+V )∗g = ı ~E+~V

∫ 1

0

dt

t
g(x, tZ + (t− 1)V ; dx, tdZ;Y ) . (3.40)

The homotopy contractions square to zero. In trivial topology, the homotopy contraction

q(E+V )∗ has the property that

P(E+V ) := 1− qq(E+V )∗ − q(E+V )∗q , (3.41)

projects on the q cohomology [31]. This projector is the one appearing in eq. (3.29), as can

be shown by acting on both sides of eq. (3.27). Different linearized solution spaces can be

constructed by using resolution schemes referring to different homotopy contracting vector

fields in twistor space, as we shall exemplify next.

Standard homotopy contraction procedure. Taking q(A)∗ = q(B)∗ = q(E)∗, i.e. re-

solving the Z-space equations for V (1) and U (1) using homotopy contraction along ~E, yields

D
(0)
ad W

(1,E,E) = − ib
4
eαα̇e α̇

α ∂ȳα̇∂
ȳ
α̇Φ(1)(x; 0, ȳ)− ib̄

4
eαα̇eαα̇∂

y
α∂

y
αΦ(1)(x; y, 0) , (3.42)

which provides a cocycle Σ(e, e; Φ(1)) that glues the twisted-adjoint zero-form module to

the adjoint one-form module in a manifestly Lorentz covariant fashion in accordance with

the COMST.

However, as we shall see in section 3.4, the above procedure amounts to imposing a

gauge condition on the twistor space connection that can be relaxed without violating the

COMST’s requirements.

Weyl-ordered procedure. Another possible choice is to resolve the Z-space equations

for V (1) and U (1) using homotopy contraction along ~E + i~∂Y with ~∂Y := ∂
α
Y
~∂Zα ,

q(E+i∂Y )∗g = ı ~E+i~∂Y

∫ 1

0

dt

t

∫
d4Y ′g(x, tZ + i(t− 1)∂Y ; dx, tdZ;Y ′)δ4

(
Y − Y ′

)
. (3.43)

This choice is equivalent to homotopy contracting in Weyl order using q(E)∗, viz.

q(E+i∂Y )∗ = τ̂−1q(E)∗τ̂ , (3.44)

where

τ̂ f(Y, Z) :=

∫
d4Y ′d4Z ′

(2π)4
exp

(
−i(Y − Y ′)(Z − Z ′)

)
f(Y ′, Z ′) , (3.45)
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maps symbols from normal to Weyl order, that is, if fN and fW , respectively, are the Weyl

and normal ordered symbol of an operator, then fW = τ̂ fN .

The advantage of homotopy contracting in Weyl order is the factorisation property

q(E+i∂Y )∗(f(Y ) ? g(Z; dZ)) = f(Y ) ? q(E)∗g(Z; dZ) , (3.46)

which, as shown in appendix C.1, facilitates an explicit all order perturbative solution

to the Vasiliev system provided that q(E)∗jz can be regularized.32 Following the regular

scheme, we use the regular presentation (D.16), which yields

V (1,E+i∂Y )
α =− b

2

∂

∂ρα

∫
d2u

2π
Φ(1)(u−z, ȳ)eiy(z−u)

∫ 1

−1

ds

1+s
exp

(
i
2

1−s
1+s uDu+ i

1+sρu
)∣∣∣∣
ρ=0

,

(3.47)

U (1,E+i∂Y ) =W (1,E+i∂Y ,E+i∂Y ) . (3.48)

As reviewed in appendix C, the all order completion of this solution gives the exact (par-

ticular) solution studied in [15, 19, 22] (in the symmetric gauge).

L-rotated procedure. An alternative scheme, which was used in [12], consists of homo-

topy contracting in the primed gauge in normal order using q(E)∗ (prior to switching on the

vacuum gauge function L). This procedure is equivalent to using the resolution operator

q(E+Ṽ )∗g := L−1 ? q(E)∗ (L ? g ? L−1
)
? L , (3.49)

which defines the Sp(4) spinor
~̃
V = Ṽ α∂Zα . In particular, using the vacuum gauge func-

tion (A.29) corresponding to stereographic coordinates, one has

ṽα : = 2i

(
∂yα +

1

1− h
x α̇
α ∂ȳα̇

)
, ˜̄vα̇ := 2i

(
∂ȳα̇ +

1

1− h
x̄ α
α̇ ∂yα

)
. (3.50)

3.3 Mapping between different resolution schemes

Two linearized solution spaces obtained using decompositions33 (q(A)∗; q(B)∗,P(B)) and

(q(A′)∗; q(B′)∗,P(B′)) are related by a gauge transformation with parameter H(1,A→A′), viz.

V (1,A′) = V (1,A) + qH(1,A→A′) , (3.51)

U (1,A′) = U (1,A) +D
(0)
ad H

(1,A→A′) , (3.52)

and a map relating the initial data for the spacetime one-form induced by first replacing

q(B)∗ by q(B′)∗ in U (1,A′), viz.

U (1,A′) = q(B)∗D
(0)
ad q

(A′)∗(Φ(1) ? J) +W (1,A′,B)

≡ q(B′)∗D
(0)
ad q

(A′)∗(Φ(1) ? J) +W (1,A′,B′) , (3.53)

32Applying q(E)∗ to jz yields the formal expression

q(E)∗jz =
ib

2
dzα

∫ 1

0

dt

t
zαδ

2(z) ,

which is a divergent integral multiplied by 0 requiring regularization.
33We assume that the q cohomology is trivial on one-forms.
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and then performing the gauge transformation (3.52), which yields the redefinition

W (1,A′,B′) = P(B′)q(B)∗D
(0)
ad q

(A)∗(Φ(1) ? J) + P(B′)D
(0)
ad H

(1,A→A′) +W (1,A,B) . (3.54)

Twistor space gauge condition. If the A′-gauge is specified by a condition

OA′V (1,A′) = 0 , (3.55)

rather than an explicit choice of q(A′)∗, then the A′-gauge can be reached from the A-gauge

by means of a gauge transformation with parameter H(1,A→A′) obeying

OA′
(
V (1,A) + qH(1,A→A′)

)
= 0 , (3.56)

which fixes H(1,A→A′) up to a residual gauge parameter h(1,A→A′) ∈ ker(OA′q).

Preferred projection. We observe that a change of cohomology projector P(B) induces

a field redefinition of W (1,A,B) that, if completely unconstrained, can be used to trivialise it.

Indeed, given a preferred integration constant W (1), one can always choose (q(B′)∗,P(B′))

such that

W (1,A,B′) = W (1) , (3.57)

by rewriting eq. (3.36) as

U (1,A) = q(B)∗D
(0)
ad q

(A)∗(Φ(1) ? J) +W (1,A,B) −W (1) +W (1) , (3.58)

and defining

q(B′)∗g := q(B)∗g +W (1,A,B) −W (1) . (3.59)

Hence it is necessary to choose a preferred projector that defines the gauge field, the

dynamics of which are then provided by the procedure of section 3.4.

3.4 Relaxed twistor space gauge condition and COMST

In what follows, we shall give a family of relaxed gauge conditions OG and a projection

P(G) such that

(a) OG has an infinite-dimensional kernel that we shall employ in section 5 in imposing

ALAdS boundary conditions;

(b) W (1,G,G) is a generating functional for unfolded Fronsdal fields (embedded as in

eq. (2.42)) in accordance with the COMST;

(c) the relaxed gauge can be reached from any twistor space gauge A in which U (1,A)

and V (1,A) are real-analytic in Z at Z = 0.34

34In principle, such a gauge A can always be obtained from a preliminary gauge transformation, as the

connection U (1,A) + V (1,A) is sourced by Φ(1) ? J , itself regular in Z. However, we do not discuss how to

systematically perform this transformation.
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The condition (b) amounts to using the following projector when solving the equation

for U (1):

P(G)f := f |Z=0 , (3.60)

where Z is set to zero in normal order prior to performing all auxiliary integrals. The

existence of this projection itself requires U (1,G) to be analytic in Z at Z = 0. The

condition (b) moreover amounts to requiring W (1,G,G) ≡ P(G)U (1,G) to be real analytic

in Y4 at Y = 0. The gauge condition is taken to be the following relaxed version of the

standard one:35

OGV (1,G) := ı ~EV
(1,G) − ~EH

(1,G)
2 = 0 , (3.61)

where H
(1,G)
2 is an arbitrary symbol such that

P(G)D
(0)
ad H

(1,G)
2 = 0 , (3.62)

i.e. any linearized gauge parameter that has no influence36 on the definition of the gauge

connection W (1,G,G). Since both U (1,A) and U (1,G) are assumed to be analytic in Z at

Z = 0, this condition implies that H
(1,G)
2 is a O(Z2) function. It follows that H

(1,G)
2

produces a deviation of the solution satisfying the conditions (a)–(c) from the standard

one built using q(E)∗ (3.40), viz.

V (1,G) = −q(E)∗(Φ(1) ? J) + qH
(1,G)
2 , (3.63)

U (1,G) = q(E)∗D
(0)
ad q

(E)∗(Φ(1) ? J) +D
(0)
ad H

(1,G)
2 +W (1,G,G) . (3.64)

Reaching the relaxed gauge. Starting in a gauge A satisfying condition (c), it follows

that (3.61) is equivalent to

H(1,A→G) = − 1

L ~E
ı ~EV

(1,A) + h(1,A→G) +H
(1,A→G)
2

= −
∫ 1

0
dtZαV (1,A)

α (x, tZ, Y ) + h(1,A→G) +H
(1,A→G)
2 , (3.65)

where H
(1,A→G)
2 is a function satisfying eq. (3.62) and where h(1,A→G) is homogeneous in

degree zero in Z, i.e. h(1,A→G)(x, Z;Y ) depends on Z only through ratios Zα/Zβ . Because

of the analyticity requirements, h(1,A→G) cannot contain such ratios, that is

qh(1,A→G) = 0 . (3.66)

Generating function for unfolded Fronsdal fields. The generating function for the

spacetime gauge fields is given by

W (1,G,G) = P(G)U (1,A) + P(G)D
(0)
ad H

(1,A→G)

= P(G)U (1,A) + iΩββ∂Yβ P(G)∂Zβ

∫ 1

0
dtZαV (1,A)

α (x, tZ, Y ) +D
(0)
ad h

(1,A→G)

= P(G)U (1,A) + iΩαβ∂Yβ P(G)V (1,A)
α +D

(0)
ad h

(1,A→G) , (3.67)

35The standard procedure, that was recalled in section 3.2, makes use of the stronger condition H
(1,G)
2 = 0.

36Strictly speaking, it would be enough that it have no influence on the gauge curvature, in which case

the procedure of section 3.5 would be modified by the introduction of the term P(G)D
(0)
ad H

(1,(A,a)→G)
2 in

the definition of O(A,a) in eq. (3.72).
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whose real-analyticity in Y4 at Y = 0 fixes h(1) modulo its real-analytic part, as we shall

analyze in more detail in section 3.5. Formally, it follows that

D
(0)
ad W

(1,G,G) = D
(0)
ad P

(G)U (1,A) + i
({

Ωαβ∂Yβ , D
(0)
ad

}
− Ωαβ∂Yβ D

(0)
ad

)
P(G)V (1,A)

α

= D
(0)
ad P

(G)U (1,A) − iΩαβ∂Yβ D
(0)
ad P

(G)V (1,A)
α

= iΩαβ∂Yα P(G)
(
∂Zβ U

(1,A) −D(0)
ad V

(1,A)
β

)
+ Ωαβ∂Yβ Ωγβ∂Yβ P(G)∂Z[γV

(1,A)
α]

(3.68)

= −Ωαβ∂Yβ Ωγβ∂Yβ P(G)(Φ(1) ? J)γα

= − ib
4

Ωαβ∂Yβ Ωγβ∂Yβ P(G)
(
εγαΦ(1)(x;−z, ȳ)eiyz

)
− h. c.

= − ib
4
eαα̇e α̇

α ∂ȳα̇∂
ȳ
α̇Φ(1)(x; 0, ȳ)− ib̄

4
eαα̇eαα̇∂

y
α∂

y
αΦ(1)(x; y, 0) , (3.69)

in agreement with the COMST (see appendix D of [22]) albeit under the assumption that

(i) derivatives with respect to twistor variables commute, used to prove (3.68).

This is not guaranteed for singular functions of the twistor variable, as for example the

factorised twistor space connection (3.47). The regular prescription ensures that property.

However, according to this prescription, the whole chain of derivatives should be taken

prior to performing the homotopy integrals, whereas the latter operation is in principle

necessary in order to use the field equations after (3.68). Hence, we separately require the

following assumption:

(ii) equations of motion hold inside a chain of twistor space derivatives.

In section 4, we shall verify that the latter assumption holds within the regular scheme in the

case of massless particle and black hole solutions that have been studied in [14–16, 19, 20].

Because of eq. (3.69), W (1,G,G) is in the same cohomology class as the generating

function for unfolded fields. Since the linearised Weyl zero-form Φ(1) is real analytic in Y

at Y = 0, it follows that the singular part of W (1,G,G), if it exists, is pure gauge. Notice

that, in the case where the starting point is a gauge (L̃) such that U (1,L̃) = 0 and V (1,L̃) is

real analytic in both Y and Z at Y = Z = 0, then

W (1,G,G) = iΩαβ∂Yβ P(G)V (1,L̃)
α , (3.70)

provides a compact generating function of Fronsdal fields.

3.5 Real analyticity and refined gauge fixing

According to the COMST and to eq. (3.69), if one can extract φ
(1)
µ(s) from W (1,G,G) as in

eq. (2.42), then they are actually Fronsdal fields on the mass shell. This requires that

W (1,G,G) be smooth at Y = 0. We claim that h(1,A→G) can be used to reach a gauge

where this condition is satisfied. The solution will be given as in eq. (3.71), by the sum of

a completely gauge fixed part and of a residual gauge parameter that preserves both the

analyticity in Y and the gauge condition (3.61).

– 30 –



J
H
E
P
1
0
(
2
0
1
9
)
2
1
5

Residual gauge parameters. Because of eq. (3.37) (resp. (3.69)), W (1,A,B) (resp.

W (1,G,G)) is defined up to a pure gauge piece, viz.

W (1,A,B) = W (1,(A,a),B) +D
(0)
ad h

(1,(A,a)) , W (1,G,G) = W (1,(G,g),G) +D
(0)
ad h

(1,(G,g)) ,

(3.71)

where (A, a) (resp. (G, g)) is a refined gauge fixing that includes the A-gauge condition

(resp. the G-gauge condition (3.61)) and where h(1,(A,a)) (resp. h(1,(G,g))) is a Z-independent

residual gauge parameter that does not break this gauge condition. W (1,(G,g),G) is given

by the following rewriting of eq. (3.67):

W (1,(G,g),G) = P(G)U (1,(A,a)) + iΩαβ∂Yβ P(G)V (1,(A,a))
α +D

(0)
ad h

(1,(A,a)→(G,g))

=: ΩαβO(A,a)
αβ Φ(1) +D

(0)
ad h

(1,(A,a)→(G,g)) , (3.72)

where O(A,a)
αβ is a field-independent operator defined by the latter equality. For example,

if one refines the initial A-gauge given by the factorised homotopy contraction (3.43) by

imposing the additional condition

W (1,(E+i∂Y ,0),E+i∂Y ) = 0 , (3.73)

then the resulting operator O(1,(E+i∂Y ,0))
αβ is given by

O(1,(E+i∂Y ,0))
αβ F (x; y, ȳ) (3.74)

:=
b

2

∫
d2w

2π

∫ −1

−1

ds

(1 + s)2
exp

(
i
2

1−s
1+swDw + iwy

)(−iwαwβ 1
2wα∂

ȳ

β̇
1
2wβ∂

ȳ
α̇ 0

)
F (x;w, ȳ) + h. c. .

Since only real analytic residual transformations (h(1) valued in the higher-spin algebra

hs(2, 3)) are allowed in the end, what we need is to find a particular relaxed Vasiliev gauge

(G, g) such that W (1,(G,g),G) is smooth in Y . According to the choice of the (A, a)-gauge,

from where one starts the procedure of section 3.4, h(1,(A,a)→(G,g)) = 0 may already be

solution to that problem. In the remaining part of the section, we discuss two different

techniques to obtain a particular solution when it is not the case.

Cartan integration. One way to find h(1) :=h(1,(A,a)→(G,g)) yielding a regular W (1,(G,g),G)

is to embed (3.72) into the following system:

dΩαβ + Ωα
γΩγβ = 0 , (3.75)(

d+ ωαβyα∂
y
β + ω̄α̇β̇ ȳα̇∂

ȳ

β̇
− ieαβ̇(yaȳβ̇ − ∂

y
α∂

ȳ

β̇
)
)

Φ(1)(y, ȳ) = 0 , (3.76)(
d+ ΩαβYα∂

Y
β

)
W (1,(G,g),G) +

ib

4
eαα̇e α̇

α ∂ȳα̇∂
ȳ
α̇Φ(1)(x; 0, ȳ)− h. c. = 0 , (3.77)(

d+ ΩαβYα∂
Y
β

)
h(1)(y, ȳ)−W (1,(G,g),G)(y, ȳ) + Ωαβ(O(A,a)

αβ Φ(1))(y, ȳ) = 0 . (3.78)

If Φ(1)(y, ȳ), W (1,(G,g),G)(y, ȳ) and h(1)(y, ȳ) are seen as two infinite families of fields labelled

by continous indices Yα, and if the Weyl zero-form Φ(1)(y, ȳ) is assumed to fall off at the

– 31 –



J
H
E
P
1
0
(
2
0
1
9
)
2
1
5

boundary of Y space, then this system is formally integrable and one can use Cartan’s

integration formula to solve it. The only field allowed to live outside the space of regular

functions is h(1), and the only operator that can make a field leave this class is O(A,a)
αβ . Hence

the subsystem (3.75), (3.76), (3.77) will provide us with a regular solution for W (1,(G,g),G),

while equation (3.78) will give a (a priori not regular) solution for the gauge function

h(1,(A,a)→(G,g)). We leave the resolution of the above system for future work.

Homotopy integration. If Φ(1)(x, Y ) is analytic in Y , a solution for W (1,(G,g),G) is

given by the action on the right hand side of (3.69) of a resolution
(
D

(0)
ad

)(g)∗
for D

(0)
ad that

squares to zero and preserves the analyticity in Y , i. e.

W (1,(G,g),G) =− ib
4

(
D

(0)
ad

)(g)∗(
eαα̇e α̇

α ∂ȳα̇∂
ȳ
α̇Φ(1)(x;0, ȳ)+b̄eαα̇eαα̇∂

y
α∂

y
αΦ(1)(x;y,0)

)
. (3.79)

h(1,A→G) can then be retrieved as a solution to (3.72):

h(1,A→G) = −
(
D

(0)
ad

)∗ (
ΩαβO(A,a)

αβ Φ(1)
)
. (3.80)

Given a resolution operator d(g)∗ for d satisfying the aforementioned requirements, a reso-

lution operator
(
D

(0)
ad

)(g)∗
for D

(0)
ad is provided by equation (3.11):(

D
(0)
ad

)(g)∗
f := L−1 ? d(g)∗ (L ? f ? L−1

)
? L , (3.81)

which preserves the analyticity in Y for Z-independent symbols, as it is equivalent to

preserving the one in Y L, that was defined in (A.24). For example, the choice of homotopy

d(FS)∗g(x, Z; dx, dZ;Y ) := xµ
∂

∂dxµ

∫ 1

0

dt

t
g(tx, Z; tdx, dZ;Y ) , (3.82)

yields (
D

(0)
ad

)(FS)∗
g(x, Z; dx, dZ;Y L) := xµ

∂

∂dxµ

∫ 1

0

dt

t
g(tx, Z; tdx, dZ;Y L) . (3.83)

The particular spacetime connection

W (1,(G,FS),G) = − i
4

(
D

(0)
ad

)(FS)∗ (
b eαα̇e α̇

α ∂ȳα̇∂
ȳ
α̇Φ(1)(x; 0, ȳ) + b̄ eαα̇eαα̇∂

y
α∂

y
αΦ(1)(x; y, 0)

)
(3.84)

is hence regular in Y . This gauge is the Fock-Schwinger gauge, characterised by

xµ
∂

∂dxµ
W

(1,FS)
part. = 0 , (3.85)

as can be seen from

xµ
∂

∂dxµ

(
D

(0)
ad

)(FS)∗
= 0 . (3.86)

The Z-independent part of the gauge parameter used to reach this gauge from (A, a)-gauge

is

h(1,(A,a)→(G,FS))(x;Y ) =

∫ 1

0
dtxµΩ

αβ
µ (tx)

[
−O(A,a)

αβ Φ(1)
](
tx;L(x)

β
α L−1(tx)

γ

β Yγ

)
. (3.87)
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4 Fronsdal fields carrying particle and black hole states

We shall now apply the procedure described in section 3 to massless particle [20] and black

hole [14, 15] modes. In sections 4.1 and 4.2, we review the construction of their Weyl tensors

starting from initial data valued in an associative operator algebra A′(1)(Y4) ⊂ A(1)(Y4).

In sections 4.3 to 4.6, we shall map those Weyl zero-forms to linearised master fields in

the relaxed Vasiliev gauge, in particular extracting gauge field generating functions that

properly encode Fronsdal fields in accordance with the COMST. The starting point will

be either initial data for both particles and black holes in factorised gauge (3.47), (3.48),

or alternatively black hole states in Didenko-Vasiliev gauge [14].

4.1 Algebra of zero-form integration constants

In what follows, we describe the construction of linearized particle and black hole initial

data as elements of the associative algebra A′(1)(Y4) of (generally complex) endomorphisms

of the extended supersingleton Fock space. More precisely, we consider an initial datum

Φ′(1) in A′(1)(Y4) given by an expansion of the form (B.3) where the coefficient f`,¯̀ are en-

domorphisms of the (anti-)supersingleton Fock space obeying additional reality conditions.

The algebra A′(1)(Y4) itself is left invariant under the transformation (4.41) that exchanges

particle and black hole states [20] (which is reminescent of a Tannaka-Krein duality trans-

formation). We then provide regular presentations for such elements, that will be useful in

constructing the aforementioned map to properly unfolded Fronsdal fields.

Scalar and spinor singleton endomorphisms. The massless particle and black hole

states of the bosonic model are unified into the even subalgebra

A′(1)(Y4) :=
1

2
(1 + ππ̄)End(F) (4.1)

of the algebra of endomorphisms of the extended Fock space

F =
⊕
σ=±
F (σ) , (4.2)

where F (+) and F (−), respectively, are the Fock and anti-Fock spaces of two sets of har-

monic oscillators given by linear combinations

y±i := y
±α
i Yα ,

[
yεi , y

ε′
j

]
?

= δijε
εε′ , y−i = (y+

i )† , i = 1, 2 , (4.3)

where ε−+ = −ε+− = 1 . The y±i can be extracted from the Y oscillators [15] by means of

the spin-frame (u±α , ū
±
α̇ ) as

y+
1 =

1

2

(
y+ + iȳ−

)
, y+

2 =
1

2

(
−y− + iȳ+

)
, (4.4)

y−1 =
1

2

(
ȳ+ − iy−

)
, y−2 =

1

2

(
−ȳ− − iy+

)
. (4.5)

Thus, the Weyl-ordered number operators

wi :=
1

2
(y+
i ? y

−
i + y−i ? y

+
i ) ,

[
wi, y

ε
j

]
?

= εδij , (4.6)
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span a compact Cartan subalgebra of so(2, 3) (see (4.31)), while wi is the compact Cartan

generator of the osp(1|2)i algebra generated by (y+
i , y

−
i ); accordingly,

F (±) ↓osp(1|2)
∼= S(±)(±1/4)1 ⊗ S(±)(±1/4)2 , (4.7)

where S(+)(1/4) and S(−)(−1/4), respectively, are lowest and highest weight superquartions

(see [64] and references therein). These decompose under sp(2) as

S(±)(±1/4) ↓sp(2)= D(±)(±1/4)⊕D(±)(±3/4) , (4.8)

where D(±)(±1/4) and D(±)(±3/4) are the lowest and highest weight quartions of sp(2).

Thus,

A′(1)(Y4) =
⊕
ε=±
A′(1)
ε (Y4) , A′(1)

± (Y4) = F± ⊗ (F±)∗ , (4.9)

where

F− ∼= D(+)(1/2; (0))⊕D(−)(−1/2; (0)) , F+
∼= D(+)(1; (1/2))⊕D(−)(−1; (1/2)) , (4.10)

respectively, are the extended scalar and spinor singletons.

Mixing of particle and black hole states under extended HS transformations.

Letting

K := κy ? κ̄ȳ , (4.11)

which obeys K ?K = 1 and K† = K, one can show that37

Πε ?A′(1)
ε′ (Y4) = δε,ε′A

′(1)
ε′ (Y4) , Π± =

1

2
(1±K) . (4.12)

Thus, A′(1)
± (Y4) are two decoupled algebras each consisting of massless particle and black

hole states. Each one of these two subalgebras decompose further under the (unextended)

Weyl algebra into four subsectors

A′(1;σ,σ′)
± (Y4) = F (σ)

± ⊗ (F (σ′)
± )∗ , (4.13)

which are mixed under general extended higher spin transformations, as κy ?F (±) ∼= F (∓).

To exhibit these transformations, we define

h+ :=
1

2
(κy + κ̄ȳ) = κy ?Π+ , h− =

i

2
(κy − κ̄ȳ) = iκy ?Π− , (4.14)

it follows from

(h±)† = h± , h± ? F∓ = 0 , h± ? h± = ±Π± , (4.15)

that

g+ := e
ih+θ+
? = (cos θ+ + iκy sin θ+) ?Π+ + Π− , (4.16)

g− := e
ih−θ−
? = (cosh θ− − κy sinh θ−) ?Π− + Π+ , (4.17)

37As can be recovered from a limit of eq. (2.81), one has K = exp?(2iπE) [23].
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that is, the extended higher spin group contains a subgroup

G+ ×G− ∼= SO(2)× SO(1, 1) , (4.18)

that is represented in the extended Fock space as

ρF+⊕F−(g+, g−) = g+Π+ + g−Π− . (4.19)

Thus, the extended scalar and spinor singletons decompose under G+ ×G− into doublets,

and hence A′(1)
± (Y4) decompose under the adjoint action of G+ × G− into singlets and

triplets arising in the anti-symmetric and symmetric direct products, respectively.

In other words, the notion of particle, anti-particle and higher spin black hole states

at the linearized level, as defined above, is not left invariant under (rigid) extended higher

spin symmetry transformations. On the other hand, these transformations factor out

from the adapted traces used to form higher spin invariants provided that one follows the

regular scheme (and that this scheme gives a finite result at the leading order). Under

these conditions, these invariants can be interpreted physically (for example, as higher

spin amplitudes) in a given duality frame of particle, anti-particle and black holes states

provided that this frame can be fixed globally on the base manifold, which we shall assume

in what follows.

Massless particle modes in compact weight basis. The particle modes are obtained

from initial data expanded over non-polynomial function Te;(s) of the so(2, 3) generators

that are enveloping-algebra realizations of AdS4 massless particle states |e, (s)〉: as such,

they have definite eigenvalues under the twisted-adjoint action of the compact Cartan

generators E := P0 and J := M12 and of the quadratic Casimir 1
2M

rs ? Mrs of so(3),

[E, Te;(s)]π = {E, Te;(s)}? = eTe;(s) , (4.20)

1

2
[M rs, [Mrs, Te;(s)]π]π =

1

2
[M rs, [Mrs, Te;(s)]?]? = s(s+ 1)Te;(s) , (4.21)

where each Te;(s) is a (2s + 1)-plet with elements distinguished by the eigenvalue js of J ,

js = −s,−s+1, . . . , s−1, s, and they span lowest-weight modules (highest-weight modules

for the anti-particle states) built via the action of energy-raising (lowering) operators L+
r

(L−r ) on a lowest-weight (highest-weight) state Te0;(s0) (T−e0;(s0)),

[L−r , Te0;(s0)]π = L−r ? Te0;(s0) − Te0;(s0) ? L
+
r = 0 , for e0 = s0 + 1 . (4.22)

All massless particle and anti-particle states have

|e| > s , (4.23)

and can in fact be built via hs(2, 3) action on the D(1, 0) massless scalar particle lowest

weight state [59] T1;(0) ↔ |1, (0)〉 and on the D(−1, 0) massless scalar anti-particle highest

weight state T−1;(0) ↔ | − 1, (0)〉, projectors that admit the realization (ε := ±1)

Tε;(0) ≡ Pε = 4 exp(−4εE) = 4 exp(εyσ0ȳ) . (4.24)
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The Y -space elements built that way actually diagonalize the separate left and right

action of the compact Cartan generators: in fact, from the point of view of the left and right

action of so(2, 3), the Te;(s) correspond to enveloping algebra realizations of (anti-)singleton

states [59]. This is a reflection, at an operatorial level, of the compositeness of massless

particle states. Thus, each element Te;(s) corresponds to a specific linear combination of

operators on the (anti-)singleton Hilbert space, i.e., is an enveloping-algebra realization

of the specific tensor product of singleton states corresponding to any specific massless

particle state according to the Flato-Fronsdal theorem [65]. For example,

E ? T1;(0) =
1

2
T1;(0) = T1;(0) ? E , L−r ? T1;(0) = 0 = T1;(0) ? L

+
r , (4.25)

thus

T1;(0) = |12 ; (0)〉〈12 ; (0)| ↔ |12 ; (0)〉1|12 ; (0)〉2 = |1; (0)〉 , (4.26)

where |12 ; (0)〉 is the singleton lowest-weight state. The massless particle lowest-weight

states of spin s can be analogously encoded in the element

Ts+1;(s) = Ns
s∑

k=0

fs;k(−1)s−kL+
{r1 ? . . . ? L

+
rk
? T1;(0) ? L

−
rk+1

. . . L−rs} , (4.27)

where the normalization constant is given in [59],

fs;k =

(
s

k

)
(1

2 − s)k
(1

2)k
, (4.28)

with (a)n denoting the Pochhammer symbol, and the curly brackets around the indices

denote symmetric and traceless projection. The relative coefficients between the terms

forming the linear combination (4.27) are fixed by the lowest-weight condition (4.22). For

instance, the spin-1 lowest-weight element is

T2;(1) ∝ L+
r ? e

−4E + e−4E ? L−r ∝ M0re
−4E . (4.29)

Massless particle modes in Fock-space basis. The particle states can thus be re-

flected into operators on the (anti-)singleton Hilbert space [59]. All such operators can be

obtained from the ground state projectors (4.24) and realized in terms of linear combina-

tions of operators Pm|n = |m1,m2〉 〈n1, n2| on a two-dimensional (anti-)Fock-space, with

all mi and nj being strictly positive (negative) half-integers. In the following, the set of

such (m,n) will be referred to as N . Pm|n is an eigenfunction under the left and right star-

product actions, respectively, of the number operators wi with eigenvalues mi and ni, viz.

(wi −mi) ? Pm|n = 0 = Pm|n ? (wi − ni) . (4.30)

These number operators are related to the energy E and spin J as [15]

w1 := E − J , w2 := E + J . (4.31)
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The e and js eigenvalue under twisted-adjoint action can thus be obtained from the left

and right eigenvalues of Pm|n as

e =
m1 +m2 + n1 + n2

2
, js =

m2 −m1 + n1 − n2

2
. (4.32)

The operators Pm|n satisfy

Pm|n = ππ̄(Pm|n) , (4.33)

and

Pm|m′ ? Pn|n′ = δm′,nPm|n′ . (4.34)

The lowest-weight and highest-weight projectors (4.24) correspond to Pε ≡ P ε
2 ,
ε
2 |
ε
2 ,
ε
2
, and

all (anti-)particle modes can be written as appropriate linear combinations of

Pm|n = Pm1|n1
(y+

1 , y
−
1 ) ? Pm2|n2

(y+
2 , y

−
2 ) = Pm1|n1

(y+
1 , y

−
1 )Pm2|n2

(y+
2 , y

−
2 )

∝ (yε1)?|m1|−1
2 ? (yε2)?|m2|−1

2 ? Pε ?
(
y−ε1

)?|n1|−1
2 ?
(
y−ε2

)?|n2|−1
2 , (4.35)

where y±i are the creation and annihilation operators (4.4), (4.5), wi = y+
i y
−
i , and

y−εi ? Pε = 0 = Pε ? yεi . (4.36)

In Weyl-ordered form, each factor Pmi|ni in (4.35) can be rewritten as38 [23]

Pmi|ni ∝ (y+
i )mi−niL

(mi−ni)
ni−1/2 (4wi) e

−2wi , (4.37)

when mi ≥ ni and

Pmi|ni ∝ (y−i )ni−miL
(ni−mi)
mi−1/2 (4wi) e

−2wi , (4.38)

for ni ≥ mi, where L
(a)
k (x) are generalized Laguerre polynomials.

The generalized Fock-space operators Pm|n correspond to the elements of the so(3)

multiplets Te;(s) with definite e and js engenvalues. For instance, the two terms in (4.29),

degenerate in the eigenvalues e = 2 and s = 1, split with respect to J into the elements

L+
r ? e

−4E = (P1
2 ,

5
2 |

1
2 ,

1
2︸ ︷︷ ︸

js=1

, P3
2 ,

3
2 |

1
2 ,

1
2︸ ︷︷ ︸

js=0

, P5
2 ,

1
2 |

1
2 ,

1
2︸ ︷︷ ︸

js=−1

) , (4.39)

e−4E ? L−r = (P1
2 ,

1
2 |

5
2 ,

1
2︸ ︷︷ ︸

js=1

, P1
2 ,

1
2 |

3
2 ,

3
2︸ ︷︷ ︸

js=0

, P1
2 ,

1
2 |

1
2 ,

5
2︸ ︷︷ ︸

js=−1

) . (4.40)

Black hole states. As was previously mentioned, A′(1)(Y4) also includes what we call

black hole states, that is to say operators that mix the singleton and the anti-singleton

sectors. Each black hole mode is associated to a particle mode through the chiral Y -space

Fourier transform

Ψ′bh := Ψ′pt ? κy . (4.41)

38Note that the expressions (4.37), (4.38) include the cases when mi, ni < 0, since via Kummer’s trans-

formation e−2wL
(m−n)

n−1/2 (4w) = sin(n−1/2)π
sin(−m−1/2)π

e2wL
(m−n)

m−1/2(−4w).
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In other words, we consider an expansion of the Weyl zero-form of type

Φ′(1) =
∑

(m,n)∈N

(
µm|nPm|n + νm|nPm|n ? κy

)
, (4.42)

generalizing to arbitrary spin the expansion studied in [20]. It turns out that the constraints

imposed by the reality condition (2.29) on the deformation parameters µm|n and νm|n
are different [20], the condition (2.29) being incompatible with the duality (4.41). As

κy ? w1 = −w2 ? κy, from the point of view of the eigenvalues of the twisted-adjoint action

of the Cartan generators E and J the twisted Fock-space operator Pm|n ? κy behaves as

Pm1,m2|n1,n2
? κy ∝ Pm1,m2|−n2,−n1

, (4.43)

which implies that black-hole states fill the wedge in weight space in between particle and

anti-particle modules, i.e. satisfy

|e| ≤ s . (4.44)

In particular, the operator that maps the singleton and anti-singleton ground states into

one another can be computed from (4.24) as

Pε ? κy = 8πδ2(y − iεσ0ȳ) . (4.45)

The delta function appearing in that expression means in particular that it does not make

any sense to look at the Lorentz tensor components of the Weyl zero-form at the unfolding

point xa = 0. However, as we shall see after turning on the spacetime dependence (see

also [15, 20]), Φ(1)(x;Y ) is a regular function of Y at generic locations (i.e., away from

xa = 0), and the conventional interpretation in terms of Lorentz tensor fields is therefore

restored.

Regular presentation. The enveloping-algebra realisation of the (anti-)particle lowest-

weight (highest-weight) state (4.24) ensures their idempotency, but results in a divergent

product between P1 and P−1. As shown in [15, 20], the latter can be regularised to 0 by

representing Pε with an integral presentation

Pε = 2ε

∮
C(ε)

dη

2πi

η + ε

η − ε
eηyσ0ȳ , (4.46)

where C(ε) is a complex contour that encircles ε in the complex plane, and prescribing

that all star-product computations be performed before evaluating the contour integral

(see section 2.5). One simple way of encoding all the other massless particle modes, such

as (4.27), is by means of a generating function, as

Te;(s) = Πe;(s)

(
∂

∂Xα

)
2ε

∮
C(ε)

dη

2πi

η + ε

η − ε
exp (ηyσ0ȳ + χy + χ̄ȳ)

∣∣∣∣∣
X=0

, (4.47)

where Xα = (χα, χ̄α̇) are polarisation spinors, Πe;(s)(
∂

∂Xα
) are differential operators in

(χα, χ̄α̇) endowed with the appropriate projections onto the irreducible so(3)-irrep cor-
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responding to a given massless particle mode as well as normalization factors,39 and

ε = sign(e). For instance, Π1;(0)(
∂

∂Xα
) = 1, while

T2;(1)∝
[
(σ0r)

αβ ∂2

∂χα∂χβ
+(σ̄0r)

α̇β̇ ∂2

∂χ̄α̇∂χ̄β̇

]∮
C(1)

dη

2πi

η+1

η−1
exp(ηyσ0ȳ+χy+χ̄ȳ)

∣∣∣∣∣
X=0

.

(4.48)

A similar operation can be performed on the black hole modes. The expansion (4.42) can

hence be rewritten

Φ′(1)(Y ) =
∑

(m,n)∈N

(
µm|nΠm|n

(
∂

∂Xα

)
Oη,εΦ′(1)

pt (Y ; η;X)

+νm|n Πm|n

(
∂

∂Xα

)
Oη,εΦ′(1)

bh (Y ; η;X)

)∣∣∣∣
X=0

, (4.49)

where we have denoted

Oη,ε :=

∮
C(ε)

dη

2πi

η + ε

η − ε
, (4.50)

Πm|n is the operator that differentiates with respect to Xα as to reproduce the appropriate

polynomial characterizing each Pm|n according to (4.37), (4.38), and we have defined the

generating functions

Φ
′(1)
pt (Y ; η;X) = exp (ηyσ0ȳ + χy + χ̄ȳ) , (4.51)

Φ
′(1)
bh (Y ; η;X) = 2πδ2(y − iησ0ȳ + iχ) exp(χ̄ȳ) , (4.52)

encoding the initial data for particle and black hole modes, respectively.

Since we are expanding the spacetime-independent equations (2.45) around the trivial

vacuum V
′(0) = Φ′(0) = 0, the field Φ′(1) can be identified with its integration constant

C ′(1) in (2.48). In particular, one has

Ψ
′(1)
pt (Y ; η;X) : = Φ

′(1)
pt (Y ; η;X) ? κy = 2πδ2(y − iησ0ȳ + iχ) exp(χ̄ȳ) , (4.53)

Ψ
′(1)
bh (Y ; η;X) : = Φ

′(1)
bh (Y ; η;X) ? κy = exp (ηyσ0ȳ + χy + χ̄ȳ) . (4.54)

The spacetime dependence can then be obtained by computing the star products in (4.55)

and using (A.29) on the adjoint quantity Ψ′(1).

4.2 Weyl zero-form

Using a gauge function L and applying (A.29) to (4.52), the Weyl zero-form constant

C ′(1) = Ψ′(1) ? κy can be mapped to a Weyl zero-form

Φ(1) = L−1 ? C ′(1) ? π(L) = Ψ(1) ? κy , Ψ(1) = L−1 ?Ψ′ ? L . (4.55)

39Alternatively, one may consider integral presentations also for the polynomials in Y that dress the expo-

nential for the lowest- (highest-) weight (anti-)particle state, as done in specific examples in [15, 20, 22, 23].

Such fully integral presentation is in general crucial in order to go beyond the first order in perturbation the-

ory and satisfy (4.34). As the analysis of the present paper is purely linear, we shall use the above simpler,

mixed presentation (4.47), and we shall not fix the normalization factors as they will not be necessary.
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In what follows, we shall use the vacuum gauge function L (A.28) defined on the (inner)

stereographic coordinate chart.40

Massless particle states. The adjoint action of the gauge function L on (4.53) gives

Ψ
(1)
pt (x;Y ; η;X) = 2πδ2(Ay +Bȳ + iχ) exp(χ̄ȳL) , (4.56)

from which it follows that the spacetime-dependent massless particle mode generating

function is

Φ
(1)
pt (x;Y ; η;X) = Ψ

(1)
pt (x;Y ; η;X) ? κy

=
1

detA
exp

(
iyMȳ − yA−1χ− i

h χ̄x̄A
−1χ+ 1

h χ̄(1− x̄M)ȳ
)
, (4.57)

where we have defined

A β
α :=

1

h

(
ε β
α − iησ α̇

0α x̄ β
α̇

)
=: Āβα , B β̇

α :=
1

h

(
x β̇
α − iησ

β̇
0α

)
=: B̄β̇

α̇
, (4.58)

with

detA =
1− 2iηx0 + η2x2

1− x2
, (4.59)

and

M β̇
α := A−1

α
βBβ

β̇ = f1(x, η)xα
β̇ − if2(x, η)(σ0)α

β̇ =: M̄ β̇

α
, (4.60)

f1 :=
1− 2iηx0 + η2

1− 2iηx0 + η2x2
, f2 := η

1− x2

1− 2iηx0 + η2x2
. (4.61)

For χα = χ̄α̇ = 0 the generating function (4.57) reduces to the one for massless

rotationally-invariant scalar field modes already studied in [20].

Black hole states. Analogously, the expansion of the Weyl zero-form and its dual over

black hole states are based on the x-dependent generating functions

Φ
(1)
bh (x;Y ;η;X) =− i√

η2r
exp

(
− 1

2ηy(κL)−1y+iy(κL)−1vLȳ− i
ηy(κL)−1χL

)
(4.62)

×exp
(
η
2 ȳ(κ̄L−v̄L(κL)−1vL)ȳ+ 1

2ηχ
L(κL)−1χL+ȳv̄L(κL)−1χL+χ̄Lȳ

)
,

and

Ψ
(1)
bh (x;Y ; η;X) = exp

(η
2yκ

Ly + ηyvLȳ + η
2 ȳκ̄

Lȳ + χLy + χ̄Lȳ
)
, (4.63)

where

χL :=
1

h
(χ−xχ̄) , χ̄L :=

1

h
(χ̄−x̄χ) , (4.64)

κL :=
1

h2
(σ0x̄−xσ̄0) , κ̄L :=

1

h2
(σ̄0x−x̄σ0) , vL :=

1

h2
(σ0−xσ̄0x) , (4.65)

(κL)−1
αβ =

κLαβ
r2

, detκLαβ =
1

2
καβκαβ =−r2 (4.66)

40The metric

ds2 =
4dx2

(1− x2)2
, x2 6= 1 ,

provides a global cover of proper AdS spacetime, with x2 = 1 serving as a two-sheeted boundary, while the

stereographic gauge function L is defined for x2 < 1.
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(analogously for the hermitian conjugate, with detκLαβ = det κ̄Lαβ). The Weyl zero-form

is indeed divergent at the point r = 0, which is one of the motivations for the black-hole

interpretation [14, 15]. For χα = χ̄α̇ = 0 the generating function (4.62) reduces to the one

for spherically-symmetric higher-spin black hole states studied in [15, 20].

4.3 Connections in factorized gauge

In what follows, we shall start from the Weyl zero-forms (4.57), (4.62) for particle and

black-hole modes, and we give the associated Z-space and spacetime one-form connections

in factorized gauge using (3.47), (3.48). For the ground states, i.e. when the polarizations

are turned off, such linear solutions correspond to the first-order solutions given in [20]

with n = ε.

Particle states. Applying (3.47), (3.48) to equation (4.56) gives

U
(1,E+i∂Y )
pt = W

(1,E+i∂Y ,E+i∂Y )
pt , (4.67)

V
(1,E+i∂Y )

pt =
ib

2
(dzDỹ) exp (iỹz)

∫ 1

−1

ds

(1 + s)2
exp

(
i
2

1−s
1+s ỹDỹ

)
Φ

(1)
pt

∣∣∣
y=0
− h. c. , (4.68)

where ỹ was defined as

ỹα := yα +Mα
α̇ȳα̇ + i(A−1) β

α χβ . (4.69)

Black hole states. The corresponding connection in factorised gauge is given by the

application of (3.47), (3.48) on (4.62)

U
(1,E+i∂Y )
bh =W

(1,E+i∂Y ,E+i∂Y )
bh , (4.70)

V
(1,E+i∂Y )

bh =− b
2

Φ
(1)
bh

∣∣∣
y=0

(dz∂ρ)

∫ 1

−1

ds

(1+s)
√

detG
exp

(
1
2

≈
yG−1≈y+ i

1+sρ
(

1+i1−s
1+sG

−1D
)
z
)

×exp
(
− 1

1+sρG
−1≈y− 1−s

1+szDG
−1≈y+ i

2
1−s
1+sz

(
D+i1−s

1+sDG
−1D

)
z
)∣∣∣
ρ=0
−h.c. ,

(4.71)

where the following definitions were introduced

≈
y : = y + (κL)−1vLȳ − 1

η
(κL)−1χL , G :=

1

ηr2
κL − i1− s

1 + s
D , (4.72)

and where the inverse is meant in the sense of NW-SE contraction (A.3). More details

about the relevant computations are given in appendix E.

4.4 COMST from factorised solution

In this subsection we show that one can start from the factorised particle and black hole

linearised solutions (4.68), (4.71) and apply the procedure of section 3.4 to get the COMST.

As mentioned in that section, the regular prescription allows to get all the way to (3.68),

and what we will show in the following is that performing the subsequent steps is compatible

with said prescription. In other words, we shall now show explicitly that assumption ii)

below (3.69) is verified for the massless particle and black hole solutions, starting from the

factorised gauge.
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Spacetime dependence of internal connection. The vanishing of the first term in

eq. (3.68) is compatible in both cases with the regular prescription. This comes from the

fact that the solution is factorised as eqs. (C.2), (C.3), that Φ(1) was built using eq. (4.55)

and that neither of those observations need the parametric integral to be performed. Then,

one has

D
(0)
ad V

(1,E+i∂Y ) = D
(0)
ad

(
L−1 ?Ψ′(1) ? L ? v1(z)

)
+ h. c.

= D
(0)
ad

(
L−1 ?Ψ′(1) ? L

)
? v1(z) + h. c.

= L−1 ? dΨ′(1) ? L ? v1(z) + h. c. = 0 , (4.73)

prior to doing any (parametric or contour) integral.

Particle states. After ensuring the vanishing of the first term in eq. (3.68), using

eq. (4.68) one has

D
(0)
ad W

(1,G,G)
pt = ΩαβΩγβ∂Yβ ∂

Y
β

(
∂Z[γ V

(1,E+i∂Y )
pt α]

)
Z=0

= − b
4

∫ 1

−1

ds

(1 + s)2
ΩαβΩ

β
α ∂Yβ ∂

Y
β (ỹDỹ) exp

(
i
2

1−s
1+s ỹDỹ

)
Φ

(1)
pt

∣∣∣
y=0

+ h. c.

= − b
4

∫ 1

−1

ds

(1 + s)2
(ỹDỹ) exp

(
i
2

1−s
1+s ỹDỹ

)
eαβ̇e β̇

α ∂ȳ
β̇
∂ȳ
β̇

Φ
(1)
pt

∣∣∣
y=0

+ h. c.

= − ib
4
eαβ̇e β̇

α ∂ȳ
β̇
∂ȳ
β̇

Φ
(1)
pt

∣∣∣
y=0

+ h. c. . (4.74)

The final line was obtained using eq. (D.20). The one before comes from the following pro-

cedure. First one does the change of variables (y, ȳ)→ (ỹ, ȳ) and writes the derivatives as

ΩαβΩ
β
α ∂Yβ ∂

Y
β (4.75)

=
((
ωαβ − eαα̇Mβ

α̇

)
∂ỹβ + eαα̇∂ȳα̇

)((
ω β
α − e α̇

α Mβ
α̇

)
∂ỹβ + e α̇

α ∂ȳα̇

)
.

What one has to show is then that the action of respectively one and two ỹ-derivatives is

trivial on

v :=

∫ 1

−1

ds

(1 + s)2
(ỹDỹ) exp

(
i
2

1−s
1+s ỹDỹ

)
, (4.76)

with the prescription that all the derivatives are taken one the integrand and that the

s-integral is performed as the very last step. Using standard integration tools as well as

eqs. (D.18), (D.20), (D.21), one finds respectively

∂ỹαv = 2π(Dỹ)αδ
2(ỹ) = 0 (4.77)

∂ỹα∂
ỹ
αv = 2π∂ỹα((Dỹ)α)δ2(ỹ) + 2π(Dỹ)α∂

ỹ
α(δ2(ỹ)) = 0 , (4.78)

concluding the proof.
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Black-hole states. Starting again from the second term in (3.68), this time for the

Z-space connection (4.71), one has

D
(0)
ad W

(1,G,G)
bh = ΩαβΩγδ∂Yβ ∂

Y
δ

(
∂Z[γV

(1,E+i∂Y )
bhα]

)
z=0

= − ib
4

ΩαβΩ δ
α ∂

Y
β ∂

Y
δ

(
v(
≈
y) Φ

(1)
bh

∣∣∣
y=0

)
− h. c.

= − ib
4
eαβ̇e δ̇

α ∂
ȳ

β̇
∂ȳ
δ̇

Φ
(1)
bh

∣∣∣
y=0
− h. c. , (4.79)

where v(
≈
y) was defined as

v(
≈
y) :=

∫ 1

−1

ds

(1+s)
√

detG

[
Tr

(
1+i

1−s
1+s

G−1D
)

+i
1−s
1+s

≈
yG−1DG−1≈y

]
exp

(
1
2

≈
yG−1≈y

)
,

(4.80)

and where the conclusion comes from doing the change of variables (y, ȳ) → (
≈
y, ȳ) and

then noticing that

v(
≈
y) = 1 , ∂

≈
y
αv(
≈
y) = 0 , ∂

≈
y
α∂
≈
y
αv(
≈
y) = 0 . (4.81)

The latter statement is compatible with the regular prescription, as we will now show.

First, using the lemmas collected in appendix E, it is possible to check that

v(
≈
y) =

[
− 1√

detG

1− s
1 + s

exp
(

1
2

≈
yG−1≈y

)]1

−1

. (4.82)

The evaluation of the upper boundary term uses the fact that G tends to become

s-independent for s → 1, hence one has a regular prefactor multiplying (1 − s), which

then gives 0 in the limit. In the case of the lower boundary, one has

G = − 2i

1 + s
D +O(1) , detG =

4

(1 + s)2
+O

(
1

1 + s

)
, (4.83)

implying in turn

v(
≈
y) = lim

s→−1

1− s
2

= 1 . (4.84)

The action of
≈
y-derivatives is to take down powers of G−1, that behaves as a constant

toward the upper boundary of the integration domain, and falls off towards the lower one,

thereby proving (4.82). This concludes the proof.

4.5 Master fields in relaxed Vasiliev gauge

In this section, we shall give the linearised master fields for massless particles and black

hole states that satisfy the relaxed Vasiliev gauge discussed in section 3.4, reaching it

from the factorised gauge (3.47), (3.48), and more precisely from the refined gauge (3.73).

This procedure gives the gauge function in the relaxed Vasiliev gauge. Indeed, since the

spacetime connection U is trivial in factorised gauge, it is characterised by the AdS gauge

function L, up to a regular residual transformation. The gauge function (2.44) in relaxed

Vasiliev gauge is hence given perturbatively by

G = L ?
(

1 +H(1,E+i∂Y→G)
)

+G(≥2) (4.85)
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Particle states. In the particle case, the gauge parameter needed to go from factorised

to the relaxed Vasiliev gauge is given by eq. (3.65)

H
(1,E+i∂Y→G)
pt = − ib

2 detA
(zDỹ) exp

(
− i

h χ̄x̄A
−1χ+ 1

h χ̄(1− x̄M)ȳ
)∫ 1

0
dt exp (itỹz)

×
∫ 1

−1

ds

(1 + s)2
exp

(
i
2

1−s
1+s ỹDỹ

)∣∣∣∣
ρ=0

+ h
(1,E+i∂Y→G)
pt +H

(1,E+i∂Y→G)
pt,2 .

(4.86)

Because of the lemma (D.20), it is clear that it is singular at the point ỹ = 0. From there,

the particular spacetime connection (3.72) is

W
(1,(G,g),G)
pt := D

(0)
ad H

(1,(E+i∂Y ,0)→(G,g))
pt

∣∣∣
z=0

=
ib

2 detA
exp

(
− i
h χ̄x̄A

−1χ+ 1
h χ̄(1− x̄M)ȳ

) ∫ 1

−1

ds

1 + s
exp

(
i
2

1−s
1+s ỹDỹ

)
×
[
Tr((ω − eM̄)D) + i

1− s
1 + s

ỹD(ω − eM̄)Dỹ +
1

h
χ̄(1− x̄M)ēDỹ

]
− h. c.+D

(0)
ad h

(1,(E+i∂Y ,0)→(G,g))
pt . (4.87)

Because again of the same lemma, we see that, although eq. (4.74) shows that it would

anyway give rise to COMST, the solution W
(1,(G,0),G)
pt with h

(1,i∂Y→G)
pt = 0 would not be a

genuine generating function for unfolded Fronsdal fields. Such a generating function can

be constructed choosing the Fock-Schwinger gauge (G,FS) given by (3.87), viz.

h
(1,(E+i∂Y ,0)→(G,FS))
pt =

b

2

∫ 1

0
dt

∫ 1

−1

ds

(1 + s)2
(m1 + ỹM2ỹ + χ̄M3ỹ)

× exp
(
ỹM4ỹ + χ̄M5ỹ + χ̄ȳL

)
+ h. c. , (4.88)

where we have defined

m1 : = iηTr (xaσ0aD) , (4.89)

M2 : = η
1− s
1 + s

Ā(1− itησ0x̄)D(xaσ0a)D(1− itηxσ̄0)A , (4.90)

M3 : = −(x̄− itηx2σ̄0)D(1− itηxσ̄0)A

1− 2itηx0 + t2η2x2
, (4.91)

M4 : = − i
2

1− s
1 + s

Ā(1− itησ0x̄)D(1− itηxσ̄0)A , (4.92)

M5 : = −t x̄− itηx2σ̄0

1− 2itηx0 + t2η2x2
, (4.93)

Ā : = −1

h
(1− iηxσ̄0) . (4.94)

One fact that is crucial for this construction is that Aỹ = −ỹĀ = yL − iησ0ȳ
L + iχ is not

affected by the homotopy integral.
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Black hole states. The gauge function can be found again from eq. (3.65), and in this

case is

H
(1,E+i∂Y→G)
bh =

b

2
Φ

(1)
pt

∣∣∣
y=0

∫ 1

0
dt

∫ 1

−1

ds√
detG(1 + s)2

(
zG−1≈y + t

1− s
1 + s

zG−1Dz
)

× exp
(

1
2

≈
yD≈y − t1−s

1+szDG
−1≈y + t2

2
1−s
1+sz

(
D + i1−s

1+sDG
−1D

)
z
)

− h. c.+h
(1,E+i∂Y→G)
bh +H

(1,E+i∂Y→G)
bh,2 . (4.95)

The O(Z2) piece H
(1,E+i∂Y→G)
bh,2 may be redefined so as to give

H
(1,E+i∂Y→G)
bh =

b

2
Φ

(1)
pt

∣∣∣
y=0

∫ 1

0
dt

∫ 1

−1

ds√
detG(1 + s)2

(
zG−1≈y

)
× exp

(
1
2

≈
yD≈y − t1−s

1+szDG
−1≈y + t2

2
1−s
1+sz

(
D + i1−s

1+sDG
−1D

)
z
)

− h. c.+h
(1,E+i∂Y→G)
bh + H̃

(1,E+i∂Y→G)
bh,2 . (4.96)

The determined part of this expression is analytic around
≈
y = 0 for a generic spacetime

point. Indeed, it has been argued in [20] that detG (given by eq. (E.16)) has no pole inside

the interval [−1, 1]. Towards s = −1, eq. (4.83) allows to show that the integrand stays

finite. The spacetime connection (3.72) is then given by

W
(1,(G,g),G)
bh := D

(0)
ad H

(1,(E+i∂Y ,0)→(G,g))
bh

∣∣∣
z=0

=
ib

4
Φ

(1)
bh

∣∣∣
y=0

∫ 1

0
dt

∫ 1

−1

ds√
detG(1 + s)2

exp
(

1
2

≈
yG−1≈y

)
×
[
m6 +

≈
yM7

≈
y +m8

]
− h. c.+D

(0)
ad h

(1,(E+i∂Y ,0)→(G,g))
bh , (4.97)

where

m6 = Tr
(
(ω + ev̄L(κL)−1)G−1

)
, (4.98)

M7 = G−1(ω + ev̄L(κL)−1)G−1 , (4.99)

m8 =
(
−ηȳ(κL)−1 − χ̄L(κL)−1vL + χ̄L

)
ēG−1≈y . (4.100)

It is regular, because the particular part of H
(1,i∂Y→G)
bh is. This makes h

(1,(E+i∂Y ,0)→(G,g))
bh =0

an acceptable choice.

4.6 Black-hole solutions in Didenko-Vasiliev gauge

In this section, we discuss another way to resolve the z-dependence in the case of black-

hole initial data, which provides us with a example of a gauge (DV ) where U (1,DV ) is non

trivial, and from which we perform the procedure of section 3.4. It corresponds to the

polarised generalisation of the linearisation of the solution studied in [14], and we hence

refer to this resolution as the Didenko-Vasiliev, or (DV ), gauge. The construction of the

exact solution of [14] requires that Ψ
(1)
bh be a projector, which is the case when η = ±1 and

Xα = 0. Since here the aim is simply to give an example of the linearised procedure where
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U (1,DV ) is non-trivial, we restrict ourselves to the first order analysis. One property that

is crucial in this construction is

Ψ
(1)
bh ? f(Z) = Ψ

(1)
bh

∫
d4U

(2π)2
f(A− U) exp

(
− 1

2η

(
uκLu+ ūκ̄Lū+ 2uvLū

))
, (4.101)

where Aα = (aα, āα̇) is defined as

a : = z + iηκLy + iηvLȳ − iχL = z + iηκL≈y , (4.102)

ā : = z̄ + iηv̄Ly + iηκ̄Lȳ − iχ̄L . (4.103)

This allows in particular to rewrite the source in equation (3.8) as

−Φ
(1)
bh ?J = −Ψ

(1)
bh ? jz + h. c. =

b

4r
√
η2

Ψ
(1)
bh exp

(
− 1

2η
a(κL)−1a

)
dzαdzα + h. c. . (4.104)

One choice of resolution is the homotopy contraction along aα:

V
(1,a)

bh,α = − b

4r
√
η2

Ψ
(1)
bh aα

∫ 1

0
dτ exp

(
− τ

2η
a(κL)−1a

)
. (4.105)

The Didenko-Vasiliev gauge for the internal connection is defined as

V
(1,DV )

bh,α = − b

2r
√
η2

Ψ
(1)
bh a

+
E,α

∫ 1

0
dτ exp

(
− τ

2η
a(κL)−1a

)
, (4.106)

where a+
E,α is defined as

a±E,α :=
1

2

(
ε β
α ±

1

r
(κL) β

α

)
aβ = ±u∓E,αu

±β
E aβ (4.107)

in terms of the E-adapted spin-frame (E.7). That V
(1,DV )

bh,α and its antiholomorphic coun-

terpart solve (3.8) comes from the following key property

∂a[α
(
(a+
E − a

−
E)β]f(aκLa)

)
= 0 , (4.108)

for any function f . The spacetime connection in Didenko-Vasiliev gauge is defined as

U
(1,DV )
bh =

b

4
√
η2r2

d

(
κL

r

)αβ
a+
E,αa

+
E,β

∫ 1

0
dτ(1− τ) exp

(
− τ

2η
a(κL)−1a

)
− h. c.

+W
(1,DV,DV )
bh . (4.109)

It solves (3.9) because of the property that

D
(0)
ad V

(1,DV )
bh,α − ∂zαU

(1,DV )
bh =

∫ 1

0
dτ

d

dτ

(
τ(τ − 1) exp

(
− τ

2η
a(κL)−1a

))
= 0 . (4.110)

The latter result is a consequence of the identity

D
(0)
ad

(
Ψ

(1)
bh f(x, a)

)
= Ψ

(1)
bh

(
dxµ∂xµ −

η

2
d(κL)αβ∂aα∂

a
β

)
f(x, a) , (4.111)

where ∂xµ only acts on the explicit x-dependence of f(x, a), and not on the one in a.
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COMST. We start from (3.68). The first term vanishes, since the application of Y -

derivatives on the middle hand side of (4.110) can only bring down positive powers of τ ,

hence not spoiling the vanishing. The second term works as in (4.79), where here v(
≈
y)

should be replaced by

w(
≈
y) :=

[
t exp

(η
2

(1− t)≈yκL≈y
)]1

t=0
= 1 . (4.112)

The vanishing after taking derivatives is again consistent with the prescription of taking

them before evaluating the boundary term, as each
≈
y-derivative will bring down positive

powers of (1− t).

Relaxed Vasiliev gauge. The gauge parameter is constructed using eq. (3.65)

H
(1,DV→G)
bh =

b

4
√
η2r

Ψ
(1)
bh

∫ 1

0
dτ

∫ 1

0
dt

(
t

r
zκLz + iηz(r + κL)

≈
y

)
× exp

(
− τ

2η (tz − iη≈yκL)(κL)−1(tz + iηκL≈y)
)

+ h
(1,DV→G)
bh +H

(1,DV→G)
bh,2 . (4.113)

It is regular as the integrand and the volume on which one integrates are. The particular

connection contains an additional contribution with respect to the previous one:

W
(1)
bh,part := D

(0)
ad H

(1,DV→G)
bh

∣∣∣
z=0

+ U (1,DV )
∣∣∣
z=0

. (4.114)

The first term benefits from H
(1,DV→G)
bh being analytic around

≈
y = 0 while the second one

inherits from the regularity of the particular part of U (1,DV ) that was given in eq. (4.109).

This makes again h
(1,DV→G)
bh = 0 an acceptable choice.

5 A proposal for asymptotically anti-de Sitter geometries

In what follows, we shall examine the following aspects of the Fefferman-Graham-like ex-

pansions of AAdS higher spin geometries:

(i) AAdS boundary conditions : taking X ′4 as in eq. (3.1), the full master fields are required

to reduce to the AdS vacuum plus free master fields consisting of properly unfolded

Fronsdal fields in a tubular neighborhood of ∂X ′4 × Z4 following the perturbative

procedure consisting of steps (1)–(4) on page 51, which determines perturbatively

defined equivalence classes of gauge functions and zero-form integration constants as

in eqs. (5.28)–(5.30);

(ii) Maximal subtraction scheme : we propose to organize the perturbative expansion

obtained in (i) by taking the asymptotically free master fields to be given by the

linearized master fields, which determines the equivalence classes of sub-leading data

in terms of the linearized data as in eq. (5.38);
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(iii) Dual boundary condition: the requirement that the Weyl zero form belongs to E may

require further conditions narrowing down the classes of gauge functions, i.e. the

Cartan gauge group G, thereby making it possible to implement (ii) successfuly and

for classical observables to be class functions;

(iv) Finite on-shell action : it may be required to further constrain zero-form integration

constants Φ′(n) so that the on-shell action (5.40) is finite (viewed as a functional of

Φ′(1)).

To spell out the above scheme in more detail, we start in section 5.1 by pushing the

procedure of section 3 to interacting orders in perturbation. We then impose the AAdS

boundary condition (i) in section 5.2, after which we turn to the maximal substraction

scheme (ii) in section 5.3. In section 5.4, we examine (iv) and comment on the potential

role played by (iii).

5.1 Perturbatively defined solution spaces

Spaces of solutions to eqs. (2.37), (2.38) can be obtained by expanding perturbatively

around the AdS4 vacuum (3.3), viz.

Φ =

∞∑
n=1

Φ(n) , V =

∞∑
n=1

V (n) , U = Ω +

∞∑
n=1

U (n) , (5.1)

which leads to the following perturbatively defined equation systems:

qΦ(n) = −
n−1∑
k=1

[
V (k) ,Φ(n−k)

]
π
, (5.2)

D
(0)
tw Φ(n) = −

n−1∑
k=1

[
U (k) ,Φ(n−k)

]
π
, (5.3)

qV (n) + Φ(n) ? J = −
n−1∑
k=1

V (k) ? V (n−k) , (5.4)

qU (n) +D
(0)
ad V

(n) = −
n−1∑
k=1

{
V (k) , V (n−k)

}
?
, (5.5)

D
(0)
ad U

(n) = −
n−1∑
k=1

U (k) ? U (n−k) . (5.6)

nth-order solution space. Assuming the solution is known up to order n−1 in classical

perturbation theory, a particular solution (Φ
(n,A)
l.o. , V

(n,A)
l.o. , U

(n,A)
l.o. ) to the nth order equation

system can be constructed from the moduli of orders n′ < n. Therefore, as was discussed

in section 3, the nth order solution space is given by

Φ(n) = C(n,A) + Φ
(n,A)
l.o. , (5.7)

V (n) = V(n,A)[C(n,A)] + qH(n,A) + V
(n,A)

l.o. , (5.8)

U (n) = U (n,A)[C(n,A)] +D
(0)
ad H

(n,A) + U
(n,A)
l.o. , (5.9)
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where C(n,A) are homogeneous solutions annihilated by both q and D
(0)
tw , H(n,A) is a gauge

function,41 and V(n,A) and U (n,A) are linear functionals obeying

qV(n,A)[f (n)] + f (n) ? J = 0 , qU (n,A)[f (n)] +D
(0)
ad V

(n,A)[f (n)] = 0 , D
(0)
ad U

(n,A)[f (n)] = 0 ,

(5.10)

for any symbol f (n) such that qf (n) = D
(0)
tw f

(n) = 0. The perturbative42 moduli are

hence H(n,A) and C ′(n,A), or equivalently H(n,A) and Ψ′(n,A), where C ′(n,A) and Ψ′(n,A) are

defined as

C(n,A) =: L−1 ? C ′(n,A) ? π(L) , Ψ′(n,A) : = C ′(n,A) ? κy , dC ′(n,A) = dΨ′(n,A) = 0 ,

(5.11)

where L is the AdS gauge function (3.2). In the above, A labels an infinite sequence

of (possibly different) perturbatively defined resolution operators (rather than a single

resolution operator).

Mapping between different resolution schemes. Starting from the A-gauge, in which

Φ(n,A) = C(n,A) + Φ
(n,A)
l.o. , (5.12)

V (n,A) = V(n,A)[C(n,A)] + V
(n,A)

l.o. , (5.13)

U (n,A) = U (n,A)[C(n,A)] + U
(n,A)
l.o. , (5.14)

we may reach another gauge, G say, characterized by an infinite sequence of resolution

operators as well, by means of a perturbatively-defined gauge transformation (2.46), viz.

M (A→G) = 1 +

∞∑
n=1

H(n,A→G) , (5.15)

Φ(G) =
(
M (A→G)

)−1
? Φ(A) ? π

(
M (A→G)

)
, (5.16)

V (G) =
(
M (A→G)

)−1
? V (A) ? M (A→G) +

(
M (A→G)

)−1
? qM (A→G) , (5.17)

U (G) =
(
M (A→G)

)−1
? U (A) ? M (A→G) +

(
M (A→G)

)−1
? dM (A→G) . (5.18)

The solution G is still general, although we only have modified the gauge function and

not the integration constants Ψ′(n,G). Indeed, a change of initial data C(n,G) is equivalent

to a modification of C(n,A), that was so far kept arbitrary43 The perturbative expansion

41The part of U (n,A) that is in the q-cohomology, corresponding to W (1,A,B) in eq. (3.36) has been split

between a particular solution included in U (n,A)[C(n,A)] and a fluctuating pure gauge part in D
(0)
ad H

(n,A).
42As the geometry is non-commutative, the moduli of the full theory also include a non-trivial flat

connection (2.50), that is here already fixed by the choice of the vacuum V (0,A) = 0.
43A solution with independent nth order homogeneous integration constants for the Weyl zero-form can

be obtained from an all-order solution defined in terms of a single initial datum C(1) by replacing C(1) by∑∞
n=1 C

(n) and re-expanding perturbatively.
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of the solution G can be obtained by plugging eqs. (5.12)–(5.14) into eqs. (5.16)–(5.18),

which yields

Φ(n,G) = C(n,A) + Φ
(n,G)
l.o. , (5.19)

V (n,G) = V(n,A)[C(n,A)] + qH(n,A→G) + V
(n,G)

l.o. , (5.20)

U (n,G) = U (n,A)[C(n,A)] +D
(0)
ad H

(n,A→G) + U
(n,G)
l.o. , (5.21)

where Φ
(n,G)
l.o. , V

(n,G)
l.o. and U

(n,G)
l.o. form a particular solution that only depends on the lower

order moduli contained in C(n′<n,A) and H(n′<n,A→G). The perturbative moduli of this

solution G are hence C(n,A) and H(n,A→G), that can be constraint to obey boundary con-

ditions, as will be discussed in section 5.2 for the conditions discussed on page 47.

Gauge function. If the spacetime connection U (L) is uncorrected in the A-gauge, which

we denote in this case by (L), viz.

Φ(L) = L−1 ? Φ′ ? π(L) , V (L) = L−1 ? V ′ ? L , U (L) = Ω , (5.22)

where (Φ′, V ′) is a solution to eq. (2.45) and L is an AdS gauge function (3.2); then it

follows that the field configuration in the physical gauge G is given by

Φ(G) =G−1?Φ′?π(G) , V (G) =G−1?V ′?G+G−1?qG, U (G) =G−1?dG, (5.23)

with the full gauge function

G = L ?

(
1 +

∑
n>1

H(n,L→G)

)
. (5.24)

5.2 AAdS boundary conditions

Letting r be a coordinate on X ′4 such that r(N) = ∞, we expand the full master fields

(Φ, U, V ) in powers of 1/r in a tubular neighbourhood of ∂X4×Z4 using a basis B for A(Y4)

that is of O(1). The AAdS boundary conditions in eq. (i) on page 47 are then equivalent44

to writing

Φ(G) = Φ̃(G) +OB(1/r) , V (G) = Ṽ (G) +OB(1/r) , U (G) = Ũ (G) +OB(1/r) , (5.25)

44It is a priori not equivalent to asking

qΦ(G) = OB(1/r) , D
(0)
tw Φ(G) = OB(1/r) ,

qV (G) + Φ(G) ? J = OB(1/r) , qU (G) +D
(0)
ad V

(G) = OB(1/r) , D
(0)
ad U

(G) = OB(1/r) .

These relations are consequences of eqs. (5.26), (5.27) if and only if the basis B is such that the derivatives

q, D
(0)
ad and D

(0)
tw act faithfully on the sub-leading part, viz.

q : OB(1/r)→ OB(1/r) , D
(0)
ad : OB(1/r)→ OB(1/r) , D

(0)
tw : OB(1/r)→ OB(1/r) .
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where OB(1/r) stands for forms on the tubular neighbourhood of ∂X4 × Z4 that are sub-

leading in the 1/r expansion; and Φ̃(G), Ṽ (G) and Ũ (G) form a solution to the linearized

Vasiliev equations (3.6)–(3.10)

qΦ̃(G) = 0 , D
(0)
tw Φ̃(G) = 0 , (5.26)

qṼ (G) + Φ̃(G) ? J = 0 , qŨ (G) +D
(0)
ad Ṽ

(G) = 0 , D
(0)
ad Ũ

(G) = 0 , (5.27)

that encode free unfolded Fronsdal fields. Expanding the AAdS boundary conditions in

eq. (5.25) in classical perturbation theory and using (5.19)–(5.21), one has

Φ̃(n,G) = C(n,A) + Φ
(n,G)
l.o. +OB(1/r) , (5.28)

Ṽ (n,G) = V(n,A)[C(n,A)] + qH(n,A→G) + V
(n,G)

l.o. +OB(1/r) , (5.29)

Ũ (n,G) = U (n,A)[C(n,A)] +D
(0)
ad H

(n,A→G) + U
(n,G)
l.o. +OB(1/r) , (5.30)

where thus (Φ̃(n,G), Ṽ (n,G), Ũ (n,G)) obey the free master field equations (5.26), (5.27) for

each separate value of n.

Perturbative implementation scheme. Assuming that the AAdS boundary condi-

tions are satisfied up to order m in classical perturbation theory with H(m,A→G) containing

a term H
(m,A→G)
2 that is an arbitrary solution to eq. (3.62), we propose to

(1) Use H
(m,A→G)
2 and C(m+1,A) to impose the AAdS boundary conditions45 at order

m+1, that is, to ensure eq. (5.25), or, equivalently, that the right hand sides of (5.28)–

(5.30) obey the linearized field equations (5.26)–(5.27). In particular, one has

Φ
(m+1,G)
l.o. = L−1 ?Ψ

′(m+1,G)
l.o. ? κy ? π(L) +OB(1/r) , (5.31)

dΨ
′(m+1,G)
l.o. = qΨ

′(m+1,G)
l.o. = 0 ; (5.32)

(2) Use H(m+1,A→G) to eliminate the possible singular part in Z of Ṽ (m+1,G) and Ũ (m+1,G);

(3) Use the part of H(m+1,A→G) that is analytic in Z to impose the relaxed gauge con-

dition (3.61), that is,

ı ~EṼ
(m+1,G) ∈ ~E ker

(
P(G)D

(0)
ad

)
, (5.33)

which fixes H(m+1,A→G) up to h(m+1,A→G)∈ker q and H
(m+1,A→G)
2 ∈ ker

(
P(G)D

(0)
ad

)
;

(4) Use h(m+1,A→G) from (3) to ensure the regularity in Y of the asymptotically defined

connection

W̃ (m+1,G) := P(G)Ũ (m+1,G) . (5.34)

Provided that step (1), which is non-trivial, can be taken, the success of steps (2)–(4) is

guaranteed,46 as they are equivalent to the procedure detailed in section 3.4. Finally, the

fact that H
(m+1,A→G)
2 remains undetermined at order m + 1 allows the procedure to be

repeated at order m+ 2.

45The dual boundary condition (iv) holds provided that the right hand side of eq. (5.19) belongs to E(X4)

as well.
46The success of step (2) is in principle guaranteed by the one of step (1), see footnote 34.
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5.3 Maximal subtraction scheme

Asssuming that the above procedure has been carried out, one may adopt a maximal

subtraction scheme by requiring the leading order in the 1/r expansion to coincide with

the first order in classical perturbation theory around the AdS background as follows:47

(a) The background is the AdS4 solution (3.3);

(b) The linearised configuration is obtained from a given initial datum C(1) following the

procedure of section 3;

(c) At order n > 1, the configurations are given by the method above, where in step (1),

eq. (5.25) is replaced by the following stronger condition:

Φ(n,G) = OB(1/r) , V (n,G) = OB(1/r) , U (n,G) = OB(1/r) . (5.35)

If the maximal subtraction scheme has been implemented up to a given order m in classical

perturbation theory, the admissibility of (5.35) at order m+ 1 is guaranteed by that of the

AAdS boundary conditions in eq. (5.25) at the same order. To show this, we consider a par-

ticular solution {C(m+1,A)
part. , H

(m+1,A→G)
part. , H

(1,A→G)
2 } with corresponding asymptotic fields

{Φ̃(m+1,G)
part. , Ṽ

(m+1,G)
part. , Ũ

(m+1,G)
part. } properly encoding unfolded Fronsdal fields. Since both

{Φ̃(m+1,G)
part. , Ṽ

(m+1,G)
part. , Ũ

(m+1,G)
part. } and {Φ̃(m+1,G)

part. , V(m+1,A)[Φ̃
(m+1,G)
part. ], U (m+1,A)[Φ̃

(m+1,G)
part. ]}

solve the linearized equations (5.26), (5.27), these two solutions are related by a gauge

parameter H̃
(m+1,A→G)
part. , that is,

Ṽ
(m+1,G)

part. = V(m+1,A)[Φ̃
(m+1,G)
part. ] + qH̃

(m+1,A→G)
part. , (5.36)

Ũ
(m+1,G)
part. = U (m+1,A)[Φ̃

(m+1,G)
part. ] +D

(0)
ad H̃

(m+1,A→G)
part. . (5.37)

Therefore, the configuration

C
(m+1,A)
max.sub. = C

(m+1,A)
part. − Φ̃

(m+1,A)
part. , H

(m+1,A→G)
max.sub. = H

(m+1,A→G)
part. − H̃(m+1,A→G)

part. , (5.38)

satisfy the condition (5.35), as can be seen by plugging it into eqs. (5.28)–(5.30), which

concludes the proof. The maximal subtraction (5.38) translates to the integration constant

Ψ′(m+1,A) as

Ψ′(m+1,A) = −Ψ
′(m+1,G)
l.o. , (5.39)

thereby completely fixing it. By applying, this relation iteratively, one may express Ψ′(n,A)

as an n-linear functional of Ψ′(1) (valued in A(n)(Y4)). However, H(m+1,A→G) is only

determined by eq. (5.38) up to a piece H
(m+1,A→G)
1/r that decays fast enough so as to

preserve eq. (5.35).

47Imposing this boundary condition amounts to adopting a Fefferman-Graham-like scheme in which each

order in classical perturbation theory would be sub-leading in the O(1/r) expansion with respect to the

previous order (and not just with respect to the leading order).
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5.4 On-shell action

Topological vertex operators. Following the adaptation of the AKSZ approach to

non-commutative quasi-topological field theories [37], the FCS formulation of HSG gives

rise to a partition function given in the saddle-point approximation by a sum (1.1) over

classical field configurations weighted by exp(iK), where K is an on-shell action. The latter

is a classical observable that can be resolved off-shell as a functional whose total variation

vanishes on-shell, referred to as a topological vertex operator [38], which can be added to

the BV master action of AKSZ type without ruining the nilpotency of the BRST operator.

Thus, for higher spin representations in which K is a (positive) definite function on the

classical moduli space (at least to the leading order in classical perturbation theory), eiK

regularizes the AKSZ partition function such that the QTFT functor can assign infinite-

dimensional state spaces to boundaries.

On-shell action from twistor space Chern class. In the case of the FCS model,

the topological vertex operators are (duality-extended) Chern classes [32]. On X4 × Z4 of

topology S1 × S3 × S2 × S2
, a natural on-shell action is the second Chern class on Z4,

K =

∮
Z4

TrA(Y4) (F ? F ) , F : = d̂A+A ? A . (5.40)

Upon using the field equations (2.27), the identities (2.22), (2.26), the reality condi-

tion (2.29), and the relation (2.72) between dzαdzα in J and the integration measure

d2z as well as their analogues in the anti-holomorphic sector, the resulting on-shell action

is a bilinear function of the Weyl zero-form Φ, viz.

K =

∮
Z4

TrA(Y4)

(
Φ ? Φ† ? J?2

)
(5.41)

= −1

4

∫
d4Z TrA(Y4)

(
(Φ ? κ) ? (Φ ? κ) ? (κ ? κ̄)

)
, (5.42)

that is positive definite for particle states. This functional is a particular case of the

Wilson loop observables, or zero-form charges, discussed in section 6.1. More precisely, in

the language of eq. (6.22), it reads

K = −π2I2,1(0) . (5.43)

In particular, when applied on localizable states, it has a series of properties, discussed

in section 6.1, that are expected from an on-shell action. As a zero-form charge, it is

constructed to be independent of the gauge function M in eq. (2.46), hence depending

only on the integration constants Ψ′(n,A) for a perturbative solution submitted to the

AAdS boundary conditions. In particular, if the starting solution A is the factorised

solution (C.1)–(C.3), the on-shell action reads

K = −π2
∑
n,n′

TrA(Y4)

(
Ψ′(n,A) ?Ψ′(n

′,A) ? (κy ? κ̄y)
)
. (5.44)
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Under the maximally subtractive boundary condition (5.35), it is given by

K = −π2
∑
n,n′

TrA(Y4)

(
Ψ
′(n,G)
l.o. ?Ψ

′(n′,G)
l.o. ? (κy ? κ̄y)

)
, (5.45)

where we recall that Ψ
′(n,G)
l.o. are n-linear functionals of Ψ′(1) fixed by the maximal sub-

traction scheme. Hence, if the maximal subtraction scheme triggers non-trivial integration

constants Ψ′(n,A) of arbitrarily high orders, then K, despite being a bilinear function of Φ,

will have an indefinite perturbative expansion in Ψ′(1).

Finiteness. We expect that the AAdS boundary conditions determine equivalence classes[
H(n,A→G)

]
and [Ψ′(n,A)] of gauge functions and integration constants, respectively. Al-

though the maximal subtraction scheme (5.38) trivialises the latter, the choice of repre-

sentative for [H(n,A)] influences Ψ′(n,A) through its dependence on the lower order gauge

functions H(n′,A→G) with n′ < n.

Thus, in order for the on-shell action functional to be well-defined it must be a class

function. To achieve this, further reduction of the equivalence classes may be required for

which the dual boundary condition (iii) on page 48 may serve a purpose.

6 Wilson loop observables

In this section, we discuss the observables that are insensitive to any (small or large) gauge

function. In section 6.1, we first review their construction as open Wilson lines in Z4,

after which we re-interpret them as closed Wilson lines with an insertion of a transition

function. In section 6.2, we discuss their perturbative computation in the factorised gauge

described in appendix C. In particular, we isolate the first sub-leading correction, which is

thus due to the interactions in Z-space, and verify that, just like the leading contribution,

it is independent of the spin-frame (D.2) used to build the solution. This result supports

the usage of the regular prescription discussed in section 2.5.

We would like to remark that, as discussed in section 2, the set of classical observables

also contains functionals that are only invariant under small gauge transformations. These

can be constructed by choosing a structure group that is a proper subgroup of G, as

discussed in [38], after which observables can be defined as integrals of globally defined

(hence central) and on-shell closed composite spacetime p-forms built from the ingredients

of the model.48 An alternative construction was provided in [66], based on a modification

of the Vasiliev system via the introduction of additional central forms in spacetime. It

would be interesting to study the relation between these two approaches.

6.1 Construction

The classical observables that are least sensitive to the topology of X4 are Wilson loops in

Z4. Using the regular computation scheme, these objects, which are zero-forms on X4, are

48In [38], it was shown that taking the structure group to be generated by π-odd parameters, the resulting

de Rham cohomology consists of one complex element in every even form degree. Although not stressed

in [38], also trivial elements can be used to construct classical observables, provided that they are integrated

over open cycles and that boundary conditions are imposed to make them finite.
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invariant under (large) Cartan gauge transformations, hence on-shell de Rham closed [12].

They are furthermore interpretable as extensive variables [15, 44], thus serving as natural

building blocks for the on-shell action and thereby also the higher spin amplitudes [45]. For

these reasons, they are referred to interchangeably as Wilson loop observables, zero-form

charges and quasi-amplitudes.49

Holonomy and closed Wilson loop. To construct the Wilson loops, one starts from

an oriented curve

Cp0→p1(M) = {p(t) ∈ X4 ×Z4| t ∈ [0, 1]} , p(0) = p0 , p(1) = p1 , (6.1)

which consists of its projection ProjX4
(Cp0→p1(M)) to X4 (which is an ordinary open curve

on a commuting space), and its projection ProjZ4
(Cp0→p1(M)) to Z4, given by a classical

curve

C(M) =
{
Z
α
C(t)|t ∈ [0, 1]

}
, Z

α
C(0) = 0 , Z

α
C(1) = Mα , (6.2)

emanating from a non-commutative base point, that we may take to be ProjZ4
(p0), to a

commutative chiral point50 Mα = (µα,−µ̄α̇) ∈ R2 × C2, viz.

zα(p(t)) := zα + zαC(t) , zα := zα(p0) . (6.3)

The resulting path ordered integral

HCp0→p1 (M)[A] = P exp?

∫
Cp0→p1 (M)

A , (6.4)

defines a holonomy element51 in G, which transforms under Cartan gauge transformations as

HCp0→p1 (M)

[
A(G)

]
= (G|p0)−1 ? HCp0→p1 (M)[A] ? (G|p1) . (6.5)

Taking p0 = p1 = p, the resulting closed Wilson loop

WC(0)[V ] :=

∫
Z(p)∈Z4

d4Z

(2π)2
TrA(Y4)HCp→p(0)[A] , (6.6)

is invariant under (large) Cartan gauge transformations, and hence independent of

ProjX4
(p), as indicated above, provided that it can be evaluated using the regular scheme.

Moreover, from the fact that ı~vF = 0 for ~v tangent to X4, it follows that WC(M) is

independent of ProjX4
(Cp→p(0)), hence U , as also indicated above.

The closed Wilson loop does not encode any non-commutative structure in any non-

trivial fashion. On a non-commutative symplectic space, the exists, however, an alternative

closed Wilson loop.

49The existence of the infinite tower of conserved zero-form charges reflects the formal integrability of

Vasiliev’s theory. In principle, there is nothing preventing the existence of analogous conserved quantities

for gravity with a finite cosmological constant; for further discussions, see [67].
50Strictly speaking, we need to extend the hermitian conjugation map so as to act on Mα in accordance

with real form of Z4.
51If the path passes from one chart of X4 to another, the corresponding transition function is inserted

into the trace.
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Wigner deformed oscillators. The symplectic non-commutativity of Z4 implies that

V # := T# ? (V + q) ? T# = −V − idZαZα , T# := κκ̄ , (6.7)

is a gauge equivalent connection; thus,

S := i(V # − V ) = dZα(Zα − 2iVα) , (6.8)

is an adjoint quantity, obeying

S# = T# ? S ? T# = −S . (6.9)

From Vasiliev’s equations it follows that S generate a Wigner deformed oscillator algebra

with (adjoint) deformation parameters

χ := Φ ? κ , χ̄ := Φ ? κ̄ , (6.10)

and central elements dz2 and dz̄2, viz.52

S ? S = idz2(1− bχ) + idz̄2(1− b̄χ̄) , [S, χ]? = 0 ; (6.11)

the remainder of the equations amount to the covariant constancy conditions

dS + [U, S]? = 0 , dχ+ [U, χ]? = 0 . (6.12)

Open Wilson lines in Z4. Since the geometry is non-commutative, more zero-form

observables can be constructed as traces of new adjoint quantities. Indeed, using the

lemma

f(Z) ? eiM
αZα = eiM

αZα ? f(Z − 2M) , (6.13)

and chosing a path Cp0→p1(M) such that ProjX4
(p0)=ProjX4

(p1) while ProjZ4
(Cp0→p1(M))

is left open, one has

HCp0→p1 (M)

[
A(G)

]
? eiM

αZα/2 = (G|p0)−1 ? HCp0→p1 (M)[A] ? eiM
αZα/2 ? (G|p0) . (6.14)

Thus, the open Wilson line

W
(open)
C(M) [A] :=

∫
Z(p)∈Z4

d4Z

(2π)2
TrA(Y4)

(
HCp0→p1 (M)[A] ? eiM

αZα/2
)
, (6.15)

is invariant under large Cartan gauge transformations and independent of ProjX4
(Cp0→p1(M)),

hence U , provided that it can be evaluated using the regular scheme.

The contour C(M) in the holonomy element HCp0→p1 (M) can be deformed (while keep-

ing HCp0→p1 (M) fixed) at the expense of inserting curvature corrections along the path-

ordered integral. As was argued in [68], this can be used to rewrite

W
(open)
C(M) [A] =

∫
Z(p)∈Z4

d4Z

(2π)2
TrA(Y4)

(
OC(M)[A] ? HLp0→p1 (M)[A] ? eiM

αZα/2
)
, (6.16)

52The deformations are non-trivial [1, 2] since (1− χ)?(−1/2) ? (dzαSα) /∈ Ω[1](S
2|jz), as dzακz is excised

from Ω[1](S
2|jz); see footnote 20.
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where the holonomy is computed along a straight line Lp0→p1(M) in Z4 with classical piece

L(M) := {tMα|t ∈ [0, 1]} , (6.17)

and the adjoint decoration

OC(M)[V ] :=
∑
m,n,p

Σα(m)
n,p [C(M)]

(
Sα
)?m

? χ?n ? (κκ̄)?p , (6.18)

encodes the geometry of C(M). As was shown in [48],

HLp0→p1 (M)[A] ? eiM
αZα/2 = e

iMαSα(p0)/2
? . (6.19)

It follows that

WC(M)[A] =
∑
m,n,p

Σα(m)
n,p [C(M)]

∫
Z4

d4Z

(2π)2
TrA(Y4)

( (
Sα
)?m

? Vn(M/2) ? (κκ̄)?p
)
, (6.20)

where

Vn(M) := χ?n ? HLp0→p1 (2M)[A] ? e
iMαZα
? , n = 0, 1, . . . . (6.21)

Thus, the quantities

In,p(M) :=

∫
Z4

d4Z

(2π)2
TrA(Y4)

(
Vn(M/2) ? (κκ̄)?p

)
, p ∈ {0, 1} , (6.22)

and their derivatives with respect to M form a basis of the ring of zero-form charges.

Closing the straight Wilson line. The decorated straight Wilson line (6.22) can be

rewritten in a way that can be straightforwardly generalised to more general differential

Poisson manifolds, where the translation operator cannot be generated by means of star

products.

To this end, one observes that HLp0→p1 (M)[V ] can be combined with

T# ? HLp1→p0 (M)[V ] ? T# = HLp1→p0 (M)[V
#] , (6.23)

to form a non-trivial closed Wilson loop

W
L(M)∪L(M)

[V ] :=

∫
Z4

d4Z

(2π)2
TrA(Y4)

(
HLp0→p1 (M)[V ] ? HLp1→p0 (M)[V

#]
)
, (6.24)

with classical closed path in Z4 given by L(M) ∪ L(M), which is invariant under large

Cartan gauge transformations and independent of ProjX4
(p0), provided that it can be eval-

uated using the regular scheme. In other words, W
L(M)∪L(M)

is the trace of the holonomy

resulting from parallel transporting an object from Z to Z +M along L(M) using V , and

then back along the same path using V #. The non-triviality of the closed Wilson loop

follows from

HLp0→p1 (M)[V ]?HLp1→p0 (M)[V
#] =HLp0→p1 (M)[V ]?

(
HLp0→p1 (M)[V

#]
)−1

= e
iMαSα(p0)/2
? ?e

−iMαZα/2
? ?

(
e
iMαS#

α (p0)/2
? ?e

−iMαZα/2
?

)−1

= e
iMαSα(p0)
? , (6.25)
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using S# = −S, from which it follows that

W
(open)
L(2M)[V ] = W

L(M)∪L(M)
[V ] , (6.26)

that is, the open Wilson line equals a folded closed Wilson loop consisting of two holonomy

segments with two gauge equivalent connections, one in the opposite direction of the other.

6.2 Perturbative expansion

The observables (6.22) can be evaluated on solutions that are built perturbatively around

the AdS4 vacuum (3.3). Their vacuum value is

I(0)
n,p = δn,0 TrA(Y4)

(
(κyκ̄y)

?p
)
. (6.27)

The perturbative expansion of In,p actually starts at order n, where I(n)
n,p is clearly a function

of the initial datum Φ(1) only. The resolution used to solve the Z-space dependence of

the fields are only expected to have an effect in sub-leading corrections to the zero-form

charges. Because they are constructed as traces of adjoint quantities, those observable

are in principle invariant under all transformations of the form (2.28). Although singular

gauge functions can affect the cyclicity of the trace, this is prevented if one uses the regular

computational scheme presented in section 2.5. In particular, the zero-form charges are

independent of the gauge function M in eq. (2.46), and can be written only in term of the

virtual master fields Φ′ and V ′; hence only in terms of the virtual moduli Ψ′ and θ′. This

means that the only perturbative moduli that they depend on are the zero-form integration

constants Ψ′(n).

Localised states and extensive nature of zero-form charges. In [15, 44], it was

argued that for initial data of the form Ψ′(1) =
∑

ξ Ψ
′(1)
ξ , where Ψ

′(1)
ξ are linearized Weyl

zero-forms that are localized at mutually well-separated points xξ ∈ X4 (as can be achieved

for particle and black hole states), a zero-form charge In evaluated on the corresponding

full solution has a perturbative multi-body expansion of the form

In(Ψ′(1)) =
∑
ξ

In(Ψ
′(1)
ξ ) +

∑
ξ<η

∆(Ψ
′(1)
ξ ,Ψ′(1)

η ) + · · · , (6.28)

where In(Ψ
′(1)
ξ ) := In(Ψ′(1))|∀η 6=ξ,Ψ′(1)

η =0
is the full one-body zero-form charge, and the

two-body corrections obey∣∣∣∆(Ψ
′(1)
ξ ,Ψ′(1)

η )
∣∣∣� ∣∣∣In(Ψ

′(1)
ξ )

∣∣∣ , ∣∣∣In(Ψ′(1)
η )

∣∣∣ . (6.29)

More generally, it is expected that the zero-form charges cluster decompose over well-

separated subsets of localizable states. Thus, when evaluated on a dilute gas of localizable

states, the zero-form charges are extensive variables, hence natural building blocks for an

on-shell action in the micro-canonical ensemble.

Thus, for localizable states, as first proposed in [69], the zero-form charges are ex-

pected to have classical perturbative expansions in terms of building blocks for higher
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spin amplitudes, referred to as quasi-amplitudes [44]. Indeed, the above properties have

been verified in the Type A as well as Type B models [45, 46] for particle states, whose

quasi-amplitudes reproduce the correlation functions of the free U(N) vector model in the

leading order. In [48], this correspondence was enhanced to cyclic structures, supportive

of the underlying topological open string picture [69].

Factorised solutions. The Wilson loop observables can be evaluated on the factorised

solution (C.1)–(C.3). In particular, one can write

V (E+i∂Y ) =
∞∑
k=1

∞∑
k̄=1

1

k!k̄!
Ψ?k ? Ψ̄?k̄ ? (∂ν)k (∂ν̄)k̄ Vν,ν̄

∣∣∣∣∣∣
ν=ν̄=0

=
∑
k,k̄

1

k!k̄!
Ψ?(k+k̄) ? (κyκ̄ȳ)

?k̄ ? (∂ν)k (∂ν̄)k̄ Vν,ν̄

∣∣∣∣∣∣
ν=ν̄=0

, (6.30)

Vν,ν̄(Z) : =

∞∑
k=1

νkvk(z) +

∞∑
k̄=1

ν̄ k̄v̄k̄(z̄) . (6.31)

The advantage of this formulation is that it allows to rewrite the holonomies (6.4) as

HCp0→p1 (M) [U + V ]

=
∞∑
k=0

∞∑
k̄=0

1

k!k̄!
Ψ?(k+k̄) ? (κyκ̄ȳ)

?k̄ ? (∂ν)k (∂ν̄)k̄HCp0→p1 (M) [U + Vν,ν̄ ]

∣∣∣∣∣∣
ν=ν̄=0

, (6.32)

and in turn the zero-form charges (6.22) as

In,p(M) =
∞∑
N=n

1∑
P=0

αn,p;N,P TrA(Y4)

(
Ψ?N ?(κyκ̄ȳ)

?P
)

(6.33)

=

∞∑
N=n

1∑
P=0

αn,p;N,P TrA(Y4)

(
Ψ′?N ?(κyκ̄ȳ)

?P
)
, (6.34)

αn,p;N,P :=
∑

06 k̄6N−n
k̄≡P−p mod 2

Bn,p;N−n−k̄,k̄ , (6.35)

Bn,p;k,k̄ :=
(∂ν)k (∂ν̄)k̄

k!k̄!

∫
Z4

d4Z

(2π)2
HLp0→p1 (M) [Vν,ν̄ ]?eiM

αZα/2?κ?(p+n)
z ?κ̄?pz

∣∣∣∣
ν=ν̄=0

. (6.36)

The equivalence between the forms (6.33) and (6.34) is in principle guaranteed by the

regular presentation of the gauge functions. Such an equivalence is moreover ensured for

the traces (B.1), (B.4) by the fact that their respective definitions are invariant under linear

transformations of the Y variables, such as the one in eq. (A.24).

The lesson that comes out of this result is that for a given initial datum Ψ′, the Wilson

loop observables of the full solution are proportional to the ones of the linearised solution.

In particular, if the initial data are bulk-to-boundary propagators of particle states, and
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the solution is the factorised one, those observables give correlators of the dual CFT to all

orders in perturbation theory. Because of the regular presentation of the gauge function

H(1,E+i∂Y→G) that relates them to a solution satisfying the COMST, there is in principle a

solution satisfying COMST and whose observables are the correlators of the dual CFT to

all orders in perturbation theory. However, imposing boundary conditions on the solution,

such as the dual boundary conditions discussed in section 5, can have a non trivial effect

on the zero-form charges if they require to activate the higher order initial data Ψ′(n,A)

for n > 1.

Protection. Some of the coefficients Bn,p;k,k̄ in eq. (6.36) are protected, in the sense that

the contribution they get from terms that are sub-leading in perturbation theory vanish

identically. To show that, one starts by factorising them using eq. (6.19)

Bn,p;k,k̄ = βp+n;kβ̄p,k̄ , (6.37)

βm;k : =
(∂ν)k

k!

∫
S2

d2z

2π
e
i
2µSν
? ? κ?mz

∣∣∣∣
ν=0

, (6.38)

β̄p,k̄ : =
(∂ν̄)k̄

k̄!

∫
S̄2

d2z̄

2π
e
i
2 µ̄S̄ν̄
? ? κ̄?pz

∣∣∣∣
ν̄=0

, (6.39)

in terms of the quantities

Sν,α(z) : = zα − 2i

∞∑
k=1

νk
∂

∂dzα
vk(z) , S̄ν̄,α̇(z̄) : = z̄α̇ − 2i

∞∑
k̄=1

ν̄ k̄
∂

∂dz̄α̇
v̄k̄(z̄) , (6.40)

that star-commute with each other. The protection argument concerns β1;k for k > 1 and

β̄1;k̄ for k̄ > 1, and is based on the bosonic projection (2.30), that yields in particular

π(Sν,α) = −Sν,α , π̄(S̄ν,α̇) = −S̄ν,α̇ . (6.41)

The coefficients β1;k (resp. β̄1;k̄) can be expanded in powers of µ (resp. µ̄) and read

β1;k = δk,0 , β̄1;k̄ = δk̄,0 . (6.42)

While the value of the M -independent part is straightforward to compute, the proof of

the µ-independence of β1;k relies on the cyclicity of the trace and on eqs. (2.19), (2.20) as

follows∫
S2

d2z(µSν)?N ?κz =−
∫
S2

d2z(µSν)?N−1?κz?(µSν) =−
∫
S2

d2z(µSν)?N ?κz , (6.43)

and similarly for the µ̄-independence of β̄1;k̄.

Spin-frame independence. By their definition (6.35), the coefficients αn,p;N,P might a

priori depend on the specific solution for the auxiliary connection V . However, they cannot

depend on V , as ensured by their independence on the gauge function, itself resulting from

the regular prescription introduced in section 2.5. A test of said prescription would be to

evaluate the zero-form charges on different solutions with the same Weyl tensors C, and
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verify their matching. In particular, one can compute them on the family of solutions

derived in appendix C.2, and verify their independence on the spin-frames u± and ū±.

Asking for this independence to be manifest, this would mean that the M -dependence of

the coefficients should be given by

αn,p;N,P (M) = α
(0,0)
n,p;N,P + α

(1,0)
n,p;N,P δ

2(µ) + α
(0,1)
n,p;N,P δ

2(µ̄) + α
(1,1)
n,p;N,P δ

4(M) . (6.44)

The result (6.33)–(6.36) is compatible with the leading part of the observables being

completely determined by the initial datum Ψ′, as the holonomy factor would be the one

of the trivial connection V0,0 = 0. More precisely, the leading order results are given by

α2n,0;2n,0 = 64π2δ4(M) , α2n+1,0;2n+1,0 = 8πδ2(µ̄) , (6.45)

α2n,1;2n,1 = 1 , α2n+1,1;2n+1,1 = 8πδ2(µ) , (6.46)

the other coefficients being trivial. To explore to first sub-leading order, one starts by using

eqs. (6.4), (6.17), (C.27) to write

H
(1)
Lp0→p1 (M)(Vν,ν̄) (6.47)

= −bν
2
µα∂ρα

∫ 1

0
dt

∫ 1

−1

ds

1 + s
exp

(
i
2

1−s
1+s(z + tµ)D(z + tµ) + i

1+sρ(z + tµ)
)∣∣∣∣
ρ=0

− h. c. .

As can be shown using eqs. (D.19), (D.20), the non-trivial coefficients at this order are:

α2n,0;2n+1,0 = b(2π)2δ2(µ) , α2n+1,0;2n+2,1 = b̄ , (6.48)

α2n,0;2n+1,1 = b̄(2π)2δ2(µ̄) , α2n+1,1;2n+2,1 = b . (6.49)

These results show that the spin frame independence (6.44) is reached at least at the first

two orders in perturbation theory, thereby supporting the regular prescription.

7 Conclusions and outlook

In this paper, we have revisited Vasiliev’s equations at the linearized level, and demon-

strated explicitly in the cases of particle and black hole states how to use gauge functions

to go from the holomorphic gauge given in Weyl order, suitable for integrating the system

to all orders, to a relaxed Vasiliev gauge given in normal order, suitable for identifying

Fronsdal fields on-shell in accordance with the COMST and imposing asymptotically lo-

cally anti-de Sitter boundary conditions. More specifically, we have found that working

in normal order, the symbols for Φ(1) and U (1) ≡ D(0)H(1) are indeed regular in twistor

space at Z = 0, where they serve as generating functions for linearized Weyl tensors and

spacetime gauge fields, respectively, even though the linearized gauge function H(1) has

singularities in twistor space. The latter, however, have no impact on the spacetime gauge

fields, as the singular part of U (1)|Z=0 is cohomologically trivial with respect to the AdS

covariant derivative D(0). In other words, the D(0)-cohomology provides a splitting of

U (1)|Z=0 into a regular part, which thus defines the unfolded Fronsdal fields on-shell, and
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a singular part that can be cancelled by choosing the Z-independent part of H(1), as we

have done explicitly in the case of particle states.

The construction of H(1) involves replacing Vasiliev’s original gauge condition on the

twistor space connection [3, 30]53 with a relaxed version that only fixes H(1) up to terms

of O(Z2) (in normal order), as the latter do not affect the COMST. Instead, we argue

that this freedom in H(1) is of use in imposing asymptotically (locally) AdS boundary

conditions. To this end, we have proposed a Fefferman-Graham-like expansion in which

the full master fields linearize asymptotically. The perturbative corrections to the bulk

master fields involve star-product interactions that may affect their leading order in the

asymptotic expansion, in which case corrections to the zero-form initial data as well as to

the gauge function will be required, that we plan to report on elsewhere.

The analysis is facilitated by the usage of a regular computation scheme, whereby

master fields and gauge functions are presented by means of parametric integrals with

integrands given by regular Gaussian functions in twistor space. We have proposed a pre-

scription for how to nest auxiliary integrals and star products so as to maintain associativity

in perturbative computations. We have tested this scheme at the linearized level in the

aforementioned mapping between gauges, and at the fully nonlinear level in constructing

perturbatively exact solutions in the holomorphic gauge in Weyl order [20].

Following the QTFT approach to HSG advocated in [32–34], the HSG partition func-

tion is given by a sum over classical field configurations weighted by an on-shell action.

Starting from first principles, the simplest such on-shell action is given by the zero-form

charge obtained from the second Chern-class on twistor space. In the leading order, this

quantity has been shown to produce physically meaningful holographic two-point functions

in the case of a perturbative expansion around anti-de Sitter spacetime with boundary con-

ditions corresponding to free holographic CFTs. We plan to report elsewhere on whether

the sub-leading terms in the perturbative expansion of the on-shell action due to the afore-

mentioned corrections to the zero-form initial data will induce the physically desired n-point

functions as well. We have verified, however, that the first sub-leading corrections to a re-

lated set of classical observables, given by Wilson loops in twistor space, also known as

zero-form charges, are well-defined in the sense that they do not depend on an auxiliary

spin-frame structure introduced in the holomorphic gauge.

The formalism advocated in this paper shifts the focus of HSG away from the issue

of finding classes of non-local vertices for Fronsdal fields in quasi-Riemannian spacetimes

to that of constructing star-product local functionals for curvatures of non-commutative

higher spin geometries. In this spirit, we have proposed a set of dual boundary conditions

on Vasiliev’s nonlinear master fields for higher spin geometries containing asymptotically

locally anti-de Sitter spacetimes as well as a globally defined on-shell action functional

given by an integral over twistor space. If successful, the resulting framework may open up

53In particular, in [49] it was shown that combining the original Vasiliev gauge with a computational

scheme in which the master fields are expanded in formal power series in Y prior to performing star

products leads to ill-defined second-order corrections to the resulting Fronsdal field equations. To our

best understanding, it remains an open problem whether relaxing the original Vasiliev gauge condition or

switching to the regular computation scheme, or a combination of the two, may yield finite results.
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a dual approach to quantum field theory in which each particle is described by an infinite

collections of topological fields making up a horizontal form on a (non-commutative) fibered

space, rather than a finite set of propagating fields on a (commutative) quasi-Riemannian

manifold.
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A Conventions

Indices. Throughout the paper, we use the following types of indices:

– Greek letters from the end of the alphabet are world indices;

– Lower case letters from the beginning of the alphabet are Lorentz indices;

– Lower case letters from the end of the alphabet are so(3) indices;

– (Possibly dotted) greek letters from the beginning of the alphabet are Sp(2) spinor

indices;

– Underlined greek letters from the beginning of the alphabet are Sp(4) spinor indices.

The Lorentz metric ηab is taken as diag(− + ++). Every Sp(4) spinor Aα consist in two

Sp(2) spinors (aα, āα̇). The symplectic matrices

Cαβ =

(
εαβ 0

0 εα̇β̇

)
, Cαβ =

(
εαβ 0

0 εα̇β̇

)
, (A.1)

are defined with the convention that

εαβεαγ = δβγ , εα̇β̇εα̇γ̇ = δβ̇γ̇ . (A.2)

They are used to raise, lower and contract all the spinor indices with the so-called NW-SE

convention. For example, for two Sp(2) spinors λα and µα, one has

λα = εαβλβ , λα = λβεβα , λµ = λαµα = −µλ . (A.3)
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The convention is the same for dotted and underlined indices. The convention is often

used implicitely to omit all spinorial indices. Another related convention is that the same

symbol can be used for different indices in the same expression to indicate that they must

be completely symmetrized (with weight one). Let us define a spin-frame (u±α , ū
±
α̇ ) such

that u+αu−α = ū+α̇ū−α̇ = 1. That is to say the convention for the symplectic metric reads

in this basis

εαβ := u−αu
+
β − u

+
αu
−
β , εα̇β̇ := ū−α̇ ū

+

β̇
− ū+

α̇ ū
−
β̇
. (A.4)

We usually use that property to expand spinors in that basis as

λ± = u±αλα , λα = u−αλ
+ − u+

αλ
− , λ̄± := ū±α̇λ̄α̇ , λ̄α̇ = u−α̇ λ̄

+ − u+
α̇ λ̄
− . (A.5)

Vector and spinor indices are related by the Van der Waerden symbols, that have the

following properties

σaσ̄b = ηab + σab , σab :=
1

2
(σaσ̄b − σbσ̄a) , (A.6)

σ̄aσb = ηab + σ̄ab , σ̄ab :=
1

2
(σ̄aσb − σ̄bσa) , (A.7)

(σa)αα̇(σa)ββ̇ = −2εαβεα̇β̇ . (A.8)

For a Lorentz vector va, one has

vαα̇ := va(σa)αα̇ =: v̄α̇α , va = −1

2
(σa)αα̇v

αα̇ . (A.9)

The Van der Waerden symbols can be realised in terms of the spin-frame as

(σ0)αα̇ = u+
α ū

+
α̇ + u−α ū

−
α̇ = (σ̄0)α̇α , (σ1)αα̇ = u+

α ū
−
α̇ + u−α ū

+
α̇ = (σ̄1)α̇α , (A.10)

(σ2)αα̇ = i(u−α ū
+
α̇ − u

+
α ū
−
α̇ ) = (σ̄2)α̇α , (σ3)αα̇ = u+

α ū
+
α̇ − u

−
α ū
−
α̇ = (σ̄3)α̇α . (A.11)

AdS4 generators and connection. We use the following convention for the isometry

algebra of AdS4

[Mab,Mcd] = 4iη[d|[aMb]|c] , [Mab, Pc] = 2iηc[bPa] , [Pa, Pb] = iMab , (A.12)

which corresponds to giving to the cosmological constant the constant value -3. We usually

redefine them into the compact generators Mrs and E and the ladder operators L±r , with

the definitions

E := P0 , L±r := M0r ∓ iPr . (A.13)

The Cartan connection of AdS4 is the pull-back of a Maureer-Cartan form, that is to say

it is an algebra-value 1-form field U (0) satisfying

dU (0) +
1

2
[U (0), U (0)] = 0 . (A.14)

It can be splitted as

U (0) := −i
(
e(0)aPa + 1

2ω
(0)abMab

)
, (A.15)
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where ea is the vierbein and ωab is te spin connection, satisfying

dω(0)ab + ω
(0)a

cω
(0)cb + e(0)ae(0)b = 0 , de(0)a + ω

(0)a
be

(0)b = 0 . (A.16)

The algebra can be realized in terms of the star-product (2.9) with the following definition

of the generators

Mab = −1

8
(σab)

ααyαyα −
1

8
(σ̄ab)

α̇α̇ȳα̇ȳα̇ , Pa =
1

4
(σa)

αα̇yαȳα̇ . (A.17)

In this language, the Cartan connection becomes eq. (3.5), viz.

U (0) =
1

4i
Ω(0)αβYαYβ =

1

4i

(
ω(0)αβyαyβ + ω̄(0)α̇β̇ ȳα̇ȳβ̇ + 2e(0)αβ̇yαȳβ̇

)
, (A.18)

with the spinorial components defined as

e(0)a = (σa)αα̇e
(0)αα̇ , ω(0)ab =−1

2

(
(σab)ααω

(0)αα+(σ̄ab)α̇α̇ω̄
(0)α̇α̇

)
, (A.19)

e(0)αα̇ =−1

2
(σa)

αα̇e(0)a , ω(0)αα =−1

4
(σab)

ααω(0)ab , ω̄(0)α̇α̇ =−1

4
(σ̄ab)

α̇α̇ω(0)ab , (A.20)

and satisfying

dω(0)αα+ω
(0)α

βω
(0)βα+e

(0)α

β̇
e(0)αβ̇ = 0 , dω̄(0)α̇α̇+ω

(0)α̇

β̇
ω(0)β̇α̇+e

(0) α̇
β e(0)βα̇ = 0 , (A.21)

de(0)αα̇+ω
(0)α
β e(0)βα̇+ω

(0)α̇

β̇
e(0)αβ̇ = 0 . (A.22)

U (0) is pure gauge, in the sense that it can be written

U (0) = L−1 ? dL , (A.23)

where L is a x-dependent Gaussian in Y . Its adjoint action on Z-independent symbols

reads

L−1 ? f(x;Y ) ? L = f
(
x;Y L

α

)
, Y L

α (x) = L(x)
β
α Yβ , (A.24)

where L(x)
β
α is a x-dependent Sp(4) matrix corresponding to L.

Stereographic coordinates. Whenever we need to make the spacetime dependence

explicit, we choose to do it with the help of stereographic coordinates, that can be written

in Lorentz covariant fashion

xa ∈ R4 , x2 6= 1 , ds2 =
4

(1− x2)2
dx2 . (A.25)

The radial coordinate of the global AdS4 spherical coordinate system, that appears in the

analysis of the black hole states, can be related to the stereographic coordinates via

r =
2
√

(x0)2 + x2

(1− x2)
. (A.26)
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Two useful definitions are

h :=
√

1− x2 , ξ := |x2|−
1
2 tanh−1

(√
1− h
1 + h

)
. (A.27)

The vacuum gauge function corresponding to stereographic coordinates can be given in

terms of those quantities

L = exp? (4iξxaPa) =
2h

1 + h
exp

(
− i

1 + h
yxȳ

)
. (A.28)

The associated Sp(4) matrix allows to rewrite eq. (A.24) as

L−1 ? f(x; y, ȳ) ? L = f

(
x;

1

h
(y + xȳ),

1

h
(ȳ + x̄y)

)
, yL =

1

h
(y + xȳ) , ȳL =

1

h
(ȳ + x̄y) .

(A.29)

B Definition of the trace on A(Y4)

Although the precise definition of the trace operation on A(Y4) does not enter the derivation

of the main results of this paper, the following remarks are in order. A trace operation that

is naturally associated with the Groenewold-Moyal product induced on A(Y4) by (2.9) is

Tr? f :=

∫
d4Y f(Y ) . (B.1)

However, some of the functions of Y -oscillators that we work with in this paper are non-

integrable. For example, the twisted Fock-space endomorphisms Pm|n ? κy (see [20] and

section 4) have infinite Tr?. To regularise their traces, one may introduce a projector p to

L1(Y4), or equivalently a projector p̃ to the space FY=0(Y4) of functions that have a finite

value at Y = 0. The associated linear map

Trp f :=

∫
d4Y pf(Y ) = (2π)2 p̃(f ? κyκ̄ȳ)

∣∣
Y=0

, (B.2)

is a trace operation provided that it is cyclic. The existence of such a regularized trace

depends on the details of the algebra A(Y4).

An example is provided by the extension of the Weyl algebra [19] spanned by elements

of the form

f(Y ) = f0,0̄ + f1,0̄ ? κy + f0,1̄ ? κ̄ȳ + f1,1̄ ? κy ? κ̄ȳ , (B.3)

where f`,¯̀(Y ) are analytic functions of Y that form a star-product algebra, i.e. the algebra

has basis elements Y k ? κpyκ̄
q
ȳ, that is, monomials in Y of arbitrary degree together with

monomials multiplied with delta functions in Y and their derivatives. The extended Weyl

algebra admits the non-degenerate trace operation

Trρ(f) := (2π)2f1,1̄

∣∣
Y=0

, (B.4)

where ρ is the projection whose Fourier dual ρ̃ is defined by

ρ̃(Y k ? κpyκ̄
q
ȳ) = δp0δq0Y

k . (B.5)
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Thus, for instance, the regularized trace of a non-polynomial (anti-)Fock-space endomor-

phism Pm1,m2|n1,n2
, where mi, ni are all positive (negative) semi-integers (see [15, 20] and

section 4), is finite, and can be appropriately normalized as to give Trρ(Pm1,m2|n1,n2
) ∝

〈n1, n2|m1,m2〉 = δn1,m1δn2,m2 . From Pm1,m2|n1,n2
? κy ∼ Pm1,m2|−n2,−n1

, it follows that

Trρ(Pm1,m2|n1,n2
? κy) = 0.

The generalisation of the regularized trace (B.4) to algebras that contain the Klein

operators but are not a semi-direct product of 1, κ, κ̄, κκ̄ with an algebra of analytic func-

tion, needs more care. Indeed, the expansion (B.3) is ambiguous for any g such that

g ? κpyκ̄
q
ȳ is itself an analytic function. One can resolve these ambiguities by prescrib-

ing that such functions enter the trace via a specific projection. For instance, for the

symmetry-enhanced projectors Pn(E) considered in [15, 20], that are eigenstates of κyκ̄ȳ,

Pn(E) ? κyκ̄ȳ = (−1)nPn, the ambiguity can be resolved by using Trρπn instead, where

πn := 1
2(1 + (−1)nκyκ̄ȳ), hence Trρπn(Pn(E)) := 2π2(−1)nPn(E)|Y=0. Elements of the

group SpH(8), that is discussed in section 2.5, present the same difficulty, the study of

which we defer to a future work.

C Perturbatively exact factorised solutions

In this appendix, we shall solve eq. (2.27) perturbatively around the anti-de Sitter back-

ground (3.3) using the Weyl-order resolution operator (3.43), and more precisely taking

advantage of its factorisation property (3.46). As we will see, the perturbation theory based

on this homotopy integral can be performed to all orders. Notice that, as this resolution

operator is the only one we use in this appendix, we will drop the label (E + i∂Y ) on the

various fields.

C.1 Factorised perturbation theory

We will proof in this subsection that an54 all-order result is

Φ(m) = δm,1

(
Ψ(1) ? κy + Ψ̄(1) ? κ̄y

)
, (C.1)

V (m) = (Ψ(1))?m ? vm(z) + (Ψ̄(1))?m ? v̄m(z̄) , (C.2)

U (m) = δm,0 Ω , (C.3)

where

Ψ(1)(Y ) := C(1)(Y ) ? κy , Ψ̄(1)(Y ) := C(1)(Y ) ? κ̄y , (C.4)

where vm(z) and v̄m(z̄) will be determined in the other subsections and where the inte-

gration constants have consistently been chosen to be zero, aside from C(1)(Y ). The solu-

tion (C.1)–(C.3) is factorised in accordance with eq. (2.66). The bosonic projection (2.30)

manifests itself on Ψ(1) and Ψ̄(1) as

ππ̄
(

Ψ(1)
)

= Ψ(1) , ππ̄
(

Ψ̄(1)
)

= Ψ̄(1) , Ψ(1) ? Ψ̄(1) = Ψ̄(1) ?Ψ(1) . (C.5)

54Having specified the resolution operator, the procedure should yield a unique solution. However, q(E)∗κz
is not a uniquely defined symbol, and we will see in the next subsection that for the family of representations

of κz that we will use, the result depends on the chosen spin-frame.
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The generic solution to eq. (3.6) is Φ(1) = C(1)(Y ) and it is straightforward to show

that eq. (3.7) is equivalent to

D
(0)
ad Ψ(1) = D

(0)
ad Ψ̄(1) = 0 . (C.6)

Then all we want to use is eq. (3.43). We rewrite eq. (3.8) as

qV (1) = −Ψ(1) ? jz − Ψ̄(1) ? ̄z , (C.7)

and solve it as

V (1) = −Ψ(1) ? q(E)∗jz − Ψ̄(1) ? q(E)∗̄z . (C.8)

Since D
(0)
ad annihilates Ψ(1) and Ψ̄(1), we can rewrite eq. (3.9) as

qU (1) = Ψ(1) ? dq(E)∗jz + Ψ̄(1) ? dq(E)∗̄z . (C.9)

From now on, we assume that q(E)∗jz and q(E)∗̄z are x-independent, which is a non-trivial

condition on the representation of κz and κ̄z that one uses to construct a solution. Since

q(E)∗ is linear, we have

U (1) = W (1) , (C.10)

which we decide to gauge fix to zero by virtue of eq. (3.10), thereby proving eqs. (C.1), (C.2),

(C.3) for m = 1.

Now we assume having proven it up to a certain order n and will prove it for m = n+1.

At order n+ 1, the equations (3.6)–(3.10) read

qΦ(n+1) +
n∑
k=1

[
V (k) ,Φ(n+1−k)

]
π

= 0 , (C.11)

D
(0)
tw Φ(n+1) +

n∑
k=1

[
U (k) ,Φ(n+1−k)

]
π

= 0 , (C.12)

qV (n+1) +

n∑
k=1

V (k) ? V (n+1−k) + Φ(n+1) ? J = 0 , (C.13)

qU (n+1) +D
(0)
ad V

(n+1) +
n∑
k=1

{
V (k) , V (n+1−k)

}
?

= 0 , (C.14)

D
(0)
ad U

(n+1) +
n∑
k=1

U (k) ? U (n+1−k) = 0 . (C.15)

We start solving the equations in that order using the previous results. Eq. (C.11) reads

qΦ(n+1) = −
[
V (n) ,Ψ(1) ? κy + Ψ̄(1) ? κ̄y

]
π

(C.16)

= −
[
(Ψ(1))?n ? vn(z) + (Ψ̄(1))?n ? v̄n(z̄) ,Ψ(1)

]
?
? κy

−
[
(Ψ(1))?n ? vn(z) + (Ψ̄(1))?n ? v̄n(z̄) , Ψ̄(1)

]
?
? κ̄y = 0 ,
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where eq. (2.30) was used to get the second line and eq. (C.5) was used to get the conclusion.

We can chose Φ(n+1) = 0 as a solution, consistently with eq. (C.12) that has become

D
(0)
ad Φ(n+1) = 0 . (C.17)

This simplifies eq. (C.13) that, considering that Vz(z) and V̄z(z̄) anticommute, takes

the form

qV (n+1) = −(Ψ(1))?n+1 ?
n∑
k=1

(vk(z) ? vn+1−k(z))− (Ψ̄(1))?n+1 ?
n∑
k=1

(v̄k(z̄) ? v̄n+1−k(z̄)) .

(C.18)

It admits as a solution eq. (C.2) with

vn+1(z) : = q(E)∗

(
−

n∑
k=1

(vk(z) ? vn+1−k(z))

)
, (C.19)

v̄n+1(z̄) : = q(E)∗

(
−

n∑
k=1

(v̄k(z̄) ? v̄n+1−k(z̄))

)
. (C.20)

Assuming again that vm(z) are x-independent, the two remaining equations become

qU (n+1) = D
(0)
ad U

(n+1) = 0 , (C.21)

that admit U (n+1) = 0 as a solution, thereby concluding the proof.

C.2 Recursive solution using symbol calculus

In this subsection we show that eq. (C.8) can give eq. (3.47), and that eq. (C.19) can

be solved recursively to provide this initial datum with an all order completion. This is

achieved by using a suitable representation55 of δ2(z) and δ2(z̄), that is described in more

details in appendix D.

The all order solution to eq. (C.19) is given by

vn(z) = dzα∂ρα

∫ 1

−1

ds

1 + s
fn(s) exp

(
i
2

1−s
1+s zDz + i

1+s ρz
)∣∣∣∣
ρ=0

, (C.22)

fn(s) : = − b
2

(2(n− 1))!

n!((n− 1)!)2

(
b

8
log
(

1
s2

))n−1

, (C.23)

that can be plugged into eq. (C.2) an exact solution for the internal connection

V =− b
2

Ψ(1)?

∫ 1

−1

ds

1+s 1F
?
1

(
1

2
;2;

b

2
log
(

1
s2

)
Ψ(1)

)
? dzα∂ρα exp

(
i
2

1−s
1+s zDz+ i

1+s ρz
)∣∣∣
ρ=0
−h.c. .

(C.24)

55As detailed in appendix D, one can think of this representation as the Z-space Fourier transform of a

similar representation of 1.
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This corresponds to the solution already studied in [15, 16, 19, 20] in a particular gauge.56

In particular, the holomorphic component of the first order part is

V (1)
α =−Ψ(1)?

b

2
∂ρα

∫ 1

−1

ds

1+s
exp

(
i
2

1−s
1+s zDz+ i

1+sρz
)∣∣∣∣
ρ=0

=− b
2
∂ρα

∫
d2u

2π
Ψ(1)(y−u, ȳ)eiuz

∫ 1

−1

ds

1+s
exp

(
i
2

1−s
1+s uDu+ i

1+sρDu
)∣∣∣∣
ρ=0

=− b
2
∂ρα

∫
d2u

2π
Φ(1)(u−z, ȳ)eiy(z−u)

∫ 1

−1

ds

1+s
exp

(
i
2

1−s
1+s uDu+ i

1+sρu
)∣∣∣∣
ρ=0

, (C.25)

which proves indeed eq. (3.47).

In the remaining part of this section we shall give the detailed proof of eqs. (C.22),

(C.23).

The right hand side of (C.8) can be rewritten using (2.25) and (D.16) as

jz = − ib
2
dzαdzα

∫ 1

−1

ds

1 + s
δ(1 + s) exp

(
i
2

1−s
1+s zDz

)
, (C.26)

where one should think of this δ distribution as a limit s → −1 rather than an evalua-

tion at the singular point s = −1. The homotopy integral is then performed using the

lemma (D.23)

v1(z) = − b
2
dzα∂ρα

∫ 1

−1

ds

1 + s
exp

(
i
2

1−s
1+s zDz + i

1+sρz
)
, (C.27)

which proves the result for n = 1. Notice that any spin frame allows to get this linear

solution for V , even one that depends on the spacetime coordinates x. However, eq. (C.10)

is not guaranteed with a x-dependent spin-frame.57 For this reason, we assume from now

on that the spin frame in eq. (D.3) is spacetime-independent.

The proof of the higher-order part of eqs. (C.22), (C.23) begins with the ?-product

in (C.19), which is performed using the lemma (D.9)

vk(z) ? v`(z) = − i
4
dzαdzα

∫ 1

−1

ds

(1 + s)2
fk ◦ f`(s)

(
1 +

i

2

1− s
1 + s

zDz
)

exp
(
i
2

1−s
1+s zDz

)
,

(C.28)

where ◦ is the commutative and associative product defined in (D.10). Plugging that

expression into (C.19) and using the lemma (D.25) gives

vn+1(z) = dzα∂ρα

∫ 1

−1

ds

(1 + s)2

(
−1

4

n∑
k=1

fk ◦ fn+1−k(s)

)
exp

(
i
2

1−s
1+s zDz + i

1+sρz
)∣∣∣∣∣
ρ=0

.

(C.29)

56This gauge, that is referred to as symmetric gauge, corresponds to taking f+ = f− = f in the notation

of appendix C of [20].
57In fact, performing the integral gives eq. (C.39), which shows that the result is x-dependent if and only

if D is.
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This translates (C.19) as a recursion for fn

fn+1(s) = −1

4

n∑
k=1

fk ◦ fn+1−k(s) , (C.30)

with the base case given by eq. (C.27):

f1(s) = − b
2
. (C.31)

This is solved by

fn(s) = − b
2
Cn−1

(
b

8

)n−1

1◦n , (C.32)

where Cn are the Catalan numbers, that are defined recursively as

C0 = 1 , Cn+1 =
n∑
k=0

CkCn−k , (C.33)

and that can be written

Cn =
(2n)!

n!(n+ 1)!
. (C.34)

It can then be shown recursively that

1◦k =
1

(k − 1)!

(
log
(

1
s2

))k−1
. (C.35)

Indeed, beyond the trivial k=1 case, one can use (D.11) to get

1◦k+1 =
1

(k − 1)!

(
log
(

1
s2

))k−1 ◦ 1

=
2

(k − 1)!

∫ 1

|s|

dt

t

(
log
(

1
t2

))k−1

= − 1

(k − 1)!

∫ 0

log
(

1
s2

) d (log
(

1
t2

)) (
log
(

1
t2

))k−1

=
1

k!

(
log
(

1
s2

))k
, (C.36)

thereby concluding the proof of (C.22), (C.23).

C.3 Alternative interpretations of v1(z)

As it is intuitive from (C.7), given the distributional nature of jz, the z-dependent coefficient

v1(z) cannot be a regular function. Thus, according to the regular presentation scheme of

section 2.5, a faithful representation, encoding the properties of v1(z) under star product,

is given by (C.27), and only at the last step of the computation (that is, when all algebraic

operations have been carried out and the resulting master fields are supposed to contain

physical spacetime fields as coefficients of their power series expansion in oscillators) the

auxiliary integrals are supposed to be evaluated. However, it can be interesting to compute

the auxiliary integral in eq. (C.27) in order to understand what interpretation can be given

to v1(z) as a distribution and how exactly the integral presentation takes care of it.
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As the inverse of a z oscillator in Schwinger parametrization. The integral defin-

ing v1(z) can be written as

v1α = − ib
2
zα

∫ 1

−1

dt

(t+ 1)2
e
− i2

t−1
t+1 zDz = − ib

4
zα

∫ +∞

0
dτ e−iτwz , (C.37)

where we recall that wz = −1
2zDz, and converges provided that =(zDz) > 0. In other

words, this integral can be regularized by means of a −iε prescription, and interpreted as

a standard Schwinger parametrization, i.e.,∫ +∞

0
dτ e−iτwz = lim

ε→0

∫ +∞

0
dτ e−iτ(wz−iε) = lim

ε→0

−i
wz − iε

. (C.38)

Indeed, this is how (D.20) is obtained, as well as the last step of the computation leading

to the COMST for particle states (4.74). Hence, taking the limit ε→ 0,

v1(z) = q(E)∗jz = − b
2

dzαzα
zDz

, (C.39)

or, projecting with the spin-frame,

v±1 = − b
4

1

z∓
. (C.40)

Note however that the latter is not, per se, a faithful representation of v±1 as far as its star-

product properties are concerned. For a start, (C.40) does not satisfy qv1 = −jz (see (C.7)

and (C.2)), whereas the integral presentation (C.37) does. In particular we recall that, as

shown in [15], the delta function comes from a boundary term: using that wz = −1
2zDz,

∂

∂z[α
zβ]

∫ +∞

0
dτ e−iτwz = εαβ

∫ +∞

0
dτ

[
1 +

iτ

2
zDz

]
e−iτwz

= εαβ

∫ +∞

0
dτ

[
1 + τ

d

dτ

]
e−iτwz = εαβ

[
τe−iτwz

]+∞
0

= εαβ lim
τ→+∞

τe−iτwz = εαβκz , (C.41)

where the second equality on the second line is obtained via integration by parts.

As a limit representation of a θδ distribution. A different regularization of the

integral defining v1 indeed shows that, in getting (C.40), one is essentially neglecting a

boundary term. One could in fact evaluate (C.37) as

v1α = − ib
2
zα

∫ 1

−1

dt

(t+ 1)2
e
− i2

t−1
t+1 zDz =

b

2

zα
zDz

(
1− lim

ε→0
e
i

2ε zDz
)
, (C.42)

that is

v±1 = − b
4

1

z∓

(
1− lim

ε→0
e−

i
ε z

+z−
)
. (C.43)

The boundary term in (C.43) accounts for the delta function source term without having

to use the integral presentation — the proviso here being, naturally, that the limit ε → 0

must be taken after z-derivatives. Indeed,

∂−v
−
1 = − b

4
∂−

1

z+

(
1− lim

ε→0
e−

i
ε z

+z−
)

= − b
4

lim
ε→0

i

ε
e−

i
ε z

+z− = − ib
4
κz . (C.44)

Analogously for ∂+v
+
1 .
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This result can also be obtained by considering the integral

lim
ε→0

∫ z±

0
dz′

1

ε
e−

i
ε z
′z∓ =

−i
z∓

(
1− lim

ε→0
e−

i
ε z

+z−
)
. (C.45)

In fact, the evaluation of v1 as in (C.43) is coherent with the interpretation of the integral

in (C.45) obtained by taking the limit on the integrand,

lim
ε→0

∫ z±

0
dz′

1

ε
e−

i
ε z
′z∓ =

∫ z±

0
dz′δ(z′)δ(z∓) = θ(z±)δ(z∓) , (C.46)

which obviously lead to a two-dimensional delta function after taking a z-curl. By fol-

lowing this route, one can operate with z-derivative on the result of the integral (C.42)

without invoking any integral presentation; hence, one obtains immediately the correct

identity (C.52).

Hence, the result we derived via the Schwinger parametrization (C.40) makes sense as

long as it is possible to consider

lim
ε→0

e−
i
ε
z+z− = 0 , (C.47)

which actually follows from the delta sequence κz = limε→0
1
ε e
− i
ε
wz . The discussion above

suggests that the limit ε → 0, enforcing (C.47), should be taken only after all oscillator

derivatives (or star products) have been performed, lest the z-dependence of v1 be altered.

This is in accordance, for example, with the way the result in (4.74) was obtained. Whether

a limit representation like (C.43) can be considered truly faithful from the star product

point-of-view, thus providing an alternative to the integral presentation (C.37), is yet to

be fully investigated.

As a z-space integral. It is also possible to write v1(z) as an integral of a delta sequence

in z (as shown before in (C.45) and (C.47) as intermediate steps in order to relate the limit

representation (C.43) to (C.46)). One can thus identify

v±1 (z) = − b
4

lim
ε→0

i

ε

∫ z±

0
dz′e−

i
ε
z′z∓ . (C.48)

The nature of v±1 (z) as potential for jz is then clear from referring to their integral defini-

tion (C.48), since for instance

∂

∂z−
v−1 (z) = − b

4
lim
ε→0

i

ε
e−

i
ε
z−z+

= − ib
2
πδ2(z) . (C.49)

Moreover, the representation (C.48) is also consistent with differentiating with respect to

the other z-component. In particular, note that, in all cases in which one is allowed to

use (C.47), one has

∂

∂z+
v−1 ∝

∂

∂z+

1

z+
= lim

ε→0

i

ε

∫ z−

0
dz′
(
− i
ε
z′
)
e−

i
ε
z′z+

= lim
ε→0

i

εz+

∫ z−

0
dz′z′

∂

∂z′
e−

i
ε
z′z+

= lim
ε→0

i

εz+

(
z−e−

i
ε
z′z+ − ε

iz+
+

ε

iz+
e−

i
ε
z′z+

)
= 2iπ

z−

z+
δ2(z)− 1

(z+)2
. (C.50)
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The first term is a bit unexpected, but it can be regularised to zero by using

1

z+
δ(z+) = −δ′(z+) . (C.51)

The latter identity can be derived by letting both sides act on an analytic test function:∫ +∞

−∞
dz

1

z
δ(z)f(z) =

∫ +∞

−∞
dz

1

z
δ(z)

(
f0 + zf1 +O(z2)

)
= f1 = −

∫ +∞

−∞
dzδ′(z)f(z) ,

where the vanishing of the first term comes from Cauchy’s principal value prescription,

using that δ(z+) = δ(−z+). Hence, we have

∂

∂z+

1

z+
= − 1

(z+)2
, (C.52)

hence ensuring consistency between this integral representation (C.48) and the previous

ones proposed within the regular scheme.

As the degree-one cohomology of S1. Finally, note that (C.49) is suggestive of yet

another interpretation of v1(z) as a distributional potential of jz, provided the coordinates

of the z complex sphere can be rewritten as

z± = re∓iϕ , (C.53)

where ϕ is real and r is possibly complex.58 Then, rewriting (C.39) as

q(E)∗jz =
b

4

(
dz+

z+
− dz−

z−

)
= − ib

2
dϕ (C.54)

one can observe that, while the action of q on this expression vanishes away from the origin

of z-space, the analysis at z = 0 requires the additional use of either the residue formula

or Stokes’ theorem. One has∫
q q(E)∗jz =

b

4

(∮
dz−

z−
−
∮
dz+

z+

)
= − ib

2

∫ 2π

0
dϕ = −iπb , (C.55)

from which one deduces

jz = −iπb d2z δ2(z) = − ib
4
κzdz

αdzα , (C.56)

which is consistent with eqs. (2.25), (2.72).

D Parametric integrals

The exact solution that we find using q(E)∗ uses a representation of κz that we shall detail

below. Every time such integrals appear, the prescription is to perform all star products

and derivatives between integrands and perform the integral as the very last step.

58The compatibility with the convergence of integrals such as eq. (C.37) would require =(r2) < 0, in turn

compatible with the regularization r = <(r)− iε.
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D.1 ◦-product algebra

This formalism relies on the introduction of a spin-frame (u+α, u−α) satisfying u+αu−α = 1 .

It has the property

εαβ = u−αu+β − u+αu−β . (D.1)

Hence for a spinor vα, we have the following relations

vα = u−αv+ − u+αv− , v± := u±αvα . (D.2)

It can then be used to defined the following metric in twistor space:

Dαβ = u+
αu
−
β + u−αu

+
β . (D.3)

The prescription is to expand functions of z over the following basis:

Gα1,...,αn(s) := ∂ρα1
. . . ∂ραn exp

(
i
2

1−s
1+s zDz + i

1+sρz
)∣∣∣
ρ=0

. (D.4)

In particular

Gs := exp
(
i
2

1−s
1+s zDz

)
= exp

(
−i1−s

1+s z
+z−

)
. (D.5)

Most of the functions the appear in the construction of the factorised exact solution are of

the form:

F : =

∫ 1

−1

ds

1 + s
f(s) exp

(
i
2

1−s
1+s zDz

)
, (D.6)

F(a,b) : = dzα(aε β
α + bD β

α )∂ρβ

∫ 1

−1

ds

1 + s
f(s) exp

(
i
2

1−s
1+s zDz + i

1+sρz
)∣∣∣∣
ρ=0

, (D.7)

where f(t) is a function or distribution, referred to as symbol. What makes this represen-

tation interesting is the following self-replication property:

1

1 + s
exp

(
i
2

1−s
1+s zDz + i

1+s ρz
)
?

1

1 + s′
exp

(
i
2

1−s′
1+s′ zDz + i

1+s′ ρ
′z
)

=
1

2(1 + ss′)
exp

(
i
2

1−ss′
1+ss′ zDz + i

1+ss′

(
ρ
(

1+s′

2 + 1−s′
2 D

)
+ ρ′

(
1+s

2 −
1−s

2 D
))
z
)

× exp
(
i
4

1−s′
(1+s)(1+ss′)ρDρ+ i

4
1−s

(1+s′)(1+ss′)ρ
′Dρ′ − i

2(1+ss′)ρρ
′
)
. (D.8)

In the context of this work we are particularly interested in one of its consequences:

F(1,0)?F
′
(1,0) =− i

4
dzαdzα

∫ 1

−1

dS

(1+S)2
f ◦f ′(S)

(
1+

i

2

1−S
1+S

zDz
)

exp
(
i
2

1−S
1+S zDz

)
, (D.9)

where the ◦-product was defined as in [11]

f ◦ f ′(S) :=

∫ 1

−1
ds

∫ 1

−1
ds′ f(s) f ′(s′) δ(S − ss′) . (D.10)
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It is commutative and associative. Moreover, in the case of two even functions of s, it can

be reexpressed as

f (+) ◦ g(+)(S) =

∫ 1

−1
ds

∫ 1

−1
ds′ f (+)(s) g(+)(s′) δ(S − ss′)

=

∫ 1

−1

ds

|s|
f (+)(s) g(+)

(
S

s

)
θ

(
1−

∣∣∣∣Ss
∣∣∣∣)

= 2

∫ 1

|S|

ds

s
f (+)(s) g(+)

(
S

s

)
. (D.11)

D.2 Fourier transform and δ distribution

As for any function of z, the Fourier transform is given by the star-multiplication by κz,

as can be seen using equations (2.9), (2.23)

f(z) ? κz =

∫
d2u

2π
f(u) e−iuz . (D.12)

This property translates on symbols as

F ? κz =

∫ 1

−1

ds

1 + s
f(−s) exp

(
i
2

1−s
1+s zDz

)
, (D.13)

F(a,b) ? κz = dzα(aD β
α + bε β

α )∂ρβ

∫ 1

−1

ds

1 + s
f(−s) exp

(
i
2

1−s
1+s zDz + i

1+sρz
)∣∣∣∣
ρ=0

. (D.14)

In particular, from

1 = 2

∫ 1

−1

ds

1 + s
δ(1− s) exp

(
i
2

1−s
1+s zDz

)
, (D.15)

one deduces

δ2(z) =
1

π

∫ 1

−1

ds

1 + s
δ(1 + s) exp

(
i
2

1−s
1+s zDz

)
. (D.16)

The latter expression is nothing but a rewriting of the delta sequence

δ2(z) = lim
ε→0+

1

2πε
exp

(
− i
εz

+z−
)
. (D.17)

Its derivative can be expressed in the same basis as

∂zαδ
2(z) =

2i

π
(Dz)α

∫ 1

−1

ds

(1 + s)2
δ(1 + s) exp

(
i
2

1−s
1+s zDz

)
. (D.18)

Other useful identities (which, according to the regular scheme, are meant to be used after

all star-products have been evaluated, see appendix C.3) can be recovered using standard

integration tools: ∫
d2z exp

(
i
2

1−s
1+szDz + i

1+sρz
)

= 2π
1 + s

1− s
exp

(
i
2

1−s
1+sρDρ

)
, (D.19)∫ 1

−1

ds

(1 + s)2
exp

(
i
2

1−s
1+s zDz

)
=

i

zDz
, (D.20)∫ 1

−1

ds

(1 + s)2

(
1 +

i

2

1− s
1 + s

)
exp

(
i
2

1−s
1+s zDz

)
= πδ2(z) . (D.21)
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In particular, the change of variables ζ = 1−s
1+s gives eq. (D.20) as a Schwinger integral. It

is important to stress that eq. (D.21) holds only when it has no singular prefactor, as it

makes use of the fact that zαδ
2(Z) = 0.

D.3 Homotopy contractions

We will now show how the resolution operation q(E)∗ acts on two different kind of sources

expanded in this basis. First, on

J(z; dz) := dzαdzα

∫ 1

−1

ds

1 + s
j(s) exp

(
i
2

1−s
1+s zDz

)
, (D.22)

one gets

q(E)∗J : =

∫ 1

0

dt

t
2t2zαdzα

∫ 1

−1

ds

1 + s
j(s) exp

(
i
2 t

2 1−s
1+s zDz

)
= −dzαzα

∫ 1

−1

ds

1 + s
j(s)

∫ s

1
dS

(−2)

(1 + S)2

1 + s

1− s
exp

(
i
2

1−S
1+S zDz

)
= dzα∂ρα

∫ 1

−1

dS

1 + S

(
2i

∫ S

−1

ds

1− s
j(s)

)
exp

(
i
2

1−S
1+S zDz + i

1+Sρz
)
. (D.23)

Then, on a source that might result from (D.9)

J(z; dz) := dzαdzα

∫ 1

−1

ds

(1 + s)2
j(s)

(
1 +

i

2

1− s
1 + s

zDz
)

exp
(
i
2

1−s
1+s zDz

)
, (D.24)

one finds

q(E)∗J =

∫ 1

0

dt

t
2t2zαdzα

∫ 1

−1

ds

(1 + s)2
j(s)

(
1 +

i

2
t2

1− s
1 + s

zDz
)

exp
(
i
2

1−s
1+s t

2 zDz
)

= −dzαzα
∫ 1

−1

ds

(1 + s)2
j(s)

∫ 1

0
dτ (1 + τ∂τ ) exp

(
i
2

1−s
1+sτ zDz

)
= dzα∂ρα

∫ 1

−1

ds

1 + s
(i j(s)) exp

(
i
2

1−s
1+s zDz + i

1+sρz
)∣∣∣∣
ρ=0

. (D.25)

E Black-hole-like solutions

In this appendix we generalize some results first presented in [15] about the spherically sym-

metric black-hole-like solutions to the black-hole state generating function (4.52), endowed

with polarization spinors, and we provide some additional useful lemmas.

It is convenient to start from the particle initial datum (4.51) and compute

Ψ
′(1)
bh = Ψ

′(1)
pt ? κy = Φ

′(1)
pt = exp (ηyσ0ȳ + χy + χ̄ȳ) . (E.1)

Focusing on stereographic coordinates, the L-rotation is performed using eq. (A.29) and

reads

Ψ
(1)
bh (Y ;X) = exp

(η
2yκ

Ly + ηyvLȳ + η
2 ȳκ̄

Lȳ + χLy + χ̄Lȳ
)
, (E.2)

χL :=
1

h
(χ− xχ̄) , χ̄L :=

1

h
(χ̄− x̄χ) , (E.3)
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in terms of the matrices

κL :=
1

h2
(σ0x̄− xσ̄0) , κ̄L :=

1

h2
(σ̄0x− x̄σ0) , vL :=

1

h2
(σ0 − xσ̄0x) . (E.4)

They have the following properties:

(κL)2 = (κ̄L)2 = r2 , vLv̄L = v̄LvL = −(1 + r2) , (E.5)

κLvL = −vLκ̄L , v̄LκL = −κ̄Lv̄L , (E.6)

where the products and squares are meant in terms of matrix notation, with the NW-SE

contraction (A.3). These relations are reflected in the possibility the write the matrices as

(κL)αβ = r(u+α
E u−βE + u−αE u+β

E ) , (κ̄L)α̇β̇ = r(ū+α̇
E ū−β̇E + ū−α̇E ū+β̇

E ) , (E.7)

(vL)αβ̇ =
√

1 + r2(u+α
E ū+β̇

E + u−αE ū−β̇E ) = (v̄L)β̇α , (E.8)

in terms of the E-adapted spin-frame, whose expression can be found in appendixE of [15].

The corresponding Weyl zero-form then reads

Φ
(1)
bh (x;Y ;X) =− i√

η2r
exp

(
− 1

2ηy(κL)−1y+iy(κL)−1vLȳ− i
ηy(κL)−1χL

)
× (E.9)

×exp
(
η
2 ȳ(κ̄L−v̄L(κL)−1vL)ȳ+ 1

2ηχ
L(κL)−1χL+ȳv̄L(κL)−1χL+χ̄Lȳ

)
= exp

(
− 1

2ηy(κL)−1y+iy(κL)−1vLȳ− i
ηy(κL)−1χL

)
Φ

(1)
bh (x;0, ȳ;X) . (E.10)

The internal connection can be computed using eq. (3.47)

V
(1,E+i∂Y )

bh =− b
2

Φ
(1)
bh

∣∣∣
y=0

dz∂ρ
∫ 1

−1

ds

(1+s)
√

detG
exp

(
−1

2 ς G
−1ς+ i

2
1−s
1+szDz+ i

1+sρz
)∣∣∣∣
ρ=0

−h.c. , (E.11)

ς := iy+i(κL)−1vLȳ− 1

η
(κL)−1χL−i1−s

1+szD−
i

1+sρ, (E.12)

G :=
1

ηr2
κL−i1−s

1+s
D . (E.13)

Up to the polarisation term, this result agrees with the one presented in [20]. If we further

define
≈
y := y + (κL)−1vLȳ − 1

η
(κL)−1χL , (E.14)

we can rewrite the result

V
(1,E+i∂Y )

bh = − b
2

Φ
(1)
bh

∣∣∣
y=0

∂ρα

∫ 1

−1

ds

(1 + s)
√

detG
exp

(
1
2

≈
y G−1≈y + i

1+sρ
(

1 + i1−s
1+sG

−1D
)
z
)

× exp
(
− 1

1+sρG
−1≈y − 1−s

1+szDG
−1≈y + i

2
1−s
1+sz

(
D + i1−s

1+sDG
−1D

)
z
)∣∣∣
ρ=0

.

(E.15)
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The square and determinant of the matrix G are given by

G2 =
(1 + s)2 − iη(1 + s)(1− s) Tr(κLD)− η2r2(1− s)2

η2r2(1 + s)2
= − detG . (E.16)

Let us give a series of additional lemmas, relevant for the derivation of the COMST for

black-hole states.

d

ds

(
1√

detG

)
=− 1

(1+s)
√

detG

iη(1+s)Tr(κLD)+2(1−s)η2r2

(1+s)2−iη(1−s)(1+s)Tr(κLD)−η2r2(1−s)2
,

(E.17)

d

ds

(
1√

detG

1−s
1+s

)
=− 1

(1+s)
√

detG

2(1+s)−iη(1+s)Tr(κLD)

(1+s)2−iη(1−s)(1+s)Tr(κLD)−η2r2(1−s)2
,

(E.18)

Tr(G−1D) =G−2

(
1

ηr2
Tr(κLD)−2i

1−s
1+s

)
, (E.19)

Tr

(
1+i

1−s
1+s

G−1D
)

=−
√

detG(1+s)2 d

ds

(
1√

detG

1−s
1+s

)
, (E.20)

(G−1DG−1)αβ =
i

2
(1+s)2 d

ds
(G−1

αβ) . (E.21)
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